Handbook of
Corrosion
Engineering

Pierre R. Roberge

McGraw-Hill

New York San Francisco Washington, D.C. Auckland Bogota
Caracas Lisbon London Madrid Mexico City Milan
Montreal New Delhi San Juan Singapore

Sydney Tokyo Toronto



Library of Congress Cataloging-in-Publication Data

Roberge, Pierre R.
Handbook of Corrosion Engineering / Pierre R. Roberge.
p. cm.
Includes bibliographical references.
ISBN 0-07-076516-2 (alk. paper)
1. Corrosion and anti-corrosives. 1. Title.
TA418.74.R63 1999
620.1'1223—dc21 99-35898
CIP

McGraw-Hill 27

A Division of The McGraw-Hill Companies

Copyright © 2000 by The McGraw-Hill Companies, Inc. All rights
reserved. Printed in the United States of America. Except as permit-
ted under the United States Copyright Act of 1976, no part of this
publication may be reproduced or distributed in any form or by any
means, or stored in a data base or retrieval system, without the prior
written permission of the publisher.

123456789 AGM/AGM 90432109
ISBN 0-07-076516-2

The sponsoring editor of this book was Robert Esposito. The editing
supervisor was David E. Fogarty, and the production supervisor was
Sherri Souffrance. This book was set in New Century Schoolbook by
Joanne Morbit and Paul Scozzari of McGraw-Hill’s Professional Book
Group in Hightstown, N.dJ.

Printed and bound by Quebecor/Martinsburg.

This book was printed on recycled, acid-free paper contain-
ing a minimum of 50% recycled, de-inked fiber.

McGraw-Hill books are available at special quantity discounts to use
as premiums and sales promotions, or for use in corporate training
programs. For more information, please write to the Director of Special
Sales, McGraw-Hill, 11 West 19th Street, New York, NY 10011. Or
contact your local bookstore.

required, the assistance of an appropriate professional should be sought.

Information contained in this work has been obtained by The McGraw-Hill
Companies, Inc. (“McGraw-Hill) from sources believed to be reliable. However,
neither McGraw-Hill nor its authors guarantee the accuracy or completeness
of any information published herein and neither McGraw-Hill nor its authors
shall be responsible for any errors, omissions, or damages arising out of use of
this information. This work is published with the understanding that
McGraw-Hill and its authors are supplying information but are not attempt-
ing to render engineering or other professional services. If such services are




Contents

Preface
Acknowledgments E

Introduction

1.1 The Cost of Corrosion

1.2 Examples of Catastrophic Corrosion Damage
1.3 The Influence of People

References

Chapter 1. Aqueous Corrosion

1.1 Introduction

1.2 Applications of Potential-pH Diagrams
1.3 Kinetic Principles

References

EREE Bl Femm =

Chapter 2. Environments

EEE

2.1 Atmospheric Corrosion

2.2 Natural Waters

2.3 Seawater 129
2.4 Corrosion in Soils [142]
2.5 Reinforced Concrete [154]
2.6 Microbes and Biofouling 187
References 216

Chapter 3. High-Temperature Corrosion

3.1 Thermodynamic Principles

3.2 Kinetic Principles

3.3 Practical High-Temperature Corrosion Problems
References

BEER &



Contents

Chapter 4. Modeling, Life Prediction and Computer Applications 267
4.1 Introduction | 267
4.2 Modeling and Life Prediction [268]
4.3 Applications of Artificial Intelligence 303
4.4 Computer-Based Training or Learning 322
4.5 Internet and the Web
References

Chapter 5. Corrosion Failures [331]
5.1 Introduction [332]
5.2 Mechanisms, Forms, and Modes of Corrosion Failures 332}
5.3 Guidelines for Investigating Corrosion Failures 359)
5.4 Prevention of Corrosion Damage 360
5.5 Case Histories in Corrosion Failure Analysis 368
References 369

Chapter 6. Corrosion Maintenance Through Inspection And Monitoring

6.1 Introduction

6.2 Inspection

6.3 The Maintenance Revolution

6.4 Monitoring and Managing Corrosion Damage
6.5 Smart Sensing of Corrosion with Fiber Optics
6.6 Non-destructive Evaluation (NDE)

References

¢ EEEEEEE &
B NN N
00| SN |=

Chapter 7. Acceleration and Amplification of Corrosion Damage

7.1 Introduction 486
7.2 Corrosion Testing 488
7.3 Surface Characterization

References

Chapter 8. Materials Selection

8.1 Introduction

8.2 Aluminum Alloys
8.3 Cast Irons

8.4 Copper Alloys

REEE S EE

8.5 High-Performance Alloys 664
8.6 Refractory Metals 692
8.7 Stainless Steels [710]
8.8 Steels 736
8.9 Titanium 748
8.10 Zirconium 769
References aad|
Chapter 9. Protective Coatings
9.1 Introduction
9.2 Coatings and Coating Processes 782



]
N
©

9.3 Supplementary Protection Systems
9.4 Surface Preparation
References

[-]
w
ey

Chapter 10. Corrosion Inhibitors

10.1 Introduction

10.2 Classification of Inhibitors

10.3 Corrosion Inhibition Mechanism
10.4 Selection of an Inhibitor System
References

Chapter 11. Cathodic Protection

11.1 Introduction

11.2 Sacrificial Anode CP Systems

11.3 Impressed Current Systems

11.4 Current Distribution and Interference Issues

11.5 Monitoring the Performance of CP Systems for Buried Pipelines
References

Chapter 12. Anodic Protection

12.1 Introduction

12.2 Passivity of Metals

12.3 Equipment Required for Anodic Protection

12.4 Design Concerns

12.5 Applications

12.6 Practical Example: Anodic Protection in the Pulp and Paper Industry
References

Appendix A. Sl Units
Appendix B. Glossary

Appendix C. Corrosion Economics

C.1 Introduction

C.2 Cash Flows and Capital Budgeting Techniques

C.3 Generalized Equation for Straight Line Depreciation
C.4 Examples

C.5 Summary

References

Appendix D. Electrochemistry Basics

D.1 Principles of Electrochemistry
D.2 Chemical Thermodynamics
D.3 Kinetic Principles

58 EBEEEEE B B EPEEREEE EEEEEEE EEEEEE E

—h
=)
B
N



Contents

Appendix E. Chemical Compositions of Engineering Alloys
Appendix F. Thermodynamic Data and E-pH Diagrams

Appendix G. Densities and Melting Points of Metals

Index 1129

BEE



Preface

The design and production of the Handbook of Corrosion Engineering
are drastically different than other handbooks dealing with the same
subject. While other corrosion handbooks have been generally the
results of collective efforts of many authors, the Handbook of
Corrosion Engineering is the result of an extensive survey of state-of-
the-art information on corrosion engineering by a principal author.
Although only one author appears on the cover, this Handbook is
indeed the result of cumulative efforts of many generations of scien-
tists and engineers in understanding and preventing the effects of cor-
rosion, one of the most constant foes of human endeavors. The design
and construction of this Handbook were made for the new millennium
with the most modern information-processing techniques presently
available. Many references are made to sources of information readily
accessible on the World Wide Web and to software systems that can
simplify the most difficult situation. It also provides elements of infor-
mation management and tools for managing corrosion problems that
are particularly valuable to practicing engineers. Many examples, for
example, describe how various industries and agencies have addressed
corrosion problems. The systems selected as supportive examples have
been chosen from a wide range of applications across various industries,
from aerospace structures to energy carriers and producers.

This Handbook is aimed at the practicing engineer, as a comprehen-
sive guide and reference source for solving material selection problems
and resolving design issues where corrosion is possibly a factor.
During the past decades, progress in the development of materials
capable of resisting corrosion and high temperatures has been signifi-
cant. There have been substantial developments in newer stainless
steels, high-strength low-alloy steels, superalloys, and in protective
coatings. This Handbook should prove to be a key information source
concerning numerous facets of corrosion damage, from detection and
monitoring to prevention and control.

The Handbook is divided into three main sections and is followed by
supporting material in seven appendixes. Each section and its chapters
are relatively independent and can be consulted without having to go
through previous chapters. The first main section (Introduction and
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Chapters 1 to 3) contains fundamental principles governing aqueous
corrosion and high-temperature corrosion and covers the main environ-
ments causing corrosion such as atmospheric, natural waters, seawater,
soils, concrete, as well as microbial and biofouling environments.

The second section (Chapters 4 to 7) addresses techniques for the pre-
diction and assessment of corrosion damage such as modeling, life pre-
diction, computer applications, inspection and monitoring and testing
through acceleration and amplification of corrosion damage. The second
section also contains a detailed description of the various types of corro-
sion failures with examples and ways to prevent them. The third section
(Chapters 8 to 12) covers general considerations of corrosion prevention
and control with a focus on materials selection. This chapter is particu-
larly valuable for its detailed descriptions of the performance and main-
tenance considerations for the main families of engineering alloys based
on aluminum, copper, nickel, chrome, refractory metals, titanium and
zirconium, as well as cast irons, stainless steels and other steels. This
section also provides elements for understanding protective coatings,
corrosion inhibitors, cathodic protection and anodic protection.

The first appendix contains a table of appropriate SI units making
references to most other types of units. This table will hopefully com-
pensate for the systematic usage of SI units made in the book. Another
appendix is an extensive glossary of terms often used in the context of
corrosion engineering. A third appendix summarizes corrosion econom-
ics with examples detailing calculations based on straight value depre-
ciation. The fourth appendix provides a detailed introduction to basic
electrochemical principles. Many examples of E-pH (Pourbaix) dia-
grams are provided in a subsequent appendix. The designations and
compositions of engineering alloys is the subject of a fifth appendix.

Pierre R. Roberge
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Corrosion is the destructive attack of a material by reaction with its
environment. The serious consequences of the corrosion process have
become a problem of worldwide significance. In addition to our every-
day encounters with this form of degradation, corrosion causes plant
shutdowns, waste of valuable resources, loss or contamination of prod-
uct, reduction in efficiency, costly maintenance, and expensive over-
design; it also jeopardizes safety and inhibits technological progress.
The multidisciplinary aspect of corrosion problems combined with the
distributed responsibilities associated with such problems only
increase the complexity of the subject. Corrosion control is achieved by
recognizing and understanding corrosion mechanisms, by using corro-
sion-resistant materials and designs, and by using protective systems,
devices, and treatments. Major corporations, industries, and govern-
ment agencies have established groups and committees to look after
corrosion-related issues, but in many cases the responsibilities are
spread between the manufacturers or producers of systems and their
users. Such a situation can easily breed negligence and be quite cost-
ly in terms of dollars and human lives.

I.1 The Cost of Corrosion

Although the costs attributed to corrosion damages of all kinds have
been estimated to be of the order of 3 to 5 percent of industrialized
countries’ gross national product (GNP), the responsibilities associat-
ed with these problems are sometimes quite diffuse. Since the first sig-
nificant report by Uhlig! in 1949 that the cost of corrosion to nations
is indeed great, the conclusion of all subsequent studies has been that
corrosion represents a constant charge to a nation’s GNP.2 One conclu-
sion of the 1971 UK government-sponsored report chaired by Hoar?
was that a good fraction of corrosion failures were avoidable and that
improved education was a good way of tackling corrosion avoidance.
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Corrosion of metals cost the U.S. economy almost $300 billion per
year at 1995 prices.* Broader application of corrosion-resistant mate-
rials and the application of the best corrosion-related technical prac-
tices could reduce approximately one-third of these costs. These
estimates result from a recent update by Battelle scientists of an ear-
lier study reported in 1978.° The initial work, based upon an elaborate
model of more than 130 economic sectors, had revealed that metallic
corrosion cost the United States $82 billion in 1975, or 4.9 percent of
its GNP. It was also found that 60 percent of that cost was unavoid-
able. The remaining $33 billion (40 percent) was said to be “avoidable”
and incurred by failure to use the best practices then known.

In the original Battelle study, almost 40 percent of 1975 metallic cor-
rosion costs were attributed to the production, use, and maintenance
of motor vehicles. No other sector accounted for as much as 4 percent
of the total, and most sectors contributed less than 1 percent. The 1995
Battelle study indicated that the motor vehicles sector probably had
made the greatest anticorrosion effort of any single industry. Advances
have been made in the use of stainless steels, coated metals, and more
protective finishes. Moreover, several substitutions of materials made
primarily for reasons of weight reduction have also reduced corrosion.
Also, the panel estimated that 15 percent of previously unavoidable
corrosion costs can be reclassified as avoidable. The industry is esti-
mated to have eliminated some 35 percent of its “avoidable” corrosion
by its improved practices. Table I.1 summarizes the costs attributed to
metallic corrosion in the United States in these two studies.

TABLE I.1 Costs Attributed to Metallic Corrosion
in the United States

1975 1995

All industries
Total (billions of 1995 dollars) $82.5 $296.0

Avoidable $33.0 $104.0

Avoidable 40% 35%
Motor vehicles

Total $31.4 $94.0

Avoidable $23.1 $65.0

Avoidable 73% 69%
Aircraft

Total $3.0 $13.0

Avoidable $0.6 $3.0

Avoidable 20% 23%
Other industries

Total $47.6 $189.0

Avoidable $9.3 $36.0

Avoidable 19% 19%
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.2 Examples of Catastrophic
Corrosion Damage

1.2.1 Sewer explosion, Mexico

An example of corrosion damages with shared responsibilities was the
sewer explosion that killed over 200 people in Guadalajara, Mexico, in
April 1992.% Besides the fatalities, the series of blasts damaged 1600
buildings and injured 1500 people. Damage costs were estimated at 75
million U.S. dollars. The sewer explosion was traced to the installation
of a water pipe by a contractor several years before the explosion that
leaked water on a gasoline line laying underneath. The subsequent
corrosion of the gasoline pipeline, in turn, caused leakage of gasoline
into the sewers. The Mexican attorney general sought negligent homi-
cide charges against four officials of Pemex, the government-owned oil
company. Also cited were three representatives of the regional sewer
system and the city’s mayor.

1.2.2 Loss of USAF F16 fighter aircraft

This example illustrates a case that has recently created problems in
the fleet of USAF F16 fighter aircraft. Graphite-containing grease is a
very common lubricant because graphite is readily available from steel
industries. The alternative, a formulation containing molybdenum
disulphide, is much more expensive. Unfortunately, graphite grease is
well known to cause galvanically induced corrosion in bimetallic cou-
ples. In a fleet of over 3000 F16 USAF single-engine fighter aircraft,
graphite grease was used by a contractor despite a general order from
the Air Force banning its use in aircraft.” As the flaps were operated,
lubricant was extruded into a part of the aircraft where control of the
fuel line shutoff valve was by means of electrical connectors made from
a combination of gold- and tin-plated steel pins. In many instances cor-
rosion occurred between these metals and caused loss of control of the
valve, which shut off fuel to the engine in midflight. At least seven air-
craft are believed to have been lost in this way, besides a multitude of
other near accidents and enormous additional maintenance.

1.2.3 The Aloha aircraft incident

The structural failure on April 28, 1988, of a 19-year-old Boeing 737,
operated by Aloha airlines, was a defining event in creating awareness
of aging aircraft in both the public domain and in the aviation commu-
nity. This aircraft lost a major portion of the upper fuselage near the
front of the plane in full flight at 24,000 ft.® Miraculously, the pilot man-
aged to land the plane on the island of Maui, Hawaii. One flight atten-
dant was swept to her death. Multiple fatigue cracks were detected
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in the remaining aircraft structure, in the holes of the upper row of riv-
ets in several fuselage skin lap joints. Lap joints join large panels of
skin together and run longitudinally along the fuselage. Fatigue crack-
ing was not anticipated to be a problem, provided the overlapping pan-
els remained strongly bonded together. Inspection of other similar
aircraft revealed disbonding, corrosion, and cracking problems in the
lap joints. Corrosion processes and the subsequent buildup of volumi-
nous corrosion products inside the lap joints, lead to “pillowing,” where-
by the faying surfaces are separated. Special instrumentation has been
developed to detect this dangerous condition. The aging aircraft prob-
lem will not go away, even if airlines were to order unprecedented num-
bers of new aircraft. Older planes are seldom scrapped, and the older
planes that are replaced by some operators will probably end up in ser-
vice with another operator. Therefore, safety issues regarding aging
aircraft need to be well understood, and safety programs need to be
applied on a consistent and rigorous basis.

1.2.4 The MV KIRKI

Another example of major losses to corrosion that could have been pre-
vented and that was brought to public attention on numerous occa-
sions since the 1960s is related to the design, construction, and
operating practices of bulk carriers. In 1991 over 44 large bulk carri-
ers were either lost or critically damaged and over 120 seamen lost
their lives.® A highly visible case was the MV KIRKI, built in Spain in
1969 to Danish designs. In 1990, while operating off the coast of
Australia, the complete bow section became detached from the vessel.
Miraculously, no lives were lost, there was little pollution, and the ves-
sel was salvaged. Throughout this period it seems to have been com-
mon practice to use neither coatings nor cathodic protection inside
ballast tanks. Not surprisingly therefore, evidence was produced that
serious corrosion had greatly reduced the thickness of the plate and
that this, combined with poor design to fatigue loading, were the pri-
mary cause of the failure. The case led to an Australian Government
report called “Ships of Shame.” MV KIRKI is not an isolated case.
There have been many others involving large catastrophic failures,
although in many cases there is little or no hard evidence when the
ships go to the bottom.

1.2.5 Corrosion of the infrastructure

One of the most evident modern corrosion disasters is the present state
of degradation of the North American infrastructure, particularly in
the snow belt where the use of road deicing salts rose from 0.6M ton in
1950 to 10.5M tons in 1988. The structural integrity of thousands of
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bridges, roadbeds, overpasses, and other concrete structures has been
impaired by corrosion, urgently requiring expensive repairs to ensure
public safety. A report by the New York Department of Transport has
stated that, by 2010, 95 percent of all New York bridges would be defi-
cient if maintenance remained at the same level as it was in 1981.
Rehabilitation of such bridges has become an important engineering
practice.”’ But the problems of corroding reinforced concrete extend
much beyond the transportation infrastructure. A survey of collapsed
buildings during the 1974 to 1978 period in England showed that the
immediate cause of failure of at least eight structures, which were 12
to 40 years old, was corrosion of reinforcing or prestressing steel.
Deterioration of parking garages has become a major concern in
Canada. Of the 215 garages surveyed recently, almost all suffered vary-
ing degrees of deterioration due to reinforcement corrosion, which was
a result of design and construction practices that fell short of those
required by the environment. It is also stated that almost all garages
in Canada built until very recently by conventional methods will
require rehabilitation at a cost to exceed $3 billion. The problem sure-
ly extends to the northern United States. In New York, for example, the
seriousness of the corrosion problem of parking garages was revealed
dramatically during the investigation that followed the bomb attack on
the underground parking garage of the World Trade Center."

1.3 The Influence of People

The effects of corrosion failures on the performance maintenance of
materials would often be minimized if life monitoring and control of the
environmental and human factors supplemented efficient designs.
When an engineering system functions according to specification, a
three-way interaction is established with complex and variable inputs
from people (p), materials (m), and environments (e).'* An attempt to
translate this concept into a fault tree has produced the simple tree
presented in Fig. I.1 where the consequence, or top event, a corrosion
failure, can be represented by combining the three previous contribut-
ing elements. In this representation, the top event probability (Bs) can
be evaluated with boolean algebra, which leads to Eq. (I.1) where P,
and P, are, respectively, the probability of failure caused by materials
and by the environment, and Factor, describes the influence of people
on the lifetime of a system. In Eq. (I.1), Factor, can be either inhibiting
(Factor, <1) or aggravating (Factor, >1):

Py = B, EFactor, (I1.1)

The justification for including the people element as an inhibit gate or
conditional event in the corrosion tree should be obvious (i.e., corrosion
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Corrosion Failure

People (p)
Materials Environmental
in Service Influence

Figure 1.1 Basic fault tree of a corrosion failure.

is a natural process that does not need human intervention to occur).
What might be defined as purely mechanical failures occur when B, is
high and R, is low. Most well-designed engineering systems in which B,
is approximately 0 achieve good levels of reliability. The most successful
systems are usually those in which the environmental influence is very
small and continues to be so throughout the service lifetime. When P,
becomes a significant influence on an increasing Ey, the incidence of cor-
rosion failures normally also increases.

Minimizing P only through design is difficult to achieve in practice
because of the number of ways in which F,, P, and Factor, can vary
during the system lifetime. The types of people that can affect the life
and performance of engineering systems have been regrouped in six
categories (Table 1.2)."® Table 1.2 also contains a brief description of the
main contributions that each category of people can make to the suc-
cess or premature failure of a system. Table 1.3 gives an outline of
methods of corrosion control* with an indication of the associated
responsibility.

However, the influence of people in a failure is extremely difficult to
predict, being subject to the high variability level in human decision
making. Most well-designed engineering systems perform according to
specification, largely because the interactions of people with these sys-
tems are tightly controlled and managed throughout the life of the sys-
tems. Figure 1.2 breaks down the causes responsible for failures
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TABLE I.2 Positions and Their Relative Responsibilities in System Management

Procurer

What is the main system being specified?

What is the function of the main system?

Did the budget introduce compromise into the design?

How was a subsystem embodied into the main system?

Does the envelope of the subsystems fit that for the main system?

Designer

What is the subsystem being specified for?

What is the function of the subsystem?

What is the optimum materials selection?

Has the correct definition of the operating environment been applied?

By what means will the component be manufactured?

What is the best geometrical design?

Have finishing operations, protective coatings, or corrosion control techniques been
specified?

Have the correct operating conditions been specified?

Has the best maintenance schedule been specified?

Does the design embody features that enable the correct maintenance procedures to be
followed?

Manufacturer

Were the same materials used as were originally specified?

Did the purchased starting materials conform to the specification in the order?

Has the manufacturing process been carried out correctly?

Has the design been reproduced accurately and has the materials specification been
precisely followed?

Have the correct techniques been used?

Have the most suitable joining techniques been employed?

Have the specified conditions/coatings necessary for optimum performance been
implemented?

Did the component conform to the appropriate quality control standards?

Was the scheme for correct assembly of the subsystem implemented correctly so that
the installation can be made correctly?

Installer

Has the system been installed according to specification?

Has the correct setting-to-work procedure been followed?

Have any new features in the environment been identified that are likely to exert an
influence and were not foreseen by the design process?

Maintainer

Has the correct maintenance schedule been followed?

Have the correct spares been used in repairs?

Have the correct maintenance procedures been carried out?
Has the condition of the system been correctly monitored?

User

Has the system been used within the specified conditions?

Is there a history of similar failures or is this an isolated occurrence?

Do aggravating conditions exist when the system is not in use?

Is there any evidence that the system has been abused by unauthorized personnel?
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TABLE 1.3 Outline of Methods of Corrosion Control

Method Responsibility
Selection of Materials Direct Managerial
Select metal or alloy (on nonmetallic material) Designer Procurer (for user)

for the particular environmental conditions
prevailing (composition, temperature, velocity,
etc.), taking into account mechanical and
physical properties, availability, method of
fabrication and overall cost of structure
Decide whether or not an expensive corrosion-
resistant alloy is more economical than a
cheaper metal that requires protection and
periodic maintenance

Designer

Procurer (for user)

Design

If the metal has to be protected, make
provision in the design for applying metallic
or nonmetallic coatings or applying anodic or
cathodic protection

Avoid geometrical configurations that facilitate
corrosive conditions such as
Features that trap dust, moisture, and water
Crevices (or else fill them in) and situations

where deposits can form on the metal surface

Designs that lead to erosion corrosion or to
cavitation damage

Designs that result in inaccessible areas
that cannot be reprotected (e.g., by
maintenance painting)

Designs that lead to heterogeneities in the
metal (differences in thermal treatment)
or in the environment (differences in
temperature, velocity)

Designer

Designer

Designer

Designer

Contact with other materials

Avoid metal-metal or metal-nonmetallic
contacting materials that facilitate corrosion
such as

Bimetallic couples in which a large area of
a more positive metal (e.g., Cu) is in contact
with a small area of a less noble metal
(e.g., Fe, Zn, or Al)

Metals in contact with absorbent materials
that maintain constantly wet conditions or,
in the case of passive metals, that exclude
oxygen

Contact (or enclosure in a confined space)
with substances that give off corrosive
vapors (e.g., certain woods and plastics)

Designer, user

Designer, user

Mechanical factors

Avoid stresses (magnitude and type) and
environmental conditions that lead to stress-
corrosion cracking, corrosion fatigue, or
fretting corrosion:

Designer, user

Designer, user



TABLE 1.3 Outline of Methods of Corrosion Control (Continued)

Method Responsibility

Selection of Materials Direct Managerial

For stress corrosion cracking, avoid the use
of alloys that are susceptible in the
environment under consideration, or if
this is not possible, ensure that the
external and internal stresses are kept
to a minimum.

For a metal subjected to fatigue conditions
in a corrosive environment ensure that
the metal is adequately protected by a
corrosion-resistant coating.

Processes that induce compressive stresses
into the surface of the metal such as shot-
peening, carburizing, and nitriding are
frequently beneficial in preventing
corrosion fatigue and fretting corrosion.

Coatings

If the metal has a poor resistance to corrosion Designer Designer
in the environment under consideration,
make provision in the design for applying an
appropriate protective coating such as
Metal reaction products (e.g., anodic oxide
films on Al), phosphate coatings on steel
(for subsequent painting or impregnation
with grease), chromate films on light
metals and alloys (Zn, Al, c¢d, Mg)
Metallic coatings that form protective
barriers (Ni, Cr) and also protect the
substrate by sacrificial action (Zn, Al, or
cd on steel)
Inorganic coatings (e.g., enamels, glasses, ceramics)
Organic coatings (e.g., paints, plastics,
greases)

Environment

Make environment less aggressive by Designer, user Designer, user
removing constituents that facilitate
corrosion; decrease temperatures decrease
velocity; where possible prevent access of
water and moisture.
For atmospheric corrosion dehumidify the
air, remove solid particles, add volatile
corrosion inhibitors (for steel).
For aqueous corrosion remove dissolved O_,
increase the pH (for steels), add inhibitors.

Interfacial potential

Protect metal cathodically by making the
interfacial potential sufficiently negative by
(1) sacrificial anodes or (2) impressed current.

Protect metal by making the interfacial
potential sufficiently positive to cause
passivation (confined to metals that passivate
in the environment under consideration).
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TABLE 1.3 Outline of Methods of Corrosion Control (Continued)

Method Responsibility
Selection of Materials Direct Managerial
Corrosion testing and monitoring
When there is no information on the behavior Designer Designer, user

of a metal or alloy or a fabrication under
specific environmental conditions (a newly
formulated alloy and/or a new environment),
it is essential to carry out corrosion testing.

Monitor composition of environment, corrosion
rate of metal, interfacial potential, and so forth,

to ensure that control is effective.

Designer

Designer, user

Supervision and inspection

Ensure that the application of a protective
coating (applied in situ or in a factory) is
adequately supervised and inspected in
accordance with the specification or code

of practice.

Designer, user

User

Lack of, or wrong,

specification
16%

10%

Bad inspection

Human error

12%

Other causes

4%

Lack of proving
(new design, material, or process)
36%

Poor planning and
coordination

Unforeseeable
8%

Figure 1.2 Pie chart attribution of responsibility for corrosion failures investigated by a
large chemical company.
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investigated by a large process industry.'”® But the battle against such
an insidious foe has been raging for a long time and sometimes with
success. Table 1.4 presents some historical landmarks of discoveries
related to the understanding and management of corrosion. Although
the future successes will still relate to improvements in materials and
their performance, it can be expected that the main progress in corro-
sion prevention will be associated with the development of better infor-
mation-processing strategies and the production of more efficient

monitoring tools in support of corrosion control programs.

TABLE I.4 Landmarks of Discoveries Related to the Understanding and
Management of Corrosion

Date Landmark Source
1675 Mechanical origin of corrosiveness
and corrodibility Boyle
1763 Bimetallic corrosion HMS Alarm report
1788 Water becomes alkaline during corrosion
of iron Austin
1791 Copper-iron electrolytic galvanic coupling Galvani
1819 Insight into electrochemical nature of
corrosion Thenard
1824 Cathodic protection of Cu by Zn or Fe Sir Humphrey Davy
1830 Microstructural aspect of corrosion (Zn) De la Rive
1834-1840 Relations between chemical action and
generation of electric currents Faraday
1836 Passivity of iron Faraday, Schoenbein
1904 Hydrogen overvoltage as a function of current Tafel
1905 Carbonic and other acids are not essential Dunstan, Jowett,
for the corrosion of iron Goulding, Tilden
1907 Oxygen action as cathodic stimulator Walker, Cederholm
1908-1910 Compilation of corrosion rates in different
media Heyn, Bauer
1910 Inhibitive paint Cushman, Gardner
1913 Study of high-temperature oxidation
kinetics of tungsten Langmuir
1916 Differential aeration currents Aston
1920-1923 Season-cracking of brass = intergranular
corrosion Moore, Beckinsale
1923 High-temperature formation of oxides Pilling, Bedworth
1924 Galvanic corrosion Whitman, Russell
1930-1931 Subscaling of “internal corrosion” Smith
1931-1939 Quantitative electrochemical nature
of corrosion Evans
1938 Anodic and cathodic inhibitors Chyzewski, Evans
1938 E-pH thermodynamic diagrams Pourbaix
1950 Autocatalytic nature of pitting Uhlig
1956 Tafel extrapolation for measurement of
kinetic parameters Stern, Geary
1968 Electrochemical noise signature of corrosion  Iverson
1970 Study of corrosion processes with electro-
chemical impedance spectroscopy (EIS) Epelboin
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1.1 Introduction

One of the key factors in any corrosion situation is the environment.
The definition and characteristics of this variable can be quite com-
plex. One can use thermodynamics, e.g., Pourbaix or E-pH diagrams,
to evaluate the theoretical activity of a given metal or alloy provided
the chemical makeup of the environment is known. But for practical
situations, it is important to realize that the environment is a vari-
able that can change with time and conditions. It is also important to
realize that the environment that actually affects a metal corresponds
to the microenvironmental conditions that this metal really “sees,”
i.e., the local environment at the surface of the metal. It is indeed the
reactivity of this local environment that will determine the real cor-
rosion damage. Thus, an experiment that investigates only the nomi-
nal environmental condition without consideration of local effects
such as flow, pH cells, deposits, and galvanic effects is useless for life-
time prediction.

13
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Figure 1.1 Simple model describ-
ing the electrochemical nature of
corrosion processes.

In our societies, water is used for a wide variety of purposes, from
supporting life as potable water to performing a multitude of industri-
al tasks such as heat exchange and waste transport. The impact of
water on the integrity of materials is thus an important aspect of sys-
tem management. Since steels and other iron-based alloys are the
metallic materials most commonly exposed to water, aqueous corrosion
will be discussed with a special focus on the reactions of iron (Fe) with
water (H;O). Metal ions go into solution at anodic areas in an amount
chemically equivalent to the reaction at cathodic areas (Fig. 1.1). In
the cases of iron-based alloys, the following reaction usually takes
place at anodic areas:

Fe —» Fe?" + 2e” (1.1

This reaction is rapid in most media, as shown by the lack of pro-
nounced polarization when iron is made an anode employing an exter-
nal current. When iron corrodes, the rate is usually controlled by the
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cathodic reaction, which in general is much slower (cathodic control).
In deaerated solutions, the cathodic reaction is

2H" + 2¢” - H, (1.2)

This reaction proceeds rapidly in acids, but only slowly in alkaline
or neutral aqueous media. The corrosion rate of iron in deaerated neu-
tral water at room temperature, for example, is less than 5 pm/year.
The rate of hydrogen evolution at a specific pH depends on the pres-
ence or absence of low-hydrogen overvoltage impurities in the metal.
For pure iron, the metal surface itself provides sites for H, evolution;
hence, high-purity iron continues to corrode in acids, but at a measur-
ably lower rate than does commercial iron.

The cathodic reaction can be accelerated by the reduction of dis-
solved oxygen in accordance with the following reaction, a process
called depolarization:

4H' + O, + 4e” — 2H,0 (1.3)

Dissolved oxygen reacts with hydrogen atoms adsorbed at random
on the iron surface, independent of the presence or absence of impuri-
ties in the metal. The oxidation reaction proceeds as rapidly as oxygen
reaches the metal surface.

Adding (1.1) and (1.3), making use of the reaction H,O <> H* + OH-,
leads to reaction (1.4),

2Fe + 2H,0 + O, — 2Fe(OH), (1.4)

Hydrous ferrous oxide (FeO - nH,0) or ferrous hydroxide [Fe(OH),]
composes the diffusion-barrier layer next to the iron surface through
which O, must diffuse. The pH of a saturated Fe(OH), solution is
about 9.5, so that the surface of iron corroding in aerated pure water
is always alkaline. The color of Fe(OH),, although white when the sub-
stance is pure, is normally green to greenish black because of incipient
oxidation by air. At the outer surface of the oxide film, access to dis-
solved oxygen converts ferrous oxide to hydrous ferric oxide or ferric
hydroxide, in accordance with

4Fe(OH), + 2H,0 + O, — 4Fe(OH), (1.5)

Hydrous ferric oxide is orange to red-brown in color and makes up
most of ordinary rust. It exists as nonmagnetic aFe,O; (hematite) or as
magnetic aFe,03, the o form having the greater negative free energy of
formation (greater thermodynamic stability). Saturated Fe(OH);
is nearly neutral in pH. A magnetic hydrous ferrous ferrite, Fe;O, -
nH,0, often forms a black intermediate layer between hydrous Fe,O,
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and FeO. Hence rust films normally consist of three layers of iron oxides
in different states of oxidation.

1.2 Applications of Potential-pH Diagrams

E-pH or Pourbaix diagrams are a convenient way of summarizing
much thermodynamic data and provide a useful means of summariz-
ing the thermodynamic behavior of a metal and associated species in
given environmental conditions. E-pH diagrams are typically plotted
for various equilibria on normal cartesian coordinates with potential
(E) as the ordinate (y axis) and pH as the abscissa (x axis).! For a more
complete coverage of the construction of such diagrams, the reader is
referred to Appendix D (Sec. D.2.6, Potential-pH Diagrams).

For corrosion in aqueous media, two fundamental variables, namely
corrosion potential and pH, are deemed to be particularly important.
Changes in other variables, such as the oxygen concentration, tend to
be reflected by changes in the corrosion potential. Considering these
two fundamental parameters, Staehle introduced the concept of over-
lapping mode definition and environmental definition diagrams,? to
determine under what environmental circumstances a given
mode/submode of corrosion damage could occur (Fig. 1.2). Further
information on corrosion modes and submodes is provided in Chap. 5,
Corrosion Failures. It is very important to consider and define the
environment on the metal surface, where the corrosion reactions take
place. Highly corrosive local environments that differ greatly from the
nominal bulk environment can be set up on such surfaces, as illus-
trated in some examples given in following sections.

In the application of E-pH diagrams to corrosion, thermodynamic
data can be used to map out the occurrence of corrosion, passivity, and
nobility of a metal as a function of pH and potential. The operating
environment can also be specified with the same coordinates, facilitat-
ing a thermodynamic prediction of the nature of corrosion damage. A
particular environmental diagram showing the thermodynamic stabil-
ity of different chemical species associated with water can also be
derived thermodynamically. This diagram, which can be conveniently
superimposed on E-pH diagrams, is shown in Fig. 1.3. While the E-pH
diagram provides no kinetic information whatsoever, it defines the
thermodynamic boundaries for important corrosion species and reac-
tions. The observed corrosion behavior of a particular metal or alloy
can also be superimposed on E-pH diagrams. Such a superposition is
presented in Fig. 1.4. The corrosion behavior of steel presented in this
figure was characterized by polarization measurements at different
potentials in solutions with varying pH levels.? It should be noted that
the corrosion behavior of steel appears to be defined by thermody-
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namic boundaries. Some examples of the application of E-pH diagrams
to practical corrosion problems follow.

1.2.1 Corrosion of steel in water at elevated
temperatures

Many phenomena associated with corrosion damage to iron-based
alloys in water at elevated temperatures can be rationalized on the
basis of iron-water E-pH diagrams. Marine boilers on ships and hot-
water heating systems for buildings are relevant practical examples.

Marine boilers. The boilers used on commercial and military ships are
essentially large reactors in which water is heated and converted to
steam. While steam powering of ships’ engines or turbines is rapidly
drawing to a close at the end of the twentieth century, steam is still
required for other miscellaneous purposes. All passenger ships require
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Figure 1.3 Thermodynamic stability of water, oxygen, and hydrogen. (A is the
equilibrium line for the reaction: Hy = 2H" + 2e~. B is the equilibrium line for the
reaction: 2H,0 = O, + 4H* + 4e™. * indicates increasing thermodynamic driving
force for cathodic oxygen reduction, as the potential falls below line B. ** indicates
increasing thermodynamic driving force for cathodic hydrogen evolution, as the
potential falls below line A.)

steam for heating, cooking, and laundry services. Although not pow-
ered by steam, motorized tankers need steam for tank cleaning, pump-
ing, and heating.

Steel is used extensively as a construction material in pressurized
boilers and ancillary piping circuits. The boiler and the attached
steam/water circuits are safety-critical items on a ship. The sudden
explosive release of high-pressure steam/water can have disastrous
consequences. The worst boiler explosion in the Royal Navy, on board
HMS Thunderer, claimed 45 lives in 1876.* The subsequent inquiry
revealed that the boiler’s safety valves had seized as a result of corro-



Aqueous Corrosion 19

1.6

. ~~Severe’
SN . pitting

o
oo

SN o
....... e . . \\\“ .
c\\" .

s\\ .

... Corrosion ~_,

-------------- e R Passivation

Potential (V vs SHE)
o

o
oo
I

Fe

0 2 4 6 8 10 12 14
pH

Figure 1.4 Thermodynamic boundaries of the types of corrosion observed on steel.

sion damage. Fortunately, modern marine steam boilers operate at
much higher safety levels, but corrosion problems still occur.

Two important variables affecting water-side corrosion of iron-
based alloys in marine boilers are the pH and oxygen content of the
water. As the oxygen level has a strong influence on the corrosion
potential, these two variables exert a direct influence in defining the
position on the E-pH diagram. A higher degree of aeration raises the
corrosion potential of iron in water, while a lower oxygen content
reduces it.

When considering the water-side corrosion of steel in marine boil-
ers, both the elevated-temperature and ambient-temperature cases
should be considered, since the latter is important during shutdown
periods. Boiler-feedwater treatment is an important element of mini-
mizing corrosion damage. On the maiden voyage of RMS Titanic, for
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example, no fewer than three engineers were managing the boiler
room operations, which included responsibility for ensuring that boil-
er-water-treatment chemicals were correctly administered. A funda-
mental treatment requirement is maintaining an alkaline pH value,
ideally in the range of 10.5 to 11 at room temperature.® This precau-
tion takes the active corrosion field on the left-hand side of the E-pH
diagrams out of play, as shown in the E-pH diagrams drawn for steel
at two temperatures, 25°C (Fig. 1.5) and 210°C (Fig. 1.6). At the rec-
ommended pH levels, around 11, the E-pH diagram in Fig. 1.5 indi-
cates the presence of thermodynamically stable oxides above the zone
of immunity. It is the presence of these oxides on the surface that pro-
tects steel from corrosion damage in boilers.
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Figure 1.6 E-pH diagram of iron in water at 210°C.
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Practical experience related to boiler corrosion kinetics at different
feedwater pH levels is included in Fig. 1.5. The kinetic information in
Fig. 1.5 indicates that high oxygen contents are generally undesirable.
It should also be noted from Figs. 1.5 and 1.6 that active corrosion is
possible in acidified untreated boiler water, even in the absence of oxy-
gen. Below the hydrogen evolution line, hydrogen evolution is thermo-
dynamically favored as the cathodic half-cell reaction, as indicated.
Undesirable water acidification can result from contamination by sea
salts or from residual cleaning agents.

Inspection of the kinetic data presented in Fig. 1.5 reveals a ten-
dency for localized pitting corrosion at feedwater pH levels between 6
and 10. This pH range represents a situation in between complete sur-
face coverage by protective oxide films and the absence of protective
films. Localized anodic dissolution is to be expected on a steel surface
covered by a discontinuous oxide film, with the oxide film acting as a
cathode. Another type of localized corrosion, caustic corrosion, can
occur when the pH is raised excessively on a localized scale. The E-pH
diagrams in Figs. 1.5 and 1.6 indicate the possibility of corrosion dam-
age at the high end of the pH axis, where the protective oxides are no
longer stable. Such undesirable pH excursions tend to occur in high-
temperature zones, where boiling has led to a localized caustic con-
centration. A further corrosion problem, which can arise in highly
alkaline environments, is caustic cracking, a form of stress corrosion
cracking. Examples in which such microenvironments have been
proven include seams, rivets, and boiler tube-to-tube plate joints.

Hydronic heating of buildings. Hydronic (or hot-water) heating is used
extensively for central heating systems in buildings. Advantages over
hot-air systems include the absence of dust circulation and higher heat
efficiency (there are no heat losses from large ducts). In very simple
terms, a hydronic system could be described as a large hot-water ket-
tle with pipe attachments to circulate the hot water and radiators to
dissipate the heat.

Heating can be accomplished by burning gas or oil or by electricity.
The water usually leaves the boiler at temperatures of 80 to 90°C. Hot
water leaving the boiler passes through pipes, which carry it to the radi-
ators for heat dissipation. The heated water enters as feed, and the
cooled water leaves the radiator. Fins may be attached to the radiator to
increase the surface area for efficient heat transfer. Steel radiators, con-
structed from welded pressed steel sheets, are widely utilized in hydron-
ic heating systems. Previously, much weightier cast iron radiators were
used; these are still evident in older buildings. The hot-water piping is
usually constructed from thin-walled copper tubing or steel pipes. The
circulation system must be able to cope with the water expansion result-
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ing from heating in the boiler. An expansion tank is provided for these
purposes. A return pipe carries the cooled water from the radiators back
to the boiler. Typically, the temperature of the water in the return pipe
is 20°C lower than that of the water leaving the boiler.

An excellent detailed account of corrosion damage to steel in the hot
water flowing through the radiators and pipes has been published.b
Given a pH range for mains water of 6.5 to 8 and the E-pH diagrams
in Figs. 1.7 (25°C) and 1.8 (85°C), it is apparent that minimal corro-
sion damage is to be expected if the corrosion potential remains below
—0.65 V (SHE). The position of the oxygen reduction line indicates
that the cathodic oxygen reduction reaction is thermodynamically very
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Figure 1.7 E-pH diagram of iron in water at 25°C, highlighting the corrosion processes
in the hydronic pH range.
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favorable. From kinetic considerations, the oxygen content will be an
important factor in determining corrosion rates. The oxygen content of
the water is usually minimal, since the solubility of oxygen in water
decreases with increasing temperature (Fig. 1.9), and any oxygen
remaining in the hot water is consumed over time by the cathodic cor-
rosion reaction. Typically, oxygen concentrations stabilize at very low
levels (around 0.3 ppm), where the cathodic oxygen reduction reaction
is stifled and further corrosion is negligible.

Higher oxygen levels in the system drastically change the situation,
potentially reducing radiator lifetimes by a factor of 15. The undesir-
able oxygen pickup is possible during repairs, from additions of fresh
water to compensate for evaporation, or, importantly, through design

Potential (V vs SHE)

0 2 4 6 8 10 12 14

Figure 1.8 E-pH diagram of iron in water at 85°C (hydronic system).
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Figure 1.9 Solubility of oxygen in water in equilibrium with air at different temperatures.

faults that lead to continual oxygen pickup from the expansion tank.
The higher oxygen concentration shifts the corrosion potential to high-
er values, as shown in Fig. 1.7. Since the Fe(OH); field comes into play
at these high potential values, the accumulation of a red-brown sludge
in radiators is evidence of oxygen contamination.

From the E-pH diagrams in Figs. 1.7 and 1.8, it is apparent that for
a given corrosion potential, the hydrogen production is thermodynam-
ically more favorable at low pH values. The production of hydrogen is,
in fact, quite common in microenvironments where the pH can be low-
ered to very low values, leading to severe corrosion damage even at
very low oxygen levels. The corrosive microenvironment prevailing
under surface deposits is very different from the bulk solution. In par-
ticular, the pH of such microenvironments tends to be very acidic. The
formation of acidified microenvironments is related to the hydrolysis
of corrosion products and the formation of differential aeration cells
between the bulk environment and the region under the deposits (see
Crevice Corrosion in Sec. 5.2.1). Surface deposits in radiators can
result from corrosion products (iron oxides), scale, the settling of sus-
pended solids, or microbiological activity. The potential range in which
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the hydrogen reduction reaction can participate in corrosion reactions
clearly widens toward the low end of the pH scale. If such deposits are
not removed periodically by cleaning, perforations by localized corro-
sion can be expected.

1.2.2 Filiform corrosion

Filiform corrosion is a localized form of corrosion that occurs under a
variety of coatings. Steel, aluminum, and other alloys can be particu-
larly affected by this form of corrosion, which has been of particular
concern in the food packaging industry. Readers living in humid
coastal areas may have noticed it from time to time on food cans left in
storage for long periods. It can also affect various components during
shipment and storage, given that many warehouses are located near
seaports. This form of corrosion, which has a “wormlike” visual
appearance, can be explained on the basis of microenvironmental
effects and the relevant E-pH diagrams.

Filiform corrosion is characterized by an advancing head and a tail
of corrosion products left behind in the corrosion tracks (or “fila-
ments”), as shown in Fig. 1.10. Active corrosion takes place in the
head, which is filled with corrosive solution, while the tail is made up
of relatively dry corrosion products and is usually considered to be
inactive.

The microenvironments produced by filiform corrosion of steel are
illustrated in Fig. 1.11.7 Essentially, a differential aeration cell is set up
under the coating, with the lowest concentration of oxygen at the head

Coated alloy

_Back of head

- Front of head

Figure 1.10 Illustration of the filament nature of filiform corrosion.
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Figure 1.11 Graphical representation of the microenvironments created by filiform
corrosion.

of the filament. The oxygen concentration gradient can be rationalized
by oxygen diffusion through the porous tail to the head region. A char-
acteristic feature of such a differential aeration cell is the acidification
of the electrolyte with low oxygen concentration. This leads to the for-
mation of an anodic metal dissolution site at the front of the head of
the corrosion filament (Fig. 1.11). For iron, pH values at the front of the
head of 1 to 4 and a potential of close to —0.44 V (SHE) have been
reported. In contrast, at the back of the head, where the cathodic reac-
tion dominates, the prevailing pH is around 12. The conditions pre-
vailing at the front and back of the head for steel undergoing filiform
corrosion are shown relative to the E-pH diagram in Fig. 1.12. The dia-
gram confirms active corrosion at the front, the buildup of ferric
hydroxide at the back of the head, and ferric hydroxide filling the tail.

In filiform corrosion damage to aluminum, an electrochemical
potential at the front of the head of —0.73 V (SHE) has been report-
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Figure 1.12 E-pH diagram of the iron-water system with an emphasis on the microenvi-
ronments produced by filiform corrosion.

ed, together with a 0.09-V difference between the front and the back
of the head.® Reported acidic pH values close to 1 at the head and
higher fluctuating values in excess of 3.5 associated with the tail
allow the positions in the E-pH diagram to be determined, as shown
in Fig. 1.13. Active corrosion at the front and the buildup of corrosion
products toward the tail is predicted on the basis of this diagram. It
should be noted that the front and back of the head positions on the
E-pH diagram lie below the hydrogen evolution line. It is thus not
surprising that hydrogen evolution has been reported in filiform cor-
rosion of aluminum.
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Figure 1.13 E-pH diagram of the aluminum-water system with an emphasis on the
microenvironments produced by filiform corrosion.

1.2.3 Corrosion of reinforcing steel in
concrete

Concrete is the most widely produced material on earth; its production
exceeds that of steel by about a factor of 10 in tonnage. While concrete
has a very high compressive strength, its strength in tension is very
low (only a few megapascals). The main purpose of reinforcing steel
(rebar) in concrete is to improve the tensile strength and toughness of
the material. The steel rebars can be considered to be macroscopic
fibers in a “fiber-reinforced” composite material. The vast majority of
reinforcing steel is of the unprotected carbon steel type. No significant
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alloying additions or protective coatings for corrosion resistance are
associated with this steel.

In simplistic terms, concrete is produced by mixing cement clinker,
water, fine aggregate (sand), coarse aggregate (stone), and other chem-
ical additives. When mixed with water, the anhydrous cement clinker
compounds hydrate to form cement paste. It is the cement paste that
forms the matrix of the composite concrete material and gives it its
strength and rigidity, by means of an interconnected network in which
the aggregate particles are embedded. The cement paste is porous in
nature. An important feature of concrete is that the pores are filled
with a highly alkaline solution, with a pH between 12.6 and 13.8 at
normal humidity levels. This highly alkaline pore solution arises from
by-products of the cement clinker hydration reactions such as NaOH,
KOH, and Ca(OH),. The maintenance of a high pH in the concrete pore
solution is a fundamental feature of the corrosion resistance of carbon
steel reinforcing bars.

At the high pH levels of the concrete pore solution, without the
ingress of corrosive species, reinforcing steel embedded in concrete
tends to display completely passive behavior as a result of the forma-
tion of a thin protective passive film. The corrosion potential of passive
reinforcing steel tends to be more positive than about —0.52 V (SHE)
according to ASTM guidelines.® The E-pH diagram in Fig. 1.14 con-
firms the passive nature of steel under these conditions. It also indi-
cates that the oxygen reduction reaction is the cathodic half-cell
reaction applicable under these highly alkaline conditions.

One mechanism responsible for severe corrosion damage to reinforc-
ing steel is known as carbonation. In this process, carbon dioxide from
the atmosphere reacts with calcium hydroxide (and other hydroxides)
in the cement paste following reaction (1.6).

Ca(OH), + CO, — CaCO, + H,0 (1.6)

The pore solution is effectively neutralized by this reaction.
Carbonation damage usually appears as a well-defined “front” parallel
to the outside surface. Behind the front, where all the calcium hydrox-
ide has reacted, the pH is reduced to around 8, whereas ahead of the
front, the pH remains above 12.6. When the carbonation front reaches
the reinforcement, the passive film is no longer stable, and active cor-
rosion is initiated. Figure 1.14 shows that active corrosion is possible
at the reduced pH level. Damage to the concrete from carbonation-
induced corrosion is manifested in the form of surface spalling, result-
ing from the buildup of voluminous corrosion products at the
concrete-rebar interface (Fig. 1.15).

A methodology known as re-alkalization has been proposed as a
remedial measure for carbonation-induced reinforcing steel corro-
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Figure 1.14 E-pH diagram of the iron-water system with an emphasis on the microenviron-
ments produced during corrosion of reinforcing steel in concrete.

sion. The aim of this treatment is to restore alkalinity around the
reinforcing bars of previously carbonated concrete. A direct current is
applied between the reinforcing steel cathode and external anodes
positioned against the external concrete surface and surrounded by
electrolyte. Sodium carbonate has been used as the electrolyte in this
process, which typically requires several days for effectiveness.
Potential disadvantages of the treatment include reduced bond
strength, increased risk of alkali-aggregate reaction, microstructural
changes in the concrete, and hydrogen embrittlement of the reinforc-
ing steel. It is apparent from Fig. 1.14 that hydrogen reduction can
occur on the reinforcing steel cathode if its potential drops to highly
negative values.
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Figure 1.15 Graphical representation of the corrosion of reinforcing steel in concrete
leading to cracking and spalling.

1.3 Kinetic Principles

Thermodynamic principles can help explain a corrosion situation in
terms of the stability of chemical species and reactions associated with
corrosion processes. However, thermodynamic calculations cannot be
used to predict corrosion rates. When two metals are put in contact,
they can produce a voltage, as in a battery or electrochemical cell (see
Galvanic Corrosion in Sec. 5.2.1). The material lower in what has been
called the “galvanic series” will tend to become the anode and corrode,
while the material higher in the series will tend to support a cathodic
reaction. Iron or aluminum, for example, will have a tendency to cor-
rode when connected to graphite or platinum. What the series cannot
predict is the rate at which these metals corrode. Electrode kinetic
principles have to be used to estimate these rates.

1.3.1 Kinetics at equilibrium: the exchange
current concept

The exchange current I, is a fundamental characteristic of electrode
behavior that can be defined as the rate of oxidation or reduction at an
equilibrium electrode expressed in terms of current. The term
exchange current, in fact, is a misnomer, since there is no net current
flow. It is merely a convenient way of representing the rates of oxida-
tion and reduction of a given single electrode at equilibrium, when no
loss or gain is experienced by the electrode material. For the corrosion
of iron, Eq. (1.1), for example, this would imply that the exchange cur-
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rent is related to the current in each direction of a reversible reaction,
i.e., an anodic current I, representing Eq. (1.7) and a cathodic current
I, representing Eq. (1.8).

Fe — Fe?" + 2e” (1.7)
Fe « Fe?" + 2e~ (1.8)

Since the net current is zero at equilibrium, this implies that the
sum of these two currents is zero, as in Eq. (1.9). Since I, is, by con-
vention, always positive, it follows that, when no external voltage or
current is applied to the system, the exchange current is as given by
Eq. (1.10).

I+1=0 (1.9)
I =-1=I (1.10)

There is no theoretical way of accurately determining the exchange
current for any given system. This must be determined experimental-
ly. For the characterization of electrochemical processes, it is always
preferable to normalize the value of the current by the surface area of
the electrode and use the current density, often expressed as a small i,
i.e., i = I/surface area. The magnitude of exchange current density is
a function of the following main variables:

1. Electrode composition. Exchange current density depends upon
the composition of the electrode and the solution (Table 1.1). For redox
reactions, the exchange current density would depend on the composi-
tion of the electrode supporting an equilibrium reaction (Table 1.2).

TABLE 1.1 Exchange Current Density (i)
for M**/M Equilibrium in Different Acidified
Solutions (1M)

Electrode Solution log1oto, Alem?
Antimony Chloride —4.7
Bismuth Chloride -1.7
Copper Sulfate —4.4; -1.7
Iron Sulfate —8.0; —8.5
Lead Perchlorate -3.1

Nickel Sulfate -8.7; —6.0
Silver Perchlorate 0.0

Tin Chloride —-2.7
Titanium Perchlorate -3.0
Titanium Sulfate —8.7

Zinc Chloride -3.5; —0.16
Zinc Perchlorate -7.5

Zinc Sulfate —4.5
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TABLE 1.2 Exchange Current Density (ip) at 25°C for Some Redox Reactions

System Electrode Material Solution log10io, A/em?
Cr3*t/Cr2* Mercury KCl -6.0
Cett/Ce?* Platinum H,S0, —4.4
Fe3t/Fe?* Platinum HyS0,4 -2.6

Rhodium HySO4 -7.8
Iridium HyS0, -2.8
Palladium HySO4 —-2.2
H*/H, Gold H,S0, -3.6
Lead HySO4 -11.3
Mercury HyS04 -12.1
Nickel HQSO4 —-5.2
Tungsten HySO4 -5.9
Og reduction Platinum Perchloric acid -9.0
Platinum 10%—Rhodium Perchloric acid -9.0
Rhodium Perchloric acid —-8.2
Iridium Perchloric acid -10.2

TABLE 1.3 Approximate
Exchange Current Density (ip) for
the Hydrogen Oxidation Reaction
on Different Metals at 25°C

Metal log1oto, Alem?
Pb, Hg -13
Zn -11
Sn, Al, Be -10
Ni, Ag, Cu, Cd -7
Fe, Au, Mo -6
W, Co, Ta -5
Pd, Rh -4
Pt -2

Table 1.3 contains the approximate exchange current density for the
reduction of hydrogen ions on a range of materials. Note that the val-
ue for the exchange current density of hydrogen evolution on platinum
is approximately 102 A/cm?, whereas that on mercury is 10713 A/cm?.

2. Surface roughness. Exchange current density is usually
expressed in terms of projected or geometric surface area and depends
upon the surface roughness. The higher exchange current density for
the H*/H, system equilibrium on platinized platinum (102 A/cm?)
compared to that on bright platinum (10-3 A/em?) is a result of the larg-
er specific surface area of the former.

3. Soluble species concentration. The exchange current is also a
complex function of the concentration of both the reactants and the
products involved in the specific reaction described by the exchange
current. This function is particularly dependent on the shape of the
charge transfer barrier B across the electrochemical interface.
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4. Surface impurities. Impurities adsorbed on the electrode sur-
face usually affect its exchange current density. Exchange current den-
sity for the H*/H, system is markedly reduced by the presence of trace
impurities like arsenic, sulfur, and antimony.

1.3.2 Kinetics under polarization

When two complementary processes such as those illustrated in Fig.
1.1 occur over a single metallic surface, the potential of the material
will no longer be at an equilibrium value. This deviation from equilib-
rium potential is called polarization. Electrodes can also be polarized
by the application of an external voltage or by the spontaneous pro-
duction of a voltage away from equilibrium. The magnitude of polar-
ization is usually measured in terms of overvoltage v, which is a
measure of polarization with respect to the equilibrium potential E., of
an electrode. This polarization is said to be either anodic, when the
anodic processes on the electrode are accelerated by changing the spec-
imen potential in the positive (noble) direction, or cathodic, when the
cathodic processes are accelerated by moving the potential in the neg-
ative (active) direction. There are three distinct types of polarization
in any electrochemical cell, the total polarization across an electro-
chemical cell being the summation of the individual elements as
expressed in Eq. (1.11):

T]total = T]act + T]conc + lR (111)

where m, = activation overpotential, a complex function describing
the charge transfer kinetics of the electrochemical
processes. T, is predominant at small polarization cur-
rents or voltages.

MNeone = concentration overpotential, a function describing the
mass transport limitations associated with electrochemi-
cal processes. M. 18 predominant at large polarization
currents or voltages.

iR = ohmic drop. iR follows Ohm’s law and describes the polar-
ization that occurs when a current passes through an
electrolyte or through any other interface, such as surface
film, connectors, etc.

Activation polarization. When some steps in a corrosion reaction con-
trol the rate of charge or electron flow, the reaction is said to be under
activation or charge-transfer control. The kinetics associated with
apparently simple processes rarely occur in a single step. The overall
anodic reaction expressed in Eq. (1.1) would indicate that metal atoms
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in the metal lattice are in equilibrium with an aqueous solution contain-
ing Fe?* cations. The reality is much more complex, and one would need
to use at least two intermediate species to describe this process, i.e.,

+
surface

Felattice — Fe

Fe' — Fe?*

surface surface
2+ 2+
Fesurface - Fesolution

In addition, one would have to consider other parallel processes,
such as the hydrolysis of the Fe2?" cations to produce a precipitate or
some other complex form of iron cations. Similarly, the equilibrium
between protons and hydrogen gas [Eq. (1.2)] can be explained only by
invoking at least three steps, i.e.,

H" ->H,,

Hads + Hads —-H

2 (molecule)

H —H

2 (molecule) 2 (gas)

The anodic and cathodic sides of a reaction can be studied individual-
ly by using some well-established electrochemical methods in which the
response of a system to an applied polarization, current or voltage, is
studied. A general representation of the polarization of an electrode sup-
porting one redox system is given in the Butler-Volmer equation (1.12):

. . nF B
Lreaction - LO exp Breaction RT nreaction

F
exp |: - (1 B Breaction) % T]reaction:| } (112)

where ,e.ction = anodic or cathodic current
Breaction = charge transfer barrier or symmetry coefficient for the
anodic or cathodic reaction, close to 0.5
Nreaction = Eapplied — Feg, 1-€., positive for anodic polarization and
negative for cathodic polarization
n = number of participating electrons
R = gas constant
T = absolute temperature
F = Faraday
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When M eaction 1S anodic (i.e., positive), the second term in the Butler-
Volmer equation becomes negligible and i, can be more simply
expressed by Eq. (1.13) and its logarithm, Eq. (1.14):

. . nF
la = lO [eXp ( o ﬁ ”r]a) } (113)
L
m, = b, log,, (7) (1.14)
0

where b, is the Tafel coefficient that can be obtained from the slope of
a plot of m against log i, with the intercept yielding a value for i,.

RT
b =2303 —— 1.15
“ BnF ( )

Similarly, when mcaion 1S cathodic (i.e., negative), the first term in
the Butler-Volmer equation becomes negligible and i, can be more sim-
ply expressed by Eq. (1.16) and its logarithm, Eq. (1.17), with b,
obtained by plotting n versus log i [Eq. (1.18)]:

i = io{ — exp [—(1 - B) ;—1; m} } (1.16)
m, = b, logy, (i—) (1.17)
0
_ RT
b= ~2.303 5 (1.18)

Concentration polarization. When the cathodic reagent at the corroding
surface is in short supply, the mass transport of this reagent could
become rate controlling. A frequent case of this type of control occurs
when the cathodic processes depend on the reduction of dissolved oxy-
gen. Table 1.4 contains some data related to the solubility of oxygen in
air-saturated water at different temperatures, and Table 1.5 contains
some data on the solubility of oxygen in seawater of different salinity
and chlorinity.!®

Because the rate of the cathodic reaction is proportional to the sur-
face concentration of the reagent, the reaction rate will be limited by a
drop in the surface concentration. For a sufficiently fast charge trans-
fer, the surface concentration will fall to zero, and the corrosion
process will be totally controlled by mass transport. As indicated in
Fig. 1.16, mass transport to a surface is governed by three forces: dif-
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TABLE 1.4 Solubility of Oxygen in Air-Saturated Water

Temperature, °C  Volume, cm®*  Concentration, ppm  Concentration (M), pmol/L

0 10.2 14.58 455.5

5 8.9 12.72 397.4
10 7.9 11.29 352.8
15 7.0 10.00 312.6
20 6.4 9.15 285.8
25 5.8 8.29 259.0
30 5.3 7.57 236.7

*em® per kg of water at 0°C.

TABLE 1.5 Oxygen Dissolved in Seawater in Equilibrium with a Normal
Atmosphere

Chlorinity,* % 0 5 10 15 20
Salinity, % 0 9.06 18.08 27.11 36.11
Temperature, °C ppm
0 14.58 13.70 12.78 11.89 11.00
5 12.79 12.02 11.24 10.49 9.74
10 11.32 10.66 10.01 9.37 8.72
15 10.16 9.67 9.02 8.46 7.92
20 9.19 8.70 8.21 7.77 7.23
25 8.39 7.93 7.48 7.04 6.57
30 7.67 7.25 6.80 6.41 5.37

*Chlorinity refers to the total halogen ion content as titrated by the addition of silver
nitrate, expressed in parts per thousand (%).

+Salinity refers to the total proportion of salts in seawater, often estimated empirically as
chlorinity X 1.80655, also expressed in parts per thousand (%).

fusion, migration, and convection. In the absence of an electric field,
the migration term is negligible, and the convection force disappears
in stagnant conditions.

For purely diffusion-controlled mass transport, the flux of a species
O to a surface from the bulk is described with Fick’s first law (1.19),

5C
J, = —DO( °> (1.19)

dox

where Jp = flux of species O, mol - s~ - cm~2
D, = diffusion coefficient of species O, cm? - s71
3Cy

ox

= concentration gradient of species O across the interface,
mol - cm ™

The diffusion coefficient of an ionic species at infinite dilution can be
estimated with the help of the Nernst-Einstein equation (1.20), which
relates Do to the conductivity of the species (\o):
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Figure 1.16 Graphical representation of the processes occurring at an electrochemical
interface.

RT\,

D, = W (1.20)

where z, = the valency of species O
R = gas constant, i.e., 8.314 J - mol~! - K!
T = absolute temperature, K
F = Faraday’s constant, i.e., 96,487 C - mol !

Table 1.6 contains values for D, and Ay of some common ions. For
more practical situations, the diffusion coefficient can be approximat-
ed with the help of Eq. (1.21), which relates Do to the viscosity of the
solution w and absolute temperature:

p -TA (1.21)

o n
where A is a constant for the system.



TABLE 1.6 Conductivity and Diffusion Coefficients of Selected lons at Infinite Dilution in Water at 25°C

Cation Izl N, S cm? - mol™?! D x 105, cm? - s71 Anion Izl N, S - cem? - mol™?! D x 105, cm? - s71
H* 1 349.8 9.30 OH~ 1 197.6 5.25
Li* 1 38.7 1.03 F- 1 55.4 1.47
Na*t 1 50.1 1.33 Cl- 1 76.3 2.03
K* 1 73.5 1.95 NO5™~ 1 71.4 1.90
CaZ* 2 119.0 0.79 Clo,~ 1 67.3 1.79
Cu?* 2 107.2 0.71 S042~ 2 160.0 1.06
Zn?* 2 105.6 0.70 CO42~ 2 138.6 0.92
0, — — 2.26 HSO4~ 1 50.0 1.33
H,0 — — 2.44 HCO5 1! 1 41.5 1.11
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The region near the metallic surface where the concentration gra-
dient occurs is also called the diffusion layer 8. Since the concentra-
tion gradient 3Cy/8x is greatest when the surface concentration of
species O is completely depleted at the surface (i.e., Cp = 0), it follows
that the cathodic current is limited in that condition, as expressed by
Eq. (1.22):

CO,bulk
S

i, =i, = —nFD, (1.22)

For intermediate cases, T can be evaluated using an expression
[Eq. (1.23)] derived from the Nernst equation:

2.303RT i
Moo = = 20 logy, (1 - 7) (1.23)

L

where 2.303RT/F = 0.059 V when T' = 298.16 K.

Ohmic drop. The ohmic resistance of a cell can be measured with a
milliohmmeter by using a high-frequency signal with a four-point
technique. Table 1.7 lists some typical values of water conductivity.™
While the ohmic drop is an important parameter to consider when
designing cathodic and anodic protection systems, it can be mini-
mized, when carrying out electrochemical tests, by bringing the refer-
ence electrode into close proximity with the surface being monitored.
For naturally occurring corrosion, the ohmic drop will limit the influ-
ence of an anodic or a cathodic site on adjacent metal areas to a cer-
tain distance depending on the conductivity of the environment. For
naturally occurring corrosion, the anodic and cathodic sites often are
adjacent grains or microconstituents and the distances involved are
very small.

TABLE 1.7 Resistivity of Waters

Water p, Q- cm
Pure water 20,000,000
Distilled water 500,000
Rainwater 20,000
Tap water 1000-5000
River water (brackish) 200
Seawater (coastal) 30

Seawater (open sea) 20-25
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1.3.3 Graphical presentation of kinetic data

Electrode kinetic data are typically presented in a graphical form
called Evans diagrams, polarization diagrams, or mixed-potential dia-
grams. These diagrams are useful in describing and explaining many
corrosion phenomena. According to the mixed-potential theory under-
lying these diagrams, any electrochemical reaction can be algebraical-
ly divided into separate oxidation and reduction reactions with no net
accumulation of electric charge. In the absence of an externally
applied potential, the oxidation of the metal and the reduction of some
species in solution occur simultaneously at the metal/electrolyte inter-
face. Under these circumstances, the net measurable current is zero
and the corroding metal is charge-neutral, i.e., all electrons produced
by the corrosion of a metal have to be consumed by one or more cathod-
ic processes (e~ produced equal e~ consumed with no net accumulation
of charge).

It is also important to realize that most textbooks present corrosion
current data as current densities. The main reason for that is simple:
Current density is a direct characteristic of interfacial properties.
Corrosion current density relates directly to the penetration rate of a
metal. If one assumes that a metallic surface plays equivalently the
role of an anode and that of a cathode, one can simply balance the cur-
rent densities and be done with it. In real cases this is not so simple.
The assumption that one surface is equivalently available for both
processes is indeed too simplistic. The occurrence of localized corrosion
is a manifest proof that the anodic surface area can be much smaller
than the cathodic. Additionally, the size of the anodic area is often
inversely related to the severity of corrosion problems: The smaller the
anodic area and the higher the ratio of the cathodic surface S, to the
anodic surface S,, the more difficult it is to detect the problem.

In order to construct mixed-potential diagrams to model a corrosion
situation, one must first gather (1) the information concerning the
activation overpotential for each process that is potentially involved
and (2) any additional information for processes that could be affected
by concentration overpotential. The following examples of increasing
complexity will illustrate the principles underlying the construction of
mixed-potential diagrams.

The following sections go through the development of detailed equa-
tions and present some examples to illustrate how mixed-potential
models can be developed from first principles.

1. For simple cases in which corrosion processes are purely activation-
controlled

2. For cases in which concentration controls at least one of the corro-
sion processes
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Activation-controlled processes. For purely activation-controlled
processes, each reaction can be described by a straight line on an E
versus log i plot, with positive Tafel slopes for anodic processes and
negative Tafel slopes for cathodic processes. The corrosion anodic
processes are never limited by concentration effects, but they can be
limited by the passivation or formation of a protective film.

Note: Since 1 mA - cm~2corresponds to a penetration rate of 1.2 cm per
year, it is meaningless, in corrosion studies, to consider current densi-
ty values higher than 10 mA - cm=2 or 1072 A - cm™2.

The currents for anodic and cathodic reactions can be obtained
with the help of Eqgs. (1.14) and (1.17), respectively, which generally
state how the overpotential varies with current, as in the following
equation:

n = b log, (I/I,) = b log, (D) — b log,, (I,)

where n = E — E,,
E = Eapplied
E., = equilibrium or Nernst potential
I, = exchange current = ;S
o = exchange current density
S = surface area

One normally uses the graphical representation, illustrated in
cases 1 to 3, to determine E,. and I.,.. It is also possible to solve
these problems mathematically, as illustrated in the following trans-
formations.

The applied potential is

E =E, + blog,I) — blog,(I,)

and the applied current can then be written as

E-E,
—— +log,, (I))

log, (D) = 3 + log,(I,) = —

or

I = 10[(E — Eeq)/b + log;, U]

at ECOI‘I‘?

and hence
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Ecorr B Eeq,a (Ecorr B Eeq, 0)
5 + log, (1, ) = - 5

a c

+ logm(IO’ )

or
b(E,,. —E,)+bb,log I )=b(E,  —E_)+bb, logyl,)
and
b.E,.—bE  =bE_  —bkE,_ +bb,logl,, ) —logl )]
finally
E - bEy . bE.,. . b llog (1, ) — log,, )]
corr b,— b, b.— b,

One can obtain I, by substituting E.,. in one of the previous
expressions, i.e.,

E, =E,

corr

ot ba lOgIO(Icorr) - b 1Oglo(Io, a)

q,

or

b,logl,)=E,  —E,,+blog, )

corr corr eq,

and

worr — Eog o T blog, (I, )
loglO(Icorr) = a b am

a

First case: iron in a deaerated acid solution at 25°C, pH = 0.

Anodic reaction

Surface area = 1 cm?

Fe — Fe?"+ 2e-

E°= —0.44 V versus SHE

For a corroding metal, one can assume that E., = E°.
ip=10%A-cm™2

I,=1X10%A

b, = 0.120 V/decade
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Cathodic reaction

Surface area = 1 cm?

2H*+2e- — H,

E°= 0.0 V versus SHE

E.,= E°+ 0.059 logsagt = 0.0 + 0 = 0.0 V versus SHE
ip=10%A - cm2

I,=1X10%A

b.= —0.120 V/decade

The mixed-potential diagram of this system is shown in Fig. 1.17,
and the resultant polarization plot of the system is shown in Fig. 1.18.

Second case: zinc in a deaerated acid solution at 25°C, pH = 0.
Anodic reaction

Zn — 7Zn?* + 2e-
E°= —0.763 V versus SHE

Potential (V vs SHE)

Log (I(A))

Figure 1.17 The iron mixed-potential diagram at 25°C and pH 0.
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Figure 1.18 The polarization curve corresponding to iron in a pH 0 solution at 25°C
(Fig. 1.17).

For a corroding metal, one can assume that E., = E°.

io,=10""A - cm2
b, = 0.120 V/decade

Cathodic reaction

2H" + 2e~ —» H,

E°= 0.0 V versus SHE

E. = E°+ 0.059 log ag+ = 0.0 + 0 = 0.0 V versus SHE
ip=10""°A - cm™2

b, = —0.120 V/decade

The mixed-potential diagram of this system is shown in Fig. 1.19,
and the resultant polarization plot of the system is shown in Fig. 1.20.

Third case: iron in a deaerated neutral solution at 25°C, pH = 5.
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Figure 1.19 The zinc mixed-potential diagram at 25°C and pH 0.

Anodic reaction

Surface area = 1 cm?
Fe — Fe?* + 2e-

E°= —0.44 V versus SHE

= E".

-2

10 %A - cm

I,=1%x106A

For a corroding metal, one can assume that E,

Lo

b, = 0.120 V/decade

Cathodic reaction

Surface area = 1 cm?

2H* + 2e- - H,

—0.295 V versus SHE

E.,= E°+ 0.059 logjpan+ = 0.0 — 0.059 X (=5) =

10 %A cm—2
I, = 1X10% A

Lo

b. = —0.120 V/decade
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Figure 1.20 The polarization curve corresponding to zinc in a pH 0 solution at 25°C
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Figure 1.21 The iron mixed-potential diagram at 25°C and pH 5.
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Figure 1.22 The polarization curve corresponding to iron in a pH 5 solution at 25°C
(Fig. 1.21).

The mixed-potential diagram of this system is shown in Fig. 1.21,
and the resultant polarization plot of the system is shown in Fig. 1.22.

Concentration-controlled processes. When concentration control is
added to a process, it simply adds to the polarization, as in the follow-
ing equation:.

’T]tot = nact + ’T]conc

We know that, for purely activation-controlled systems, the current
can be derived from the voltage with the following expression:

I = 10E ~ Ee/b +log Uy

In order to simplify the expression of the current in the presence of
concentration effects suppose that

A =10 [(E — Eeq)/b + logy (I))]
ntot = E - Eeq = nact + T]conc
and

I=1,- A, +A)
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where I, is the limiting current of the cathodic process.

Fourth case: iron in an aerated neutral solution at 25°C, pH = 5,
I;=10"%A.

Anodic reaction

Surface area = 1 cm?

Fe — Fe?" + 2e-

For a corroding metal, one can assume that E., = E,.
Io=10%A" - cm2

I,=1X10%A

b, = 0.120 V/decade

Cathodic reactions

Surface area = 1 cm?

2H* + 2e- — H,

E.,= E°+ 0.059 logjsar+ = 0.0 + 0.059 X (—5) = —0.295 V versus SHE
Ip,=10"°%A - cm2

Iy=1X%x10"%A

b.= —0.120 V/decade

0, + 4H* + 4e- — 2H,0

E°=1.229 V versus SHE

E.,= E°+ 0.059 logjpag+ + (0.059/4) log;o(pOy)

Supposing pO, = 0.2,

E.,=1.229 — 0.059 X (—5) + 0.0148 X (—0.699) = 0.9237 V versus SHE
Ip=10""A - cm2

I,=1X10"7A
b.= —0.120 V/decade
il = Il =10*A

The mixed-potential diagram of this system is shown in Fig. 1.23,
and the resultant polarization plot of the system is shown in Fig. 1.24.

Fifth case: iron in an aerated neutral solution at 25°C, pH = 2, I =
1045 A,

Surface area = 1 cm?
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Figure 1.24 The polarization curve corresponding to iron in a pH 5 solution at 25°C in an
aerated solution with a limiting current of 10~ A for the reduction of oxygen (Fig. 1.23).
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Figure 1.26 The polarization curve corresponding to iron in a pH 2 solution at 25°C in an
aerated solution with a limiting current of 10 *° A for the reduction of oxygen (Fig. 1.25).
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Figure 1.27 The iron mixed-potential diagram at 25°C and pH 2 in an aerated solution
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Figure 1.28 The polarization curve corresponding to iron in a pH 2 solution at 25°C in an

aerated solution with a limiting current of 10~5 A for the reduction of oxygen (Fig. 1.27).
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The only differences from the previous case are that (1) the pH has
become more acidic and (2) the limiting current of the cathodic reac-
tion has decreased to 10745 A.

2H* + 2e- - H,
E., = E° + 0.059 logjpan+ = 0.0 + 0.059 X (—2) = —0.118 V versus SHE

The mixed-potential diagram of this system is shown in Fig. 1.25,
and the resultant polarization plot of the system is shown in Fig. 1.26.

Sixth case: iron in an aerated neutral solution at 25°C, pH =2,1; = 10% A.
Surface area = 1 cm?

The only difference from the previous case is that the limiting cur-
rent of the cathodic reaction has decreased to 10> A. The mixed-poten-
tial diagram of this system is shown in Fig. 1.27, and the resultant
polarization plot of the system is shown in Fig. 1.28.
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2.1 Atmospheric Corrosion

Atmospheric corrosion can be defined as the corrosion of materials
exposed to air and its pollutants, rather than immersed in a liquid.
Atmospheric corrosion can further be classified into dry, damp, and
wet categories. This chapter deals only with the damp and wet cases,
which are respectively associated with corrosion in the presence of
microscopic electrolyte (or “moisture”) films and visible electrolyte lay-
ers on the surface. The damp moisture films are created at a certain
critical humidity level (largely by the adsorption of water molecules),
while the wet films are associated with dew, ocean spray, rainwater,
and other forms of water splashing.

By its very nature, atmospheric corrosion has been reported to
account for more failures in terms of cost and tonnage than any other
factor. A case study of costly atmospheric corrosion damage on the
Statue of Liberty is presented in Galvanic Corrosion in Sec. 5.2.1.
Atmospheric corrosion damage involving aircraft is presently receiv-
ing much attention. An example of the serious consequences of aircraft
corrosion damage is also described in Chap. 5, in Crevice Corrosion in
Sec. 5.2.1. The risk and costs of corrosion are particularly high in aging
aircraft. In one of the few detailed aircraft corrosion cost analyses that
have been performed, it has been estimated that the direct costs alone
of corrosion in U.S. Air Force aircraft exceeded $0.7 billion (FY 1990
dollars), with the oldest aircraft types accounting for approximately
half the cost.! Similar figures are expected for U.S. Navy aircraft. The
total annual costs in the U.S. aircraft industry have been estimated at
around $4 billion. It is no longer uncommon for aircraft corrosion
maintenance hours to be greater than flight hours.

2.1.1 Types of atmospheres and
environments

The severity of atmospheric corrosion tends to vary significantly among
different locations, and, historically, it has been customary to classify
environments as rural, urban, industrial, marine, or combinations of
these. These types of atmosphere have been described as follows:?

®m Rural. This type of atmosphere is generally the least corrosive and
normally does not contain chemical pollutants, but does contain
organic and inorganic particulates. The principal corrodents are
moisture, oxygen, and carbon dioxide. Arid and tropical types are
special extreme cases in the rural category.

®m Urban. This type of atmosphere is similar to the rural type in that
there is little industrial activity. Additional contaminants are of the
SO, and NO, variety, from motor vehicle and domestic fuel emissions.
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® Industrial. These atmospheres are associated with heavy industri-
al processing facilities and can contain concentrations of sulfur diox-
ide, chlorides, phosphates, and nitrates.

® Marine. Fine windswept chloride particles that get deposited on
surfaces characterize this type of atmosphere. Marine atmospheres
are usually highly corrosive, and the corrosivity tends to be signifi-
cantly dependent on wind direction, wind speed, and distance from
the coast. It should be noted that an equivalently corrosive environ-
ment is created by the use of deicing salts on the roads of many cold
regions of the planet.

Maps have been produced for numerous geographic regions, illus-
trating the macroscopic variations in atmospheric corrosivity. Such a
map of North America is presented in Fig. 2.1, based on the corrosion
of automobile bodies.? A similar map of South Africa is shown in Fig.
2.2, schematically representing 20 years of atmospheric exposure test-
ing.* The coastal regions, extending some 4 to 5 km inland, tend to
have the most corrosive atmospheres because of the effect of
windswept chlorides. High humidity levels tend to exacerbate the
detrimental effects of such chlorides. The effects of rainfall tend to be
more ambiguous. Arguably, rain provides the moisture necessary for
corrosion reactions, but on the other hand it tends to have a cleansing
effect by washing away or diluting corrosive surface species.

)
| Corrosion Areas "

Bl Extremely

Severe

B Severe
[ Moderate
] Mild
[_] Negligible

Figure 2.1 Geographical representation of car corrosion severity in North America.
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Figure 2.2 Corrosivity map of South Africa.

The high corrosion rates along the Gulf Coast and in Florida in Fig.
2.1 can be attributed to the corrosive marine environment. In the
northeastern regions, deicing salts applied to road surfaces in winter
are primarily responsible for the high corrosion rates. While accelerat-
ed laboratory testing can be satisfactory for evaluating the corrosion
resistance of new materials and coatings, the automobile proving
grounds are definitively the primary means for testing completed sys-
tems. Proving grounds are, in effect, large laboratories. But the proving
ground test contents and procedures can differ sharply among manu-
facturers. Because each test is expressly different, each brings different
results, and in this type of test, proper interpretation of the test results
is the key to successful testing. For many years, bare steel coupons
were attached to different vehicles in the northeastern United States
and Canada, then periodically removed and measured for metal loss.
The data from these coupons were used to target the corrosion test
objectives to metal loss and to determine the localities with the most
severe corrosion for captive fleet testing and future survey evaluations.

While it is generally important to rank macro-level environments
according to a normalized corrosivity classification, specific informa-
tion about atmospheric corrosivity and corrosion rates is often
required on the micro level. For example, a corrosion risk assessment
may be required for a military aircraft operating out of a specific air
base environment. One such requirement resulted in a report of the
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Figure 2.3 Locations of atmospheric corrosion testing sites in North America.

corrosion rates of several aluminum alloys after long-term exposure to
different types of outdoor environments, shown in Fig. 2.3, ranging
from relatively benign rural to aggressive industrial and marine envi-
ronments.? For the sake of completeness, the results obtained from
another valid source of information were added to Fig. 2.3. These
results were compiled by the International Standards Organization
(ISO) Technical Committee (T'C) 156, Corrosion.®

2.1.2 Theory of atmospheric corrosion

A fundamental requirement for electrochemical corrosion processes is
the presence of an electrolyte. Thin-film “invisible” electrolytes tend to
form on metallic surfaces under atmospheric exposure conditions after
a certain critical humidity level is reached. It has been shown that for
iron, the critical humidity is 60 percent in an atmosphere free of sulfur
dioxide. The critical humidity level is not constant and depends on the
corroding material, the tendency of corrosion products and surface
deposits to absorb moisture, and the presence of atmospheric pollutants.

In the presence of thin-film electrolytes, atmospheric corrosion pro-
ceeds by balancing anodic and cathodic reactions. The anodic oxidation
reaction involves the dissolution of the metal, while the cathodic reac-
tion is often assumed to be the oxygen reduction reaction. For iron,
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Anode Reaction: 2Fe = 2Fe™ + 4¢€

Cathode Reaction: O, + 2H,0 + 4e— 40H

Atmosphere

Thin Film Electrolyte

Corroding Metal (Fe)

Figure 2.4 Atmospheric corrosion of iron.

these reactions are illustrated schematically in Fig. 2.4. It should be
noted that corrosive contaminant concentrations can reach relatively
high values in the thin electrolyte films, especially under conditions of
alternate wetting and drying. Oxygen from the atmosphere is also
readily supplied to the electrolyte under thin-film corrosion conditions.

The cathodic process. If it is assumed that the surface electrolyte in
extremely thin layers is neutral or even slightly acidic, then the hydro-
gen production reaction [Eq. (2.1)] can be ignored for atmospheric cor-
rosion of most metals and alloys.

9H* + 2¢~ — H, (2.1)

Exceptions to this assumption would include corrosive attack under
coatings, when the production of hydrogen can cause blistering of the
coating, and other crevice corrosion conditions. The reduction of
atmospheric oxygen is one of the most important reactions in which
electrons are consumed. In the presence of gaseous air pollutants, oth-
er reduction reactions involving ozone and sulfur and nitrogen species
have to be considered.” For atmospheric corrosion in near-neutral elec-
trolyte solution, the oxygen reduction reaction is applicable [Eq. (2.2)].

0, + 2H,0 + 4e~ — 40H" (2.2)
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Two reaction steps may actually be involved, with hydrogen perox-
ide as an intermediate, in accordance with Eqgs. (2.3) and (2.4).

0, + 2H,0 + 2¢~ — H,0, + 20H" (2.3)
H,0, + 2¢” — 20H" (2.4)

If oxygen from the atmosphere diffuses through the electrolyte film
to the metal surface, a diffusion-limited current density should apply.
It has been shown that a diffusion transport mechanism for oxygen is
applicable only to an electrolyte-layer thickness of approximately 30
pm and under strictly isothermal conditions.® The predicted theoretical
limiting current density of oxygen reduction in an electrolyte-layer
thickness of 30 pm significantly exceeds practical observations of
atmospheric corrosion rates. It can be argued, therefore, that the over-
all rates of atmospheric corrosion are likely to be controlled not by the
cathodic oxygen reduction process, but rather by the anodic reaction(s).

The anodic process. Equation (2.5) represents the generalized anodic
reaction that corresponds to the rate-determining step of atmospheric
corrosion.

M - M** + ne” (2.5)

The formation of corrosion products, the solubility of corrosion prod-
ucts in the surface electrolyte, and the formation of passive films affect
the overall rate of the anodic metal dissolution process and cause devi-
ations from simple rate equations. Passive films distinguish them-
selves from corrosion products, in the sense that these films tend to be
more tightly adherent, are of lower thickness, and provide a higher
degree of protection from corrosive attack. Atmospheric corrosive
attack on a surface protected by a passive film tends to be of a local-
ized nature. Surface pitting and stress corrosion cracking in aluminum
and stainless alloys are examples of such attack.

Relatively complex reaction sequences have been proposed for the
corrosion product formation and breakdown processes to explain
observed atmospheric corrosion rates for different classes of metals.
Fundamentally, kinetic modeling rather than equilibrium assessments
appears to be appropriate for the dynamic conditions of alternate wet-
ting and drying of surfaces corroding in the atmosphere. A framework
for treating atmospheric corrosion phenomena on a theoretical basis,
based on six different regimes, has been presented by Graedel® (Fig.
2.5). The regimes in this so-called GILDES-type model are the gaseous
region (G), the gas-to-liquid interface (I), the surface liquid (L), the
deposition layer (D), the electrodic layer (E), and the corroding solid (S).
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Figure 2.5 A framework describing the six regimes of atmospheric corrosion.




Environments 65

For the gaseous-layer effects, such as entrainment and detrainment
of species across the liquid interface, chemical transformations in the
gas phase, the effects of solar radiation on photosensitive atmospheric
reactions, and temperature effects on the gas phase, reaction kinetics
are important. In the interface regime, the transfer of molecules into
the liquid layer prior to their chemical interaction in the liquid layer
is studied. Not only does the liquid regime “receive” species from the
gas phase, but species from the liquid are also volatilized into the gas
phase. Important variables in the liquid regime include the aqueous
film thickness and its effect on the concentration of species, chemical
transformations in the liquid, and reactions involving metal ions orig-
inating from the electrochemical corrosion reactions.

In the deposition zone, corrosion products will accumulate, following
their nucleation on the substrate. The corrosion products formed under
thin-film atmospheric conditions are closely related to the formation of
naturally occurring minerals. Over long periods of time, the most ther-
modynamically stable species will tend to dominate. The nature of cor-
rosion products found on different metals exposed to the atmosphere is
shown in Fig. 2.6. The solution known as the “inner electrolyte” can be
trapped inside or under the corrosion products formed. The deposited
corrosion product layers can thus be viewed as membranes, with vary-
ing degrees of resistance to ionic transport. Passivating films tend to
represent strong barriers to ionic transport.

Common Species Rarer Species
Al Al(OH), AIOOH, Al (OH)(SO,),,
A0, AlLO, 3H,0 AICI(OH), 4H,0
Fe,O,, FeOOH,
Fe FeSO,.4H,0 Fe,(OH),CL,, FeCO,
Cu,0,Cu,SO,(OH),,
Cu CllJJ4SO4L(JOH)6.(2H2()), Cu,CI(OH),, Cu,CO,(OH),,
Cu,SO,(OH), Cu,NO,(OH),
Zn Zn0, Zn,(OH),(CO,),, Zn(OH),, ZnSO,,
ZnCO, Zn,Cl,(OH),.H,0

Figure 2.6 Nature of corrosion products formed on four metals.
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Any corroding surface has a complex charge distribution, producing
in the adjacent electrolyte a microscopic layer with chemical and phys-
ical properties that differ from those of the nominal electrolyte. This
electrodic regime influences the overall reaction kinetics in atmospheric
corrosion processes. In the solid regime, the detailed mechanistic steps
(sequences) in the dissolution of the solid and their kinetic character-
istics are relevant.

Specialized knowledge from different scientific fields is required in
order to formulate mathematically the transition and transformation
processes in these regimes:®

® Gaseous layer. Atmospheric chemistry

m Jnterface layer. Mass transport engineering and interface science
® Liquid layer. Freshwater, marine, and brine chemistry

® Deposition layer. Colloid chemistry and mineralogy

m Electrodic layer. Electrochemistry

m Solid layer. Solid-state chemistry

Important practical variables in atmospheric corrosion

Time of wetness. From the above theory, it should be apparent that the
time of wetness (presence of electrolyte on the corroding surface) is a
key parameter, directly determining the duration of the electrochemi-
cal corrosion processes. This variable is a complex one, since all the
means of formation and evaporation of an electrolytic solution on a
metal surface must be considered.

The time of wetness is obviously strongly dependent on the critical
relative humidity. Apart from the primary critical humidity, associat-
ed with clean surfaces, secondary and even tertiary critical humidity
levels may be created by hygroscopic corrosion products and capillary
condensation of moisture in corrosion products, respectively. A capil-
lary condensation mechanism may also account for electrolyte forma-
tion in microscopic surface cracks and the metal surface—dust particle
interface. Other sources of surface electrolyte include chemical con-
densation (by chlorides, sulfates, and carbonates), adsorbed molecu-
lar water layers, and direct moisture precipitation (ocean spray, dew,
rain). The effects of rain on atmospheric corrosion damage are some-
what ambiguous. While providing electrolyte for corrosion reactions,
rain can act in a beneficial manner by washing away or diluting
harmful corrosive surface species.

Sulfur dioxide. Sulfur dioxide, a product of the combustion of sulfur-
containing fossil fuels, plays an important role in atmospheric corro-
sion in urban and industrial atmospheres. It is adsorbed on metal
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surfaces, has a high solubility in water, and tends to form sulfuric
acid in the presence of surface moisture films. Sulfate ions are formed
in the surface moisture layer by the oxidation of sulfur dioxide in
accordance with Eq. (2.6).

SO, + 0, + 2¢~ — S0O,% (2.6)

The required electrons are thought to originate from the anodic disso-
lution reaction and from the oxidation of ferrous to ferric ions. It is the
formation of sulfate ions that is considered to be the main corrosion-
accelerating effect from sulfur dioxide. For iron and steel, the presence of
these sulfate ions ultimately leads to the formation of iron sulfate
(FeSO,). Iron sulfate is known to be a corrosion product component in
industrial atmospheres and is mainly found in layers at the metal sur-
face. The iron sulfate is hydrolyzed by the reaction expressed by Eq. (2.7).

FeSO, + 2H,0 - FeOOH + SO,>” + 3H" + e~ (2.7)

The corrosion-stimulating sulfate ions are liberated by this reac-
tion, leading to an autocatalytic type of attack on iron.8-1° The acidifi-
cation of the electrolyte could arguably also lead to accelerated
corrosion rates, but this effect is likely to be of secondary importance
because of the buffering effects of hydroxide and oxide corrosion prod-
ucts. In nonferrous materials such as zinc, sulfate ions also stimulate
corrosion, but the autocatalytic corrosion mechanism is not easily
established. Corroding zinc tends to be covered by stable zinc oxides
and hydroxides, and this protective covering is only gradually
destroyed at its interface with the atmosphere. In moderately corro-
sive atmospheres, sulfates present in zinc corrosion products tend to
be bound relatively strongly, with limited water solubility. At very
high levels of sulfur dioxide, dissolution of protective layers and the
formation of more soluble corrosion products is associated with higher
corrosion rates.

Chlorides. Atmospheric salinity distinctly increases atmospheric corro-
sion rates. Apart from the enhanced surface electrolyte formation by
hygroscopic salts such as NaCl and MgCl,, direct participation of chlo-
ride ions in the electrochemical corrosion reactions is also likely. In fer-
rous metals, chloride anions are known to compete with hydroxyl ions
to combine with ferrous cations produced in the anodic reaction. In the
case of hydroxyl ions, stable passivating species tend to be produced. In
contrast, iron-chloride complexes tend to be unstable (soluble), result-
ing in further stimulation of corrosive attack. On this basis, metals
such as zinc and copper, whose chloride salts tend to be less soluble
than those of iron, should be less prone to chloride-induced corrosion
damage,® and this is consistent with practical experience.
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Other atmospheric contaminants. Hydrogen sulfide, hydrogen chloride, and
chlorine present in the atmosphere can intensify atmospheric corro-
sion damage, but they represent special cases of atmospheric corrosion
that are invariably related to industrial emissions in specific microcli-
mates. Hydrogen sulfide is known to be extremely corrosive to most
metals/alloys, and the corrosive effects of gaseous chlorine and hydro-
gen chloride in the presence of moisture tend to be stronger than those
of “chloride salt” anions because of the acidic character of the former
species.®

Nitrogen compounds, in the form of NO,, also tend to accelerate
atmospheric attack. NO, emission, largely from combustion processes,
has been reported to have increased relative to SO, levels. However,
measured deposition rates of these nitrogen compounds have been sig-
nificantly lower than those for SO,, which probably accounts for the
generally lower importance assigned to these.

Until recently, the effects of ozone (O3) had been largely neglected in
atmospheric corrosion research. It has been reported that the presence
of ozone in the atmosphere may lead to an increase in the sulfur diox-
ide deposition rate. While the accelerating effect of ozone on zinc cor-
rosion appears to be very limited, both aluminum and copper have
been noted to undergo distinctly accelerated attack in its presence.”

The deposition of solid matter from the atmosphere can have a sig-
nificant effect on atmospheric corrosion rates, particularly in the ini-
tial stages. Such deposits can stimulate atmospheric attack by three
mechanisms:

® Reduction in the critical humidity levels by hygroscopic action
® The provision of anions, stimulating metal dissolution

® Microgalvanic effects by deposits more noble than the corroding metal,
carbonaceous deposits deserve special mention in this context.

Temperature. The effect of temperature on atmospheric corrosion rates is
also quite complex. An increase in temperature will tend to stimulate
corrosive attack by increasing the rate of electrochemical reactions and
diffusion processes. For a constant humidity level, an increase in tem-
perature would lead to a higher corrosion rate. Raising the temperature
will, however, generally lead to a decrease in relative humidity and
more rapid evaporation of surface electrolyte. When the time of wetness
is reduced in this manner, the overall corrosion rate tends to diminish.

For closed air spaces, such as indoor atmospheres, it has been point-
ed out that the increase in relative humidity associated with a drop in
temperature has an overriding effect on corrosion rate.!! This implies
that simple air conditioning that decreases the temperature without
additional dehumidification will accelerate atmospheric corrosion
damage. At temperatures below freezing, where the electrolyte film
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solidifies, electrochemical corrosion activity will drop to negligible lev-
els. The very low atmospheric corrosion rates reported in extremely
cold climates are consistent with this effect.

2.1.3 Atmospheric corrosivity and
corrosion rates

The nature and rate of atmospheric corrosive attack are dependent on
the composition and properties of the thin-film surface electrolyte.
Time of wetness and the type and concentration of gaseous and partic-
ulate pollutants in the atmosphere largely affect these in turn. The
classification of atmospheric corrosivity is important for specifying suit-
able materials and corrosion protection measures at the design stage
and for asset maintenance management to ensure adequate service life.
Two fundamental approaches to classifying atmospheric corrosivity
have been followed, as shown in Fig. 2.7. These two approaches to envi-
ronmental classification can be used in a complementary manner to
derive relationships between atmospheric corrosion rates and the dom-
inant atmospheric variables. Ultimately, the value of atmospheric cor-
rosivity classifications is enhanced if they are linked to estimates of
actual corrosion rates of different metals or alloys.

The ISO methodology. A comprehensive corrosivity classification sys-
tem has been developed by the International Standards Organization
(ISO). The applicable ISO standards are listed in Table 2.1.
Verification and evolution of this system is ongoing through the largest
exposure program ever, undertaken on a worldwide basis.!?

Procedure and limitations. The ISO corrosivity classification from atmo-
spheric parameters is based on the simplifying assumption that the
time of wetness (TOW) and the levels of corrosive impurities determine
the corrosivity. Only two types of corrosive impurities are considered,
namely, sulfur dioxide and chloride. Practical definitions for all the
variables involved in calculating an ISO corrosivity index follow.

Time of wetness. Units: hours per year (h-year—!) when relative humid-
ity (RH) > 80 percent and ¢ > 0°C

TOW = 10 T:
10 < TOW < 250 Ty
250 < TOW = 2500 Ts
2500 < TOW = 5500 T,
5500 < TOW Ts

Airborne salinity. Units: chloride deposition rate (mg-m~-2-day—1)

S =60 S
60 < S = 300 S,
300 < S Ss
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Data on atmospheric Exposure tests
parameters
(humidity, SO, etc)

Algorithms
(e.g. ISO 9223)

Data evaluation Corrosion measurements

N/

Corrosivity Classification

Correlation with historical
performance data

Corrosion Rate Guidelines
Coating Performance Guidelines

l

Materials Selection and Corrosion Control Measures
Figure 2.7 Two fundamental approaches to classifying atmospheric corrosivity.

TABLE 2.1 List of ISO Standards Related to Atmospheric Corrosion

ISO standard Title
ISO 9223 Classification of the Corrosivity of Atmospheres
ISO 9224 Guiding Values for the Corrosivity Categories of Atmospheres
ISO 9225 Aggressivity of Atmospheres—Methods of Measurement of
Pollution Data
ISO 9226 Corrosivity of Atmospheres—Methods of Determination of

Corrosion Rates of Standard Specimens for the Evaluation of
Corrosivity
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Industrial pollution by SO, Two types of units are used:

Concentration (pg-m=3), B

Pr=40 Py
40<F =90 Py
90 <K Py

Deposition rate (mg-m-2-day1), B,

Py=35 P,
35 <Py =380 Py
80 <Py Py

Corrosion rate categories. Two types of corrosion rates are predicted:

Category Short-term, g-m™~2-year™ ! Long-term, pm-year !

o) CR = 10 CR=0.1

Cy 10 < CR = 200 01<CR=15
Cs 200 < CR = 400 15<CR=6
Cy 400 < CR = 650 6 < CR = 20
Cs 650 < CR 20 < CR

The TOW categorization is presented in Table 2.2, and the sulfur
dioxide and chloride classifications are presented in Table 2.3. TOW
values can be measured directly with sensors, or the ISO definition of
TOW as the number of hours that the relative humidity exceeds 80
percent and the temperature exceeds 0°C can be used. The methods
for determining atmospheric sulfur dioxide and chloride deposition
rates are described more fully in the relevant standards (Table 2.1).

Following the categorization of the three key variables, the applica-
ble ISO corrosivity category can be determined using the appropriate
ISO chart (Table 2.4). Different corrosivity categories apply to different
types of metal. As the final step in the ISO procedure, the rate of atmo-
spheric corrosion can be estimated for the determined corrosivity cate-
gory. Table 2.5 shows a listing of 12-month corrosion rates for different

TABLE 2.2 IS0 9223 Classification of Time of Wetness

Time of wetness, Time of wetness, Examples of
Wetness category % hours per year environments
T <0.1 <10 Indoor with
climatic control
Ty 0.1-3 10-250 Indoor without
climatic control
T3 3-30 250-2500 Outdoor in dry, cold
climates
Ty 30-60 2500-5500 Outdoor in other
climates

Ts >60 > 5500 Damp climates




TABLE 2.3
Levels

ISO 9223 Classification of Sulfur Dioxide and Chloride “Pollution”

Sulfur dioxide

category

Sulfur dioxide
deposition rate,

mg/m?2-day

Chloride
category

Chloride deposition rate,
mg/m?2-day

=10
11-35
36-80
81-200

=3
4-60
61-300
301-1500

TABLE 2.4

ISO 9223 Corrosivity Categories of Atmosphere

TOW

Cl™

SO,

Steel

Cu and Zn Al

T,

T

T3
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Ts
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TABLE 2.5 1SO 9223 Corrosion Rates after One Year of Exposure Predicted
for Different Corrosivity Classes

Steel, Copper, Aluminum, Zinc,
Corrosion category g/m?-year g/m?-year g/m?-year g/m?-year
C; =10 =0.9 Negligible =0.7
Cy 11-200 0.9-5 =0.6 0.7-5
Cs 201-400 5-12 0.6-2 5-15
Cy 401-650 12-25 2-5 15-30
Cs 651-1500 25-50 5-10 30-60

metals for different corrosivity categories. The establishment of corro-
sion rates is complicated by the fact that these rates are not linear with
time. For this reason, initial rates after 1 year and stabilized longer-
term rates have been included for the different metals in the ISO
methodology.

In situations in which TOW and pollution levels cannot be deter-
mined conveniently, another approach based on the exposure of stan-
dardized coupons over a 1-year period is available for classifying the
atmospheric corrosivity. Simple weight loss measurements are used
for determining the corrosivity categories. The nature of the specimens
used is discussed more fully in a later section of this chapter.

Although the ISO methodology represents a rational approach to cor-
rosivity classification, it has several inherent limitations. The atmos-
pheric parameters determining the corrosivity classification do not
include the effects of potentially important corrosive pollutants or
impurities such as NO,, sulfides, chlorine gas, acid rain and fumes,
deicing salts, etc., which could be present in the general atmosphere or
be associated with microclimates. Temperature is also not included as
a variable, although it could be a major contributing factor to the high
corrosion rates in tropical marine atmospheres. Only four standardized
pure metals have been used in the ISO testing program. The method-
ology does not provide for localized corrosion mechanisms such as pit-
ting, crevice corrosion, stress corrosion cracking, or intergranular
corrosion. The effects of variables such as exposure angle and shelter-
ing cannot be predicted, and the effects of corrosive microenvironments
and geometrical conditions in actual structures are not accounted for.

Dean'? has reported on a U.S. verification study of the ISO method-
ology. This study was conducted over a 4-year time period at five expo-
sure sites and with four materials (steel, copper, zinc, and aluminum).
Environmental data were used to obtain the ISO corrosivity classes,
and these estimates were then compared to the corrosion classes
obtained by direct coupon measurement. Overall, agreement was
found in 58 percent of the cases studied. In 22 percent of the
cases the estimated corrosion class was lower than the measured, and
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in 20 percent of the cases it was higher. It was also noted that the
selected atmospheric variables (TOW, temperature, chloride deposi-
tion, sulfur dioxide deposition, and exposure time) accounted for a
major portion of the variation in the corrosion data, with the excep-
tion of the data gathered for the corrosion of aluminum. Further
refinements in the ISO procedures are anticipated as the worldwide
database is developed.

ISO corrosivity analysis at two air bases. Use of the ISO methodology can be
illustrated by applying it to a corrosivity assessment performed for two
contrasting air bases: a maritime base in Nova Scotia and an inland
base in Ontario (Fig. 2.8). The motivation for determining atmospher-
ic corrosivity at these locations can be viewed in the context of the ideal-
ized corrosion surveillance strategy shown in Fig. 2.9. Essentially this
scheme revolves around predicting where and when the risk of corro-
sion damage is greatest and tailoring corrosion control efforts accord-
ingly. The principle and importance of linking selected maintenance
and inspection schedules to the prevailing atmospheric corrosivity has
been described in detail elsewhere.'* An underlying consideration in
these recommendations is that military aircraft spend the vast major-
ity of their lifetime on the ground, and most corrosion damage occurs
at ground level.

The ISO TOW parameter could be derived directly from relative
humidity and temperature measurements performed hourly at the
bases. The average daily TOW at the maritime base is shown in Fig.
2.10, together with the corresponding ISO TOW categories, as deter-
mined by the criteria of Table 2.2. The overall TOW profile for the
inland base was remarkably similar.

In the case of the air bases, no directly measured data were avail-
able for the chloride and sulfur dioxide deposition rates. However, data
pertaining to atmospheric sulfur dioxide levels and chloride levels in
precipitation had been recorded at sites in relatively close proximity.
On the basis of these data, the likely ISO chloride and sulfur dioxide
categories for the maritime base were S; and Py—P;, respectively.
Under these assumptions, the applicable ISO corrosivity ratings are at
the high to very high levels (C, to C5) for aluminum. Using ISO chlo-
ride and sulfur dioxide categories of S, and P,—P, respectively, for the
inland air base, the corrosivity rating for aluminum is at the C; level.
The step-by-step procedure for determining these categories and the
different corrosion rates predicted for aluminum at the two bases are
shown in Fig. 2.11.

The main implications of the analysis of atmospheric corrosivity at
the maritime air base are that aircraft are at considerable risk of cor-
rosion damage in view of the high corrosivity categories and that the
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Figure 2.9 An idealized corrosion surveillance strategy.
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Figure 2.10 Average time of wetness (TOW) at a maritime air base.
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Maritime Air Base Inland Air Base

Determine ISO TOW categories
from temperature and humidity
data

T4 (summer) / \ T4 (summer)

T3 (winter) T3 (winter)

Estimate chloride deposition rates
from atmospheric data and
determine ISO categories

/ N

S3 S0

Estimate sulfur dioxide deposition
rates from atmospheric data and
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P0-P1 P0-P1

Use ISO 9223 to determine
corrosivity categories for aluminum

C5 (summer) / \ C3

C4 (winter) (summer, winter)

Use ISO 9223 to estimate first year
uniform corrosion rates for aluminum

N\

>5g/m” year (summer) 0.6-2 g/m? year (summer,winter)
2-5 g/m? year (winter)

Figure 2.11 Detailed procedure for determining the ISO corrosivity categories.

fluctuations in corrosivity with time deserve special attention. Present
“routine” maintenance and inspection schedules and corrosion control
efforts do not take such variations into account.

As a simple example of how corrosion control could be improved by
taking such variations into account, the effects of aircraft dehumidifi-
cation can be considered. It is assumed that dehumidification would
be applied only on a seasonal basis, when the 7y TOW category is
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reached on a monthly average (refer to Fig. 2.10). It is further
assumed that the time of wetness can be reduced to an average T;
level in these critical months by the application of dehumidification
systems. The emphasis in dehumidification should be placed on the
nighttime, on the basis of Fig. 2.12. The projected cumulative corro-
sion rates of aluminum with and without this simple measure, based
on ISO predictions, are shown in Fig. 2.13. The S; chloride and P; sul-
fur dioxide categories were utilized in this example, together with the
most conservative 12-month corrosion rates of the applicable ISO cor-
rosivity ratings. The potential benefits of dehumidification, even
when it is applied only in selected time frames, are readily apparent
from this analysis. Aircraft dehumidification is a relatively simple,
practical procedure utilized for aircraft corrosion control in some
countries. Dehumidified air can be circulated through the interior of
the aircraft, or the entire aircraft can be positioned inside a dehu-
midified hangar. It should be noted that the numeric values for uni-
form corrosion rates of aluminum predicted by the ISO analysis are
not directly applicable to actual aircraft, which are usually subject to
localized corrosion damage under coatings or some other form of cor-
rosion prevention measures.

Corrosivity classification according to PACER LIME algorithm. An environ-
mental corrosivity scale based on atmospheric parameters has been
developed by Summitt and Fink.!® This classification scheme was
developed for the USAF for maintenance management of structural air-
craft systems, but wider applications are possible. A corrosion damage
algorithm (CDA) was proposed as a guide for anticipating the extent of
corrosion damage and for planning the personnel complement and time
required to complete aircraft repairs. This classification was developed
primarily for uncoated aluminum, steel, titanium, and magnesium air-
craft alloys exposed to the external atmosphere at ground level.

The section of the CDA algorithm presented in Fig. 2.14 considers
distance to salt water, leading either to the very severe AA rating or
a consideration of moisture factors. Following the moisture factors,
pollutant concentrations are compared with values of Working
Environmental Corrosion Standards (WECS). The WECS values
were adopted from the 50th percentile median of a study aimed at
determining ranges of environmental parameters in the United
States and represent “averages of averages.” For example, if any of
the three pollutants sulfur dioxide, total suspended particles, or
ozone level exceeds the WECS values, in combination with a high
moisture factor, the severe A rating is obtained. An algorithm for air-
craft washing based on similar corrosivity considerations is presented
in Fig. 2.15.
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Figure 2.12 Relative TOW as a function of time of day for a dry month (February) and a
humid month (August) at a maritime air base.
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Figure 2.13 Projected cumulative corrosion rates of aluminum with and without dehu-
midification.
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Distance
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<125 cmiyr\Ra" > 125 cmjyr

<43 pygm?
<61pgm?
<36 uygm?

©

Expected Corrosion Damage
AA very severe B moderate
A severe C mild

Figure 2.14 Section of the corrosion damage algorithm that considers distance to salt
water, leading to either the very severe AA rating or a consideration of moisture factors.

The environmental corrosivity, predicted from the CDA algorithm, of
six sea patrolling aircraft bases has been compared to the actual cor-
rosion maintenance effort expended on the aircraft at each base.
Considering the simplicity of the algorithms and simplifying assump-
tions in obtaining relevant environmental and maintenance data, the
correlation obtained can be considered to be reasonable.

Further validation of the CDA algorithm approach was sought by
comparison of the predicted corrosivity data to actual coupon expo-
sure results. Despite various experimental difficulties in the expo-
sure program involving various bases, good agreement was reported
between the algorithm rankings and available experimental data.®
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C-120 days

Figure 2.15 Section of the corrosion damage algorithm for planning a washing schedule.

Direct measurement of atmospheric corrosion and corrosivity. Atmospheric
corrosion damage has to be assessed by direct measurement if no preex-
isting correlation between atmospheric corrosion rates and atmospheric
parameters is available. Such a correlation and even data on basic
atmospheric parameters rarely exist for specific microenvironments,
necessitating direct measurement of the atmospheric corrosivity and
corrosion rates.

Corrosion coupons. The simplest form of direct measurement of atmo-
spheric corrosion is by coupon exposure. Subsequent to their exposure,
the coupons can be subjected to weight loss measurements, pit density
and depth measurements, and other types of examination. Flat panels
exposed on exposure racks are a common coupon-type device for atmo-
spheric corrosivity measurements. Various other specimen configurations
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have been used, including stressed U-bend or C-ring specimens for SCC
studies. The main drawback associated with conventional coupon mea-
surements is that extremely long exposure times are usually required
to obtain meaningful data, even on a relative scale. It is not uncommon
for such programs to run for 20 years or longer.

Two variations of the basic coupon specimens that can facilitate
more rapid material/corrosivity evaluations deserve a special mention.
The first is the use of a helical coil of material, as adopted in the ISO
9226 methodology. The high surface area/weight ratio in the helix con-
figuration gives higher sensitivity than that with a panel coupon. The
use of bimetallic specimens in which a helical wire is wrapped around
a coarsely threaded bolt can provide additional sensitivity and forms
the basis of the CLIMAT test. For aluminum wires, it was established
that copper and steel bolts provide the highest sensitivity in industri-
al and marine environments, respectively.'®* Exposure times for atmo-
spheric corrosivity classification can be conveniently reduced to 3
months with the CLIMAT specimen configuration. In the CLIMAT
tests, atmospheric corrosivity indexes are determined as the percent-
age mass loss of the aluminum wires, and a subjective severity classi-
fication has been assigned for industrial and marine atmospheres, as
shown in Table 2.6.

The ability of the CLIMAT devices to detect corrosivity fluctuations
on a microenvironmental scale is apparent from the results presented
in Fig. 2.16. These CLIMAT data were obtained from an exposure pro-
gram on the grounds of the Royal Military College of Canada (RMC).
The distinctly higher corrosivity in winter, associated with proximity
to a road treated with deicing salts, should be noted. Furthermore,
with the CLIMAT devices, it has been possible to detect significant
seasonal corrosivity fluctuations which would not have been detected
with other, less sensitive, coupon-type testing. For example, in the
summer months (in the absence of deicing salts), the corrosivity at
the RMC test point near the road decreased substantially.

Instrumented corrosion sensors. Electrochemical sensors are based on the
principle of electrochemical current and/or potential measurements
and facilitate the measurement of atmospheric corrosion damage in
real time in a highly sensitive manner. There are special requirements
for the construction of atmospheric corrosion sensors. For the mea-
surement of corrosion currents and potentials, electrically isolated
sensor elements are required. Fundamentally, the metallic sensor ele-
ments must be extremely closely spaced under the thin-film electrolyte
conditions, in which ionic current flow is restricted. Electrochemical
techniques utilized to measure atmospheric corrosion processes
include zero resistance ammetry (ZRA), electrochemical noise (EN),



TABLE 2.6 Severity Classification for CLIMAT Testing

Industrial corrosion index (ICI) Classification Examples
0-1 Negligible Rural and suburban areas
1-2 Moderate Urban residential areas
2-4 Moderately severe  Urban industrialized areas
4-7 Severe Industrialized areas
>7 Very severe Heavily industrialized areas
Marine corrosion index (MCI) Classification Examples
0-2 Negligible Average habitable area
2-5 Moderate Seaside
5-10 Moderately severe  Seaside and exposed
10-20 Severe Very exposed
>20 Very severe Very exposed, windswept and
sandswept
% Mass Jagss
6
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4
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2 ||
C /B /
% Mass lg
6
Summer
4
2
A B c/

| Measurement Points

*|\A - Adjacent to road (HWY 2)
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--I=C - Shoreline, Pt. Frederick
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Figure 2.16 Positions and results obtained with CLIMAT corrosion monitoring devices
at three locations on the Royal Military College campus.
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linear polarization resistance (LPR), and electrochemical impedance
spectroscopy (EIS).

The quartz crystal microbalance (QCM) is an example of a piezoelec-
tric crystal whose frequency response to mass changes can be used for
atmospheric corrosion measurements. In this technique, a metallic cor-
rosion sensor element is bonded to the quartz sample. Mass gains asso-
ciated with corrosion product buildup induce a decrease in resonance
frequency. A characteristic feature of the QCM is exceptional sensitivity
to mass changes, with a mass resolution of around 10 ng/cm?2. The clas-
sification of indoor corrosivity, based on the approach of the Instrument
Society of America (ISA) S71.01-1985 standard and the use of a copper
sensing element and QCM technology, is presented in Table 2.7.

Other technologies that have been used for atmospheric corrosion
sensing include electrical resistance (ER) sensors and more recently
fiber-optic sensing systems. Additional information may be found on
this topic in Chap. 6, Corrosion Maintenance Through Inspection and
Monitoring.

2.1.4 Atmospheric corrosion rates as a
function of time

As already pointed out, atmospheric corrosion penetration usually is
not linear with time. The buildup of corrosion products often tends to
reduce the corrosion rate over time. Pourbaix!” utilized the so-called
linear bilogarithmic law for atmospheric corrosion, to describe atmo-
spheric corrosion damage as a function of time on a mathematical
basis. This law was shown to be applicable to different types of atmo-
spheres (rural, marine, industrial) and for a variety of alloys, such as
carbon steels, weathering steels, galvanized steels, and aluminized
steels. This mathematical model has also been applied more recently

TABLE 2.7 Environmental Corrosivity Classification Based on ISA S71.01-1985

Copper oxide film
thickness, angstroms*  ISA classification  Severity Effects
0-300 Gl Mild Corrosion is not a factor in
equipment reliability
300-1000 G2 Moderate  Corrosion may be a factor in
equipment reliability
1000-2000 G3 Harsh High probability of corrosive
attack
2000+ GX Severe Only specially designed and

packaged equipment is
expected to survive

*Based on a 30-day exposure period.
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in a comprehensive exposure program.’® It should be noted, however,
that not all alloy/environment combinations would follow this law.
According to the linear bilogarithmic law expressed in Eq. (2.8),

p=At# or log,p=A"+Blog,t (2.8)

where p is the corrosion penetration and ¢ is the exposure time. It follows
that the mean corrosion rate can be expressed by Eq. (2.9),

p/t = A8 1 or log,, (@/t) = A" + (B — 1) log,, t (2.9)
and the instantaneous corrosion rate by Eq. (2.10),

dp/dt = ABt5 1 or log,, (dp/dt) = A" + B’ + (B — 1) log,, ¢
(2.10)

According to the linear bilogarithmic law, the atmospheric behavior
of a specific material at a specific location can be defined by the two
parameters A and B. The initial corrosion rate, observed during the
first year of exposure, is described by A, while B is a measure of
the long-term decrease in corrosion rate. When B equals 0.5, the law
of corrosion penetration increase is parabolic, with diffusion through
the corrosion product layers as the rate-controlling step. At B values
appreciably smaller than 0.5, the corrosion products show protective,
passivating characteristics. Higher B values, greater than 0.5, are
indicative of nonprotective corrosion products. Loosely adherent, flaky
rust layers are an example of this case.

An important aspect of the linear bilogarithmic law is that it facili-
tates the prediction of long-term corrosion damage from short exposure
tests. According to Pourbaix,'” this extrapolation is valid for up to 20 to
30 years. A caveat of long-term tests is that changes in the environment
may affect the corrosion rates more significantly than a fundamental
deviation from the linear bilogarithmic law.

2.2 Natural Waters

Abundant supplies of fresh water are essential to industrial develop-
ment. Enormous quantities are required for cooling of products and
equipment, for process needs, for boiler feed, and for sanitary and
potable water. It was estimated in 1980 that the water requirements
for industry in the United States approximated 525 billion liters per
day. A substantial quantity of this water was reused. The intake of
“new” water was estimated to be about 140 billion liters daily.!® If this
water were pure and contained no contaminants, there would be little
need for water conditioning or water treatment.
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Water possesses several unique properties, one being its ability to
dissolve to some degree every substance occurring on the earth’s crust
and in the atmosphere. Because of this solvent property, water typi-
cally contains a variety of impurities. These impurities are a source of
potential trouble through deposition of the impurities in water lines,
in boiler tubes, and on products which are contacted by the water.
Dissolved oxygen, the principal gas present in water, is responsible for
the need for costly replacement of piping and equipment as a result of
its corrosive attack on metals with which it comes in contact.

The origin of all water supply is moisture that has evaporated from
land masses and oceans and has subsequently been precipitated from
the atmosphere. Depending on weather conditions, this may fall in
the form of rain, snow, sleet, or hail. As it falls, this precipitation con-
tacts the gases that make up the atmosphere and suspended particu-
lates in the form of dust, industrial smoke and fumes, and volcanic
dust and gases. It, therefore, contains the dissolved gases of the
atmosphere and mineral matter that has been dissolved from the sus-
pended atmospheric impurities.

The two most important sources of fresh water are surface water
and groundwater. A portion of the rain or melting snow and ice at the
earth’s surface soaks into the ground, and part of it collects in ponds
and lakes or runs off into creeks and rivers. This latter portion is
termed surface water. As the water flows across the land surface, min-
erals are solubilized and the force of the flowing water carries along
finely divided particles and organic matter in suspension. The charac-
ter of the terrain and the nature of the geological composition of the
area will influence the kind and quantity of the impurities found in the
surface waters of a given geographic area.

That portion of water which percolates into the earth’s crust and col-
lects in subterranean pools and underground rivers is groundwater.
This is the source of well and spring water. Underground supplies of
fresh water differ from surface supplies in three important respects,
two of which are advantageous for industrial use. These are a relative-
ly constant temperature and the general absence of suspended matter.
Groundwater, like surface water, is subject to variations in the nature
of dissolved impurities; that is, the geological structure of the aquifer
from which the supply is drawn will greatly influence the predominant
mineral constituents. Groundwater is often higher in mineral content
than surface supplies in the same geographic area because of the added
solubilizing influence of dissolved carbon dioxide. The higher carbon
dioxide content of groundwater as compared with surface water stems
from the decay of organic matter in the surface soil.

In many areas, the availability of new intake water is limited. Thus,
in those industries that require large amounts of cooling water, it is
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necessary to conserve available supplies by recirculating the water
over cooling towers. The primary metals, petrochemical, and paper-
making industries are good examples of industries requiring large vol-
umes of water in the manufacturing process that condition a portion of
the wastewater for reuse. Use of purified effluent streams from sewage
treatment plants is another example of water reuse and conservation.

When purification and water-conditioning techniques are practiced
in order to produce water that is acceptable for industrial use, certain
analytical tests must be performed to ensure that the objectives of
treatment are being achieved. Table 2.8 is a listing of the analytical
determinations made in the examination of most natural waters.
Described in the list are the general categories of substances, the dif-
ficulties commonly encountered as a result of the presence of each sub-
stance, and the usual means of treatment to alleviate the difficulties.
In Table 2.9 the methods of water treatment are presented, which can
be divided into two major groups:

1. Chemical procedures, which are based on material modifications as
a result of chemical reactions. These can be monitored by analyzing
the water before and after the treatment (softening, respective
demineralization).

2. Physical treatments that can alter the crystal structure of the
deposits.

The criteria for a successful water treatment are

m Capability of meeting the target process
® Protection of the construction materials against corrosion

® Preservation of the specific water characteristics (quality)

There is no generally valid solution with regard to water treatments.
The specific conditions of water supplies can be vastly different, even
when the supplies are separated by only a few meters. The basis for all
evaluation of water quality must be a specific chemical water analysis.

2.2.1 Water constituents and pollutants

The concentrations of various substances in water in dissolved, col-
loidal, or suspended form are typically low but vary considerably. A
hardness value of up to 400 ppm of CaCOs;, for example, is sometimes
tolerated in public supplies, whereas 1 ppm of dissolved iron would be
unacceptable. In treated water for high-pressure boilers or where radi-
ation effects are important, as in some nuclear reactors, impurities are
measured in very small units, such as parts per billion (ppb). Water
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TABLE 2.8 Difficulties and Means of Treatment for Common Impurities Found in Fresh Water

Constituent Chemical formula Difficulties caused Means of treatment
Turbidity None—expressed in Imparts unsightly appearance to water. Coagulation, settling, and filtration
analysis as units Deposits in water lines, process
equipment, etc. Interferes with most
process uses
Hardness Calcium and Chief source of scale in heat-exchange Softening; demineralization; internal
magnesium salts equipment, boilers, pipelines, etc. boiler water treatment; surface active
expressed as CaCOg Forms curds with soap, interferes agents
with dyeing, etc.
Alkalinity Bicarbonate (HCO3™), Foaming and carryover of solids Lime and lime soda softening;

Free mineral
acid

Carbon dioxide

pH

Sulfate

Chloride

carbonate (CO3%7),
expressed as CaCOg

H,S0,4, HCI.
expressed as CaCOg

COy
H")

(804%7)

Cl™

with steam. Embrittlement of boiler steel.
Bicarbonate and carbonate produce CO9
in steam, a source of corrosion in
condensate lines

Corrosion

Corrosion in water lines and particularly
steam and condensate lines

pH varies according to acidic or alkaline
solids in water. Most natural waters have
a pH of 6.0-8.0

Adds to solids content of water, but in
itself is not usually significant. Combines
with calcium to form calcium sulfate scale

Adds to solids content and increases
corrosive character of water

acid treatment; hydrogen zeolite
softening; demineralization;
dealkalization by anion exchange

Neutralization with alkalies

Aeration; deaeration; neutralization
with alkalies

pH can be increased by alkalies and
decreased by acids

Demineralization

Demineralization



68

Nitrate

Fluoride

Sodium

Silica

Iron

Manganese

Aluminum

Oxygen

(NOg)~

Na*

Si0,

FeZ +
(ferrous)
and Fe?* (ferric)

Mn2 +

A13 +

Oo

Adds to solids content, but is not usually
significant industrially. High concentrations
cause methemoglobinemia in infants.
Useful for control of boiler metal
embrittlement

Cause of mottled enamel in teeth. Also
used for control of dental decay. Not usually
significant industrially

Adds to solid content of water. When
combined with OH™, causes corrosion
in boilers under certain conditions

Scale in boilers and cooling-water systems.
Insoluble turbine blade deposits due to
silica vaporization

Discolors water on precipitation. Source
of deposits in water lines, boilers, etc.
Interferes with dyeing, tanning,
papermaking, etc.

Same as iron

Usually present as a result of floc carryover
from clarifier. Can cause deposits in cooling

systems and contribute to complex boiler scales

Corrosion of water lines, heat-exchange
equipment, boilers, return lines, etc.

Demineralization

Adsorption with magnesium hydroxide, calcium

phosphate, or bone black; alum coagulation

Demineralization

Hot process removal with magnesium salts;
adsorption by highly basic anion exchange
resins, in conjunction with demineralization

Aeration; coagulation and filtration; lime
softening; cation exchange; contact filtration;
surface-active agents for iron retention

Same as iron

Improved clarifier and filter operation

Deaeration; sodium sulfite; corrosion inhibitors
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TABLE 2.8 Difficulties and Means of Treatment for Common Impurities Found in Fresh Water (Continued)

Constituent Chemical formula Difficulties caused Means of treatment
Hydrogen HyS Cause of “rotten egg” odor. Corrosion Aeration; chlorination; highly
sulfide basic anion exchange
Ammonia NH;3 Corrosion of copper and zinc alloys by Cation exchange with hydrogen zeolite;
formation of complex soluble ion chlorination, deaeration
Dissolved None A measure of total amount of dissolved matter, Various softening processes, such as lime
solids determined by evaporation. High concentrations softening and cation exchange by hydrogen
of dissolved solids are objectionable because zeolite, will reduce dissolved solids; demineralization
of process interference and as a cause of
foaming in boilers
Suspended None A measure of undissolved matter, determined Subsidence; filtration, usually preceded by
solids gravimetrically. Suspended solids cause coagulation and settling
deposits in heat-exchange equipment, boilers,
water lines, etc.
Total solids None The sum of dissolved and suspended solids, See “dissolved solids” and “suspended solids”

determined gravimetrically
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TABLE 2.9 Methods of Water Treatment

Chemical Procedures

Pretreatment

In operation

Methods for clarifying:
= Coagulation
= Flocculation
= Sedimentation to clear floating and grey particles

Softening methods:
= Lime milk/soda principle
= Cation exchange (full softening)
= Acid dosage (partly softening)
Demineralization method:
= Cation and anion exchanges (presently the most effective and
economical method)
Hardness stabilization:
= Inhibitor dosage, also as dispersion and corrosion protection

agents
Posttreatment  Acid and caustic solution for cleaning of polluted thermal systems,
including the neutralization of applied chemical detergents
Physical Procedures
Pretreatment Filtration of the subsoil water, predominantly using sand as filtering

In operation

Posttreatment

medium, in pressure and gravity filters

Reverse osmosis for demineralization by use of diaphragms
Transformation of the crystal structures of the hardening-causing
substances:
= Magnetic field method by means of electrical alternating or
permanent magnet
= Electrostatic method by applied active anodes

Automatic cleaning of heat-exchanger tubes by sponge rubber balls or
brushes without interruption of plant operation

analysis for drinking-water supplies is concerned mainly with pollu-
tion and bacteriological tests. For industrial supplies, a mineral analy-
sis is of more interest. Table 2.10 includes a typical selection and gives
some indication of the wide concentration range that can be found. The
important constituents can be classified as follows:

1. Dissolved gases (oxygen, nitrogen, carbon dioxide, ammonia, sul-
furous gases)

2. Mineral constituents, including hardness salts, sodium salts (chloride,
sulfate, nitrate, bicarbonate, etc.), salts of heavy metals, and silica

3. Organic matter, including that of both animal and vegetable origin,
oil, trade waste (including agricultural) constituents, and synthetic

detergents

4. Microbiological forms, including various types of algae and slime-
forming bacteria. This topic is covered in Sec. 2.6.
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TABLE 2.10 Typical Water Analyses (Results in ppm)

A B C D E F G
pH 6.3 6.8 7.4 7.5 7.1 8.3 7.1
Alkalinity 2 38 920 180 250 278 470
Total hardness 10 53 120 230 340 70 559
Calcium hardness 5 36 85 210 298 40 451
Sulfate 6 20 39 50 17 109 463
Chloride 5 11 24 21 4 94 149
Silica Trace 0.3 3 4 7 12 6
Dissolved solids 33 88 185 332 400 620 1670

A = very soft lake water

B = moderately soft surface water

C = slightly hard river water

D = moderately hard river water

E = hard borehole water

F = slightly hard borehole water containing bicarbonate ions
G = very hard groundwater

Of the dissolved gases occurring in water, oxygen occupies a special
position, as it stimulates corrosion reactions. In surface waters, the
oxygen concentration approximates saturation, but in the presence of
green algae, supersaturation may occur. Please refer to Tables 1.4 and
1.5 in Chap. 1, Aqueous Corrosion, for data on the solubility of oxygen
in water. Underground waters are more variable in oxygen content,
and some waters containing ferrous bicarbonate are oxygen-free. The
solubility is slightly less in the presence of dissolved solids, but this
effect is not very significant in natural waters containing less than
1000 ppm dissolved solids. Hydrogen sulfide and sulfur dioxide are
also usually the result of pollution or of bacterial activity. Both gases
may initiate or significantly accelerate corrosion of most metals.

For some applications, notably feedwater treatment for high-pressure
boilers, removal of oxygen is essential. For most industrial purposes,
however, deaeration is not applicable, since the water used is in contin-
uous contact with air, from which it would rapidly take up more oxygen.
Attention must therefore be given to creating conditions under which
oxygen will stifle rather than stimulate corrosion. It has been shown
that pure distilled water is least corrosive when fully aerated and that
some inhibitors function better in the presence of oxygen. In these cases,
oxygen acts as a passivator of the anodic areas of the corrosion cells.

Carbon dioxide and calcium carbonate. The effect of carbon dioxide is
closely linked with the bicarbonate content. Normal carbonates are
rarely found in natural waters, but sodium bicarbonate is found in
some underground supplies. Calcium bicarbonate is the most impor-
tant of the bicarbonates, but magnesium bicarbonate may be present
in smaller quantities. In general, it may be regarded as having prop-
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erties similar to those of the calcium compound, except that upon
decomposition by heat it deposits magnesium hydroxide, whereas cal-
cium bicarbonate precipitates as carbonate. The concentrations of car-
bon dioxide in water can be classified as follows:

1. The amount required to produce carbonate
2. The amount required to convert carbonate to bicarbonate
3. The amount required to keep the calcium bicarbonate in solution

4. Any excess over that accounted for in types 1, 2, and 3

With less carbon dioxide than required for type 3 (let alone type 4),
the water will be supersaturated with calcium carbonate, and a slight
increase in pH (at the local cathodes) will tend to cause its precipita-
tion or scaling. If the deposit is continuous and adherent, the metal
surface may become isolated from the water and hence protected from
corrosion. If type 4 carbon dioxide is present, there can be no deposi-
tion of calcium carbonate and existing deposits will be dissolved; there
cannot therefore be any protection by calcium carbonate scale. Please
refer to Sec. 2.2.3 for detailed coverage of the indices and equilibria-
associated precipitation and scaling associated with common chemi-
cals found in natural waters.

Dissolved mineral salts. The principal ions found in water are calcium,
magnesium, sodium, bicarbonate, sulfate, chloride, and nitrate. A few
parts per million of iron or manganese may sometimes be present, and
there may be traces of potassium salts, whose behavior is very similar
to that of sodium salts. From the corrosion point of view, the small
quantities of other acid radicals present, e.g., nitrite, phosphate,
iodide, bromide, and fluoride, generally have little significance. Larger
concentrations of some of these ions, notably nitrite and phosphate,
may act as corrosion inhibitors, but the small quantities present in
natural waters will usually have little effect.

Chlorides have probably received the most study in relation to their
effect on corrosion. Like other ions, they increase the electrical conduc-
tivity of the water, so that the flow of corrosion currents will be facili-
tated. They also reduce the effectiveness of natural protective films,
which may be permeable to small ions. Nitrate is very similar to chlo-
ride in its effects but is usually present in much smaller concentrations.
Sulfate in general appears to behave very similarly, at least on carbon
steel materials. In practice, high-sulfate waters may attack concrete,
and the performance of some inhibitors appears to be adversely affect-
ed by the presence of sulfate. Sulfates have also a special role in bacte-
rial corrosion under anaerobic conditions.
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Another mineral constituent of water is silica, present both as a col-
loidal suspension and dissolved in the form of silicates. The concen-
tration varies very widely, and, as silicates are sometimes applied as
corrosion inhibitors, it might be thought that the silica content would
affect the corrosive properties of a water. In general, the effect appears
to be trivial; the fact that silicate inhibitors are used in waters with a
high initial silica content suggests that the form in which silica is
present is important.

Hardness. The hardness of a water supply is determined by the con-
tent of calcium and magnesium salts. Calcium and magnesium can
combine with bicarbonates, sulfates, chlorides, and nitrates to precip-
itate as solids. Mineral salts make water more basic and lead to more
aggressive corrosion on many materials. The presence of salts in lime
scale deposits is one of the most common causes of corrosion; these
deposits cause damage in water pipelines and boilers. Table 2.11 pre-
sents a comparison of the various hardness units used in Europe and
North America. Any descriptive or numerical classification of hardness
of water is rather arbitrary. A water that is termed hard in some areas
may be considered soft in other areas. The U.S. Geological Survey uses
the following classification:!?

Soft. Less than 60 ppm (as CaCOs;)
Moderately hard. 60 to 120 ppm

Hard. 120 to 180 ppm
Very hard. Above 180 ppm

There are basically two types of hardness:

1. Temporary hardness caused by Ca and Mg bicarbonates (precipi-
tate minerals upon heating)

2. Permanent hardness due to Ca and Mg sulfates or chlorides (dis-
solve with sodium)

Temporary hardness salts

1. Calcium carbonate (CaCO3). Also called calcite or limestone, rare
in water supplies. Causes alkalinity in water.

2. Calcium bicarbonate [Ca(HCO3);]. Forms when water containing
CO; comes in contact with calcite. Also causes alkalinity in water.
When it is heated, CO, is released and the calcium bicarbonate
reverts back to calcium carbonate, thus forming scale.

3. Magnesium carbonate (MgCQO;). Also called magnesite, it has
properties similar to those of calcium carbonate.



TABLE 2.11 Comparison of Hardness Units

Hardness units mval/L °dH (German) °fH (French) °eH (British) ppm (American) mmol/L (international)f
per liter water 50 mg CaCOg3 10 mg CaO 10 mg CaCOg 14.3 mg CaCOg* 1 mg CaCOg 100 mg CaCOg

1 mval/LL 1 2.8 5 3.51 50 0.5

1°dH 0.357 1 1.786 1.25 17.86 0.1786

1°fH 0.2 0.5599 1 0.7 10 0.1

1°eH 0.285 0.7999 1.429 1 14.29 0.1429

1 ppm 0.02 0.056 0.1 0.07 1 0.01

1 mmol/L 2 5.6 10 7 100 1

*One grain CaCOs per gallon.
FThe international hardness scale (mmol/L) is to be preferred to the national hardness scales.
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4. Magnesium bicarbonate [Mg(HCO,),]. Similar to calcium bicar-
bonate in its properties.

Permanent hardness salts

1. Calcium sulfate (CaSO,. Also known as gypsum, used to make
plaster of paris. Gypsum will precipitate and form scale in boilers
when concentrated.

2. Calcium chloride (CaCl,). This salt hydrolyzes in boiler water to
produce a low pH as follows: CaCl, + 2H,0 — Ca(OH), + 2HCI.

3. Magnesium sulfate (MgSO,). Commonly known as epsom salts;
may have laxative effect if it is concentrated enough.

4. Magnesium chloride (MgCl;). This salt has properties similar to
those of calcium chloride.

5. Sodium salts. Also found in household water supplies, but consid-
ered harmless as long as they do not exist in large quantities.

pH of water. The pH of natural waters is, in fact, rarely outside the
fairly narrow range of 4.5 to 8.5. High values, at which corrosion of
steel may be suppressed, and low values, at which gaseous hydrogen
evolution occurs, are not often found in natural waters. Copper is
affected to a marked extent by pH value. In acidic waters, slight cor-
rosion occurs, and the small amount of copper in solution causes green
staining of fabrics and sanitary ware. In addition, redeposition of cop-
per on aluminum or galvanized surfaces sets up corrosion cells, result-
ing in severe pitting of the metals. The use of these different materials
in a water system should thus be avoided. In most waters the critical
pH value is about 7.0, but in soft water containing organic acids it may
be higher. Chapter 1, Aqueous Corrosion, contains detailed coverage of
the effects of pH and temperature on the corrosion of metals.

Organic matter. The types of organic matter in water supplies are very
diverse, and organic matter may be present in suspension or in col-
loidal or true solution. It is largely decaying vegetable matter, but
there are many other possible sources, including runoff from fields and
domestic and industrial wastes.

Biochemical oxygen demand. Biochemical oxygen demand (BOD or BOD5)
is an indirect measure of biodegradable organic compounds in water,
and is determined by measuring the decrease in dissolved oxygen in a
controlled water sample over a 5-day period. During this 5-day period,
aerobic (oxygen-consuming) bacteria decompose organic matter in the
sample and consume dissolved oxygen in proportion to the amount of
organic material that is present. In general, a high BOD reflects high
concentrations of substances that can be biologically degraded, thereby
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consuming oxygen and potentially resulting in low dissolved oxygen in
the receiving water. The BOD test was developed for samples dominat-
ed by oxygen-demanding pollutants like sewage. While its merit as a
pollution parameter continues to be debated, BOD has the advantage
of a long period of record and a large database of results.?

Nutrients. Nutrients are chemical elements or compounds essential for
plant and animal growth. Nutrient parameters include ammonia,
organic nitrogen, Kjeldahl nitrogen, nitrate nitrogen (for water only),
and total phosphorus. High amounts of nutrients have been associat-
ed with eutrophication, or overfertilization of a water body, while low
levels of nutrients can reduce plant growth and (for example) starve
higher-level organisms that consume phytoplankton.

Organic carbon. Most organic carbon in water occurs as partly degrad-
ed plant and animal materials, some of which are resistant to micro-
bial degradation. Organic carbon is important in the estuarine food
web and is incorporated into the ecosystem by photosynthesis of green
plants, which are then consumed as carbohydrates and other organic
compounds by higher animals. In another process, formerly living tis-
sue containing carbon is decomposed as detritus by bacteria and other
microbes. Total organic carbon (TOC) bears a direct relationship to bio-
logical and chemical oxygen demand; high levels of TOC can result
from human sources, the high oxygen demand being the main concern.

Oil and grease. Qil and grease is one of the most common parameters for
quantifying organics from human sources and, to a lesser extent, bio-
genic sources (e.g., algae and fish). Some examples of oil and grease
loadings are leaks from automobile crankcases, illegal dumping into
storm sewers, motorboats, oil spills, and discharge from oil production
platforms in the bay. Oil and grease is a generic term for material
which actually contains numerous and variable chemical compounds,
some of which are typically toxic.

Priority pollutants. Priority pollutants refers to a list of 126 specific
pollutants, which include heavy metals and specific organic chemicals.
The priority pollutants are a subset of “toxic pollutants” as defined in
the Clean Water Act (United States). These 126 pollutants were
assigned a high priority for development of water quality criteria and
effluent limitation guidelines because they are frequently found in
wastewater. Many of the heavy metals, pesticides, and other chemicals
listed below are on the priority pollutant list.?°

Heavy metals (total and dissolved). In the water treatment field, “heavy
metal” refers to heavy, dense, metallic elements that occur only at
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trace levels in water, but are very toxic and tend to accumulate. Some
key metals of concern and their primary sources are listed below.2!

® Arsenic from fossil fuel combustion and industrial discharge

® Cadmium from corrosion of alloys and plated surfaces, electroplat-
ing wastes, and industrial discharges

® Chromium from corrosion of alloys and plated surfaces, electroplat-
ing wastes, exterior paints and stains, and industrial discharges

m Copper from corrosion of copper plumbing, antifouling paints, and
electroplating wastes

® Lead from leaded gasoline, batteries, and exterior paints and stains
® Mercury from natural erosion and industrial discharges

® Zinc from tires, galvanized metal, and exterior paints and stains

High levels of mercury, copper, and cadmium have been proven to
cause serious environmental and human health problems. Some of the
sources listed above, such as lead in gasoline and heavy metals in some
paints, are now being phased out as a result of environmental regula-
tions issued in the past 10 years. Most heavy metals are too rarely found
in water to justify government regulation at all, but a few have been
given maximum contaminant limits (MCLs) and MCL goals by the
Environmental Protection Agency (EPA). These include the following:?

® Cadmium occurs mostly in association with zinc and gets into water
from corrosion of zinc-coated (“galvanized”) pipes and fittings.

= Antimony occurs mostly in association with lead, where it is used as
a hardening agent. It gets into water from corrosion of lead pipes
and fittings, but even then it is rarely detectable. More antimony is
found in food than in water.

® Barium is chemically similar to calcium and magnesium and is usu-
ally found in conjunction with them. It is not very toxic and is only
rarely found at toxic levels. However, it is common at low levels in
hard-water areas.

®m Mercury is notorious as an environmental toxin, but it is generally not
a big problem in water supplies, as it is found only at very low levels
in water. Certain bacteria are able to transform it into methyl mercury,
which is concentrated in the food chain and can cause malformations.

® Thallium is as toxic as lead or mercury, but is extremely rare and is
not often a problem in water.

® Lead is the most significant of the heavy metals because it is both
very toxic and very common. It gets into water from corrosion of
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plumbing materials, where lead has been used freely since Roman
times. In addition, lead can be found in the solder used to join copper
pipes and in fittings and faucets made from brass.

®m Copper and lead are regulated together because both are common-
ly used in plumbing materials and because they are corrodible,
even though copper is not very toxic. A few tenths of a ppm of cop-
per is common and not a problem, but if as much as 1.3 ppm cop-
per or 15 ppb lead are detected in tap water, the waterworks is
required to modify the water chemistry to make it less corrosive
toward lead.

Pesticides. Pesticides are a large class of compounds of concern. Typical
pesticides and herbicides include DDT, aldrin, chlordane, endosulfan,
endrin, heptachlor, and Diazinon. Surprisingly, concentrations of pes-
ticides in urban runoff may be equal to or greater than the concentra-
tions in agricultural runoff. Besides toxicity, persistence in the
environment is a key concern. Some of the more persistent compounds,
including DDT and dioxin (not a pesticide), are subject to stringent
regulation, including outright bans.

Polycyclic aromatic hydrocarbons (PAHs). Polycyclic aromatic hydrocarbons
are a family of semivolatile organic pollutants such as naphthalene,
anthracene, pyrene, and benzo(a)pyrene. There are typically two main
sources of PAHs: spilled or released petroleum products (from oil spills
or discharge of oil production brines) and combustion products that are
found in urban runoff. Specifically, phenanthrene, pyrene, and fluo-
ranthene are products of the incomplete combustion of fossil fuels.
Naphthalene is found in asphalt and creosote. PAHs from combustion
products have been identified as carcinogenic.

Polychlorinated biphenyls (PCBs). Polychlorinated biphenyls are organic
chemicals that formerly had widespread use in electrical transformers
and hydraulic equipment. This class of chemicals is extremely persistent
in the environment and has been proven to bioconcentrate in the food
chain, thereby leading to environmental and human health concerns in
areas such as the Great Lakes. Because of their potential to accumulate
in the food chain, PCBs were intensely regulated and subsequently pro-
hibited from manufacture by the Toxic Substances Control Act (TSCA) of
1976. Disposal of PCBs is tightly restricted by the TSCA.2°

2.2.2 Essentials of ion exchange

Ion-exchange resins are particularly well suited for the removal of ion-
ic impurities for several reasons:?
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® The resins have high capacities for ions that are found in low con-
centrations.

® The resins are stable and readily regenerated.
®m Temperature effects are for the most part negligible.

® The process is excellent for both large and small installations, from
home water softeners to huge utility installations.

Synthesis. Most ion-exchange bead materials are manufactured by a
suspension polymerization process using styrene and divinylbenzene
(DVB). The styrene and DVB, both liquids at the start, are put into a
chemical reactor with roughly the same amount of water. A surfactant
is also present to keep everything dispersed. The chemical reactor has
an agitator which begins to mix the water—organic chemical solution.
The styrene and DVB begin to form large globules of material, and as
the speed of agitation increases, the globules break up into smaller
droplets until they reach the size of about a millimeter. At this point,
the polymerization reaction is initiated by the addition of benzoyl per-
oxide, which causes the styrene and DVB molecules to form small
plastic beads. The DVB is a cross-linking agent that gives the beads
their physical strength, and without which the styrene would be
water-soluble.

The polystyrene-DVB beads need to be chemically activated in order
to perform as an ion-exchange material. Active groups are attached to
provide chemical functionality to the beads. Each active group has a
fixed electric charge which is balanced by an equivalent number of
oppositely charged ions which are free to exchange with other ions of
the same charge.?

Strong acid cation resins are formed by treating the beads with con-
centrated sulfuric acid (a process called sulfonation) to form perma-
nent, negatively charged sulfonic acid groups throughout the beads.
Important here is the fact that the exchange sites thus formed are
located throughout the bead. The ion-exchange process is not a surface
phenomenon; more than 99 percent of the capacity of an ion-exchange
material is found in the interior of the bead.

Strong-base anion resins are activated in a two-step process that
consists of chloromethylation followed by amination. The two-step
process begins with the same styrene-DVB material as is used for
cation resins. The only difference is that the amount of DVB used is
less, to allow for a more porous bead. The first reaction step is the
attachment of a chloromethyl group to each of the benzene rings in the
bead structure. This intermediate chloromethylated plastic material
needs to be reacted with an amine in a process called amination. The
type of amine used determines the functionality of the resin. A com-
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mon amine used is trimethylamine (TMA), which creates a type 1
strongly basic anion exchanger. Using dimethylthanolamine (DMEA)
will make a type 2 anion resin. Table 2.12 resumes the main advan-
tages and disadvantages of the common resin types used for purifying
and softening water.

Physical and chemical structure of resins. The basic material require-
ments for ion-exchange beads are insolubility, bead size, and resis-
tance to fracture. The resin must be insoluble under normal operating
conditions. The beads must be in the form of spheres of uniform
dimension; normal size range is between 16 and 50 U.S. Mesh. The
swelling and contraction of the resin bead during exhaustion and
regeneration must not cause the beads to burst. Also, an important
property of ion-exchange resins is that the active site is permanently

TABLE 2.12 Advantages and Disadvantages of the Main lon-Exchange Resins

Resin Advantages Disadvantages

Strong-acid cation  Useful on all waters Operating efficiency
Complete cation removal
Variable capacity, quality
Good physical stabilities
Good oxidation stabilities
Low initial cost

Weak-acid cation Very high capacity Only partial cation removal
Very high operating efficiency Useful only on specific waters
Fixed operating capacity
Poor physical stability
High initial cost
Poor kinetics

Strong-base anion =~ Complete anion removal Less organic fouling resistance
(including silica and COy) Limited life
Lower initial cost Thermodynamically unstable
Variable efficiency and quality Efficiency vs. quality

Excellent kinetics
Shorter rinses

Weak-base anion High operating capacity Only partial anion removal
removal Does not remove silica or COy
High regeneration efficiency High initial cost
Excellent organic Long rinses
fouling resistance Poor kinetics

Good thermal stability

Good oxidation stability

Can be regenerated with
leftover caustic from strong-
base resin, alkaline by-products,
ammonia, soda ash, and other
weak bases and waste streams
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attached to the bead. Ion-exchange resins can be manufactured into
one of two physical structures, gel or macroporous.?

® Gel resins are homogeneous cross-linked polymers and are the most
common resins available. They have exchange sites distributed
evenly throughout the bead. The amount of DVB cross-linking used
in the synthesis of a bead determines the relative strength of the
bead. Standard strong-acid cation resin used for softening, which is
the most common ion-exchange medium, is almost always an 8 per-
cent DVB gelular material. The amount of DVB that this resin con-
tains has proved to be the most economical in terms of resin price
and expected operating life. Resins are available today with a DVB
content from 2 to 20 percent and higher. Higher DVB content gives
the bead additional strength, but the additional cross-linking can
hinder kinetics by making the bead too resistant to the shrinking
and swelling necessary during normal operation.

®m Macroporous resins were introduced commercially in 1959 and are
made with large pores that permit access to interior exchange sites.
They are also referred to as macroreticular or fixed-pore resins.
Macroporous resins are manufactured by a process that leaves a net-
work of pathways throughout the bead. This spongelike structure
allows the active portion of the bead to contain a high level of DVB
cross-linking without affecting the exchange kinetics. Unfortunately,
it also means that the resin has a lower capacity because the beads
contain fewer exchange sites. The “pores” can take up to 10 to 30
percent of the polymer. This reduces the ion-exchange capacity pro-
portionately.

Gel resins usually have higher operating efficiencies and cost less. A
macropore gives better physical stability, primarily because of its
spongelike structure, which gives more stress relief. It also eliminates
some of the breakage that may occur from osmotic stress. The higher
surface area in a macroporous anion resin gives better organic fouling
resistance. In a cation resin, the higher cross-linking level gives better
oxidation resistance.

There are two basic types of chemical structures, styrene and acrylic.
The styrene-based materials described above are aromatic hydrocar-
bons. Acrylic resins are straight-chained hydrocarbons based on poly-
acrylate and polymethacrylate. DVB is still used as a cross-linker in
these resins, but the acrylics differ from the styrenics in that the active
exchange site is part of the physical structure. This means that their
physical and chemical stabilities are intertwined. When an acrylic
resin chemically degrades, it is usually at the exchange site, which is
the weak link. This destroys the physical structure. As an acrylic resin
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oxidizes, it will swell and become mushy. Another disadvantage of the
acrylic materials is that they are not fully FDA approved. Therefore,
they are usually limited to industrial applications. The acrylics are
advantageous in applications where organics are present because they
do not foul nearly as much as a styrene-based product.??

Selectivity of resins. The selectivity or affinity of ion-exchange resins
is influenced by the properties of the bead, the ions being exchanged,
and the solution in which the ions are present. Water is an essential
component of ion-exchange resins. For example, strong-acid cation
resins contain about 50 percent moisture. The amount of cross-linking
of the bead has an impact on the moisture content of the bead, and the
moisture content, in turn, has an impact on the selectivity. A bead with
a high moisture content has a high porosity, and the active groups are
spaced further from one another. Ion-exchange resins generally have
greater selectivities for ions with increasing valence or charge. Among
ions with the same charge, higher affinities are seen for ions with a
higher atomic number.

These affinity relationships are reversed in concentrated solutions.
This is what makes regeneration of exhausted resins possible. An
exhausted cation resin used for softening is predominantly in the calci-
um and magnesium form, both divalent ions. The resin is restored to its
regenerated condition, the sodium form, by the introduction of 10 per-
cent sodium chloride. This sodium chloride solution is concentrated
enough (10,000 ppm) to reverse the selectivity. The driving force of the
monovalent sodium ion then converts the resin back to the sodium form.

Kinetics. The rate of exchange, or kinetics, of ion-exchange reactions
is governed by several factors. The solution being treated has an effect;
higher solution concentrations can speed up the rate of reaction. The
amount of DVB cross-linking of the bead determines the porosity of
the bead and, in turn, the ionic mobility within the bead. The size of
the ions being exchanged also influences the kinetic rate and is some-
what dependent on the size of the pores in the resin structure. The size
of the bead also has an effect; smaller beads present a shorter diffusion
path to active sites in the interior of the beads.

Resin has a greater affinity for ions with higher valences, so a pre-
dominance of high-valence ions can cause a relatively higher rate of
reaction. Other influences include temperature, the ionic form of the
exchange sites, and the strength of the exchange sites. Increasing tem-
perature can speed up chemical reactions. The exchange reaction is a
diffusion process, so the diffusion rate of the ion on the exchange site
has some effect. Also, the strength of the exchange site—whether it is
strongly or weakly acidic or basic—affects the reaction rate.
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Types of ion-exchange resins

Strong-acid cation resins. Strongly acidic cation resins derive their func-
tionality from the sulfonic acid groups. These strong-acid exchangers
operate at any pH, split all salts, and require substantial amounts of
regenerant. This is the resin of choice for almost all softening applica-
tions and as the first unit in a two-bed demineralizer or the cation
component of a mixed bed.

Weak-acid cation resins. The weakly acidic cation resins have carboxylic
groups as the exchange site. These resins are highly efficient, for they
are regenerated with a nearly 100 percent stoichiometric amount of
acid, as compared to the 200 to 300 percent required for strong-acid
cations. The weak-acid resins are subject to reduced capacity from
increasing flow rate, low temperatures, and a hardness-to-alkalinity
ratio below 1.0. They are used very effectively in conjunction with a
strong-acid cation resin operating in the hydrogen form, in either a
separate-bed or a stratified-bed configuration. In both cases, the influ-
ent water first contacts the weak-acid resin, where the cations associ-
ated with alkalinity are removed. The remaining cations are removed
by the strong-acid cation resin. The weak-acid cation resin is regener-
ated with the waste acid from the strong-acid unit, making for a very
economical arrangement.??

Strong-base anion resins. Strongly basic anion resins derive their func-
tionality from quaternary ammonium exchange sites. The two main
groups of strong-base anion resins are type 1 and type 2, depending
on the type of amine used during the chemical activation process.
Chemically, the two types differ in the species of quaternary ammoni-
um exchange sites they exhibit: Type 1 sites have three methyl
groups, whereas in type 2, an ethanol group replaces one of the
methyl groups.

Type 1 resins are suitable for total anion removal on all waters. They
are more difficult to regenerate, and they swell more from the chloride
form to the hydroxide form than type 2. They are more resistant to high
temperatures and should be used on high-alkalinity and high-silica
waters.

Type 2 resins also feature removal of all anions, but they can be
less effective in removing silica and carbon dioxide from waters
where these weak acids constitute more than 30 percent of the total
anions. Type 2 anions give best results on waters that predominant-
ly contain free mineral acids, such as chlorides and sulfates, as in
the effluent from a cation unit followed by a decarbonator. Type 2
anion resins operating in the chloride form are typically used in
dealkalizers.
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Weak-base anion resins. Weakly basic anion resins contain the polyamine
functional group, which acts as an acid adsorbed, removing strong acids
(free mineral acidity) from the cation effluent stream. This weakly ion-
ized resin is regenerated efficiently by nearly stoichiometric amounts of
base, such as sodium hydroxide, which restore the exchange sites to the
free base form. The regeneration step is essentially a neutralization of
the strong acids that are collected on the resin, and it can use waste
caustic from a strong-base anion unit to enhance economics. Weak-base
anion resins should be used on waters with high levels of sulfates or
chlorides, or where removal of alkalinity and silica is not required.

2.2.3 Saturation and scaling indices

The saturation of water refers to the solubility product K, of a com-
pound. By definition, the ion-activity product (IAP) of reactants—i.e.,
ac.2+ and aco2- when CaCOs is the scalant—is, at equilibrium, equal
to K,:

K, = IAP = ag2+ ago2

The saturation level (SL) of water is defined as the ratio of the ion-
activity product to K, as in the following:

SL = Tea Gooy” = IAP
Ksp KSP

In this example, water is said to be saturated with calcium carbonate
when it will neither dissolve nor precipitate calcium carbonate scale.
This equilibrium condition is based upon an undisturbed water at con-
stant temperature which is allowed to remain undisturbed for an infi-
nite period of time. Water is said to be undersaturated if it can still
dissolve calcium carbonate. Supersaturated water will precipitate calci-
um carbonate if allowed to rest. If water is undersaturated with respect
to calcium carbonate, the SL value will be less than 1.0. When water is
at equilibrium, SL will be 1.0 by definition. Water which is supersatu-
rated with calcium carbonate will have a saturation level greater than
1.0. As the saturation level increases beyond 1.0, the driving force for
calcium carbonate crystal formation or crystal growth increases.

The SL definition can be simplified if the activity coefficients are
incorporated into the solubility product in order to use a more practi-
cal concentration unit. The conditional solubility product Kj,. incorpo-
rates the activity coefficients into the solubility product.

K :L:[] 2+ [ ]ana2-
spe 'YCaZ +’YC0327 Ca CO3
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at equilibrium since @, = [ lionYion, With [ li,n being the readily mea-
surable molar concentration.

A distinction must be made between a thick layer of deposit,
whether calcium carbonate or any other material, and a protective lay-
er. The ideal protection in fact consists of layers of negligible thickness
which do not impede water or heat flow and which are self-healing.
This is difficult to achieve with natural waters. A water which is exact-
ly in equilibrium with respect to calcium carbonate is normally corro-
sive to steel because it has no power to form a calcium carbonate
deposit. Supersaturated waters, on the other hand, unless suitably
treated, will form a substantial scale, but whether this inhibits corro-
sion or not depends on its adherence to the metal and its porosity.

Saturation levels, no matter how refined, are an equilibrium-based
index. They provide a measure of the thermodynamic driving force
that leads a scalant to form, but they do not incorporate the capacity
of the water for continued scaling. A water can have a high saturation
level with no visible scale formation. The driving force might be present,
but there is insufficient mass for gross precipitation. Saturation levels
should be viewed as another tool for developing an overall picture of a
water’s scale potential. They can point out what scales will not form
under the conditions evaluated, but they cannot predict whether
deposits of any significant quantity will form.

The Langelier saturation index. The Langelier saturation index (LSI) is
an equilibrium model derived from the theoretical concept of satura-
tion and provides an indicator of the degree of saturation of water with
respect to calcium carbonate. It can be shown that the Langelier satu-
ration index approximates the base 10 logarithm of the calcite satura-
tion level. The Langelier saturation level approaches the concept of
saturation using pH as a main variable. The LSI can be interpreted as
the pH change required to bring water to equilibrium. Water with a
Langelier saturation index of 1.0 is one pH unit above saturation.
Reducing the pH by 1 unit will bring the water into equilibrium. This
occurs because the portion of total alkalinity present as CO32~ decreas-
es as the pH decreases, according to the equilibria describing the dis-
sociation of carbonic acid [Egs. (2.11) and (2.12)].

H,CO, & HCO,  + H" (2.11)
HCO,” 5 CO2™ + H* (2.12)

The LSI is probably the most widely used indicator of cooling-water
scale potential. It is purely an equilibrium index and deals only with
the thermodynamic driving force for calcium carbonate scale forma-
tion and growth. It provides no indication of how much scale (CaCOj;)
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will actually precipitate to bring water to equilibrium. It simply indi-
cates the driving force for scale formation and growth in terms of pH
as a master variable. LSI is defined as

LSI = pH — pH,

where pH = measured water pH
pH, = pH at saturation in calcite (CaCOs)

In the cooling-water pH range of 6.5 to 9.5, the pH, calculation sim-
plifies to

pH, = (pK, — pK)) + pCa + pAlk

where pK; = negative log,, of the second dissociation constant for
carbonic acid [Eq. (2.12)]
pK; = negative log, of the solubility product for calcite
pCa = negative log;, of calcium measured in the water
pAlk = negative log;, of the total alkalinity measured for the
water being evaluated

A pH decrease of 1 unit will decrease the CO32~ concentration of the
water about tenfold. This affects the saturation level directly by also
decreasing the IAP tenfold. So a 1 pH unit decrease will decrease the
Langelier saturation index by 1 unit. A 1 pH unit decrease will also
decrease the saturation level (IAP/K,,) tenfold. A negative Langelier
saturation index indicates that water is undersaturated with respect
to calcium carbonate (calcite). If the LSI is —1.0, raising the pH of the
water 1 unit will increase the calcium carbonate saturation level to
equilibrium. The 1 pH unit increase does this by increasing the CO32~
portion of the carbonate alkalinity present tenfold. The calcite satura-
tion level increases accordingly (ten times).

Although saturation-level-based indices are very useful, a second fac-
tor must be considered in interpreting them. Saturation-level-based
indices indicate the potential for scale formation if water is unperturbed
for an infinite period of time. Most cooling-water systems have a sub-
stantially shorter holding time index. The LSI was not intended as an
indicator of corrosivity toward mild steel or other metals of construction.
The LSI describes only the stability of an existing calcium carbonate
scale or other calcium carbonate—bearing structure. The LSI does
describe the tendency of water to dissolve calcite scale. It has been pos-
tulated that supersaturated water will form an eggshell-like film of cal-
cium carbonate scale that will act as an inhibitor for corrosion of mild
steel. This can occur in highly buffered waters. The LSI and other satu-
ration-based indices do not guarantee this inhibitory behavior. Calcium
carbonate film formation is typically observed in highly buffered waters.
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It has been shown that water supersaturated with calcium carbon-
ate often develops tubercular deposits which do not inhibit corrosion
on mild steel. This behavior is typically associated with water of low
buffer capacity. Puckorius also warned against using saturation-level-
derived indices as the basis for predicting corrosion problems in cool-
ing systems.

Ryznar stability index. The Ryznar stability index (RSI) attempts to
correlate an empirical database of scale thickness observed in munici-
pal water systems to the water chemistry. Like the LSI, the RSI has
its basis in the concept of saturation level. Ryznar attempted to quan-
tify the relationship between calcium carbonate saturation state and
scale formation. The Ryznar index takes the form

RSI = 2 (pH) — pH

The empirical correlation of the Ryznar stability index can be summa-
rized as follows:

RSI<6 The scale tendency increases as the index decreases.

RSI > 7 The calcium carbonate formation probably does not lead
to a protective corrosion inhibitor film.

RSI > 8 Mild steel corrosion becomes an increasing problem.

Puckorius scaling index. The previously discussed indices account for
only the driving force for calcium carbonate scale formation. They do
not account for two other critical parameters: the buffering capacity of
the water and the maximum quantity of precipitate that can form in
bringing water to equilibrium. The Puckorius (or Practical) scaling
index (PSI) attempts to further quantify the relationship between sat-
uration state and scale formation by incorporating an estimate of the
buffering capacity of the water into the index.

Water that is high in calcium but low in alkalinity and buffering
capacity can have a high calcite saturation level. The high calcium
level increases the ion-activity product. A plot of ion-activity product
versus precipitate for the water would show a rapid decrease in pH
as calcium precipitated because of the low buffering capacity. Even
minuscule decreases in carbonate concentration in the water would
drastically decrease the ion-activity product because of the small
quantity present prior to the initiation of precipitation. Such water
might have a high tendency to form scale as a result of the driving
force, but the quantity of scale formed might be so small as to be
unobservable. The water has the driving force but no capacity and no
ability to maintain pH as precipitate forms.
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The PSI is calculated in a manner similar to the Ryznar stability
index. Puckorius uses an equilibrium pH rather than the actual system
pH to account for the buffering effects:

PSI = 2 (pH, ) — pH,

where pH,, = 1.465 X logy, [Alkalinity] + 4.54
[Alkalinity] = [HCO;7] + 2[CO32"] + [OH ]

Larson-Skold index. The Larson-Skold index describes the corrosivity
of water toward mild steel. The index is based upon evaluation of in
situ corrosion of mild steel lines transporting Great Lakes waters. The
index is the ratio of equivalents per million (epm) of sulfate (SO.2")
and chloride (Cl-) to the epm of alkalinity in the form bicarbonate plus
carbonate (HCO;~ + CO427).

epm Cl” + epm SO,*
epm HCO,™ + epm CO,*"

Larson-Skold index =

As outlined in the original paper, the Larson-Skold index correlated
closely to observed corrosion rates and to the type of attack in the
Great Lakes water study. It should be noted that the waters studied in
the development of the relationship were not deficient in alkalinity or
buffering capacity and were capable of forming an inhibitory calcium
carbonate film, if no interference was present. Extrapolation to other
waters, such as those of low alkalinity or extreme alkalinity, goes
beyond the range of the original data.

The index has proved to be a useful tool in predicting the aggres-
siveness of once-through cooling waters. It is particularly interesting
because of the preponderance of waters with a composition similar to
that of the Great Lakes waters and because of its usefulness as an
indicator of aggressiveness in reviewing the applicability of corrosion
inhibition treatment programs that rely on the natural alkalinity
and film-forming capabilities of a cooling water. The Larson-Skold
index might be interpreted by the following guidelines:

Index < 0.8 Chlorides and sulfate probably will not inter-
fere with natural film formation.

0.8 < index < 1.2 Chlorides and sulfates may interfere with nat-
ural film formation. Higher than desired corro-
sion rates might be anticipated.

Index > 1.2 The tendency toward high corrosion rates of a

local type should be expected as the index
increases.
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Stiff-Davis index. The Stiff-Davis index attempts to overcome the
shortcomings of the Langelier index with respect to waters with high
total dissolved solids and the impact of “common ion” effects on the
driving force for scale formation. Like the LSI, the Stiff-Davis index
has its basis in the concept of saturation level. The solubility product
used to predict the pH at saturation (pH,) for a water is empirically
modified in the Stiff-Davis index. The Stiff-Davis index will predict
that a water is less scale forming than the LSI calculated for the same
water chemistry and conditions. The deviation between the indices
increases with ionic strength. Interpretation of the index is by the
same scale as for the Langelier saturation index.

Oddo-Tomson index. The Oddo-Tomson index accounts for the impact of
pressure and partial pressure of CO, on the pH of water and on the sol-
ubility of calcium carbonate. This empirical model also incorporates cor-
rections for the presence of two or three phases (water, gas, and oil).
Interpretation of the index is by the same scale as for the LSI and Stiff-
Davis indices.

Momentary excess (precipitation to equilibrium). The momentary excess
index describes the quantity of scalant that would have to precipitate
instantaneously to bring water to equilibrium. In the case of calcium
carbonate,

K, = [Ca**] [CO,*]
If water is supersaturated, then
[Ca*][CO,*7] >K, .,

Precipitation to equilibrium assumes that one mole of calcium ions
will precipitate for every mole of carbonate ions that precipitates. On
this basis, the quantity of precipitate required to restore water to equi-
librium can be estimated with the following equation:

[Ca>" — X][CO> - X] =K,

where X is the quantity of precipitate required to reach equilibrium.

X will be a small value when either calcium is high and carbonate low,
or carbonate is high and calcium low. It will increase to a maximum
when equal parts of calcium and carbonate are present. As a result,
these calculations will provide vastly different values for waters with
the same saturation level. Although the original momentary excess
index was applied only to calcium carbonate scale, the index can be
extended to other scale-forming species. In the case of sulfate, momen-
tary excess is calculated by solving for X in the relationship
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[Ca*" — X][SO* — X] = K.
The solution becomes more complex for tricalcium phosphate:
[Ca*" — 3X]’[PO,*” — 2X]* = K.

While this index provides a quantitative indicator of scale poten-
tial and has been used to correlate scale formation in a kinetic mod-
el, the index does not account for two critical factors: First, the pH
can often change as precipitates form, and second, the index does not
account for changes in driving force as the reactant levels decrease
because of precipitation. The index is simply an indicator of the
capacity of water to scale, and can be compared to the buffer capaci-
ty of a water.

Interpreting the indices. Most of the indices discussed previously
describe the tendency of a water to form or dissolve a particular scale.
These indices are derived from the concept of saturation. For example,
saturation level for any of the scalants discussed is described as the
ratio of a compound’s observed ion-activity product to the ion-activity
product expected if the water were at equilibrium Kj,. The following
general guidelines can be applied to interpreting the degree of super-
saturation:

1. If the saturation level is less than 1.0, a water is undersaturated
with respect to the scalant under study. The water will tend to dis-
solve, rather than form, scale of the type for which the index was
calculated. As the saturation level decreases and approaches 0.0,
the probability of forming this scale in a finite period of time also
approaches 0.

2. A water in contact with a solid form of the scale will tend to dissolve
or precipitate the compound until an IAP/K,, ratio of 1.0 is
achieved. This will occur if the water is left undisturbed for an infi-
nite period of time under the same conditions. A water with a satu-
ration level of 1.0 is at equilibrium with the solid phase. It will not
tend to dissolve or precipitate the scale.

3. As the saturation level (IAP/K,,) increases above 1.0, the tenden-
cy to precipitate the compound increases. Most waters can carry
a moderate level of supersaturation before precipitation occurs,
and most cooling systems can carry a small degree of supersatu-
ration. The degree of supersaturation acceptable for a system
varies with parameters such as residence time, the order of the
scale reaction, and the amount of solid phase (scale) present in
the system.
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2.2.4 lon association model

The saturation indices discussed previously can be calculated based
upon total analytical values for all possible reactants. Ions in water,
however, do not tend to exist totally as free ions.?* Calcium, for example,
may be paired with sulfate, bicarbonate, carbonate, phosphate, and oth-
er species. Bound ions are not readily available for scale formation. This
binding, or reduced availability of the reactants, decreases the effective
ion-activity product for a saturation-level calculation. Early indices such
as the LSI are based upon total analytical values rather than free
species primarily because of the intense calculation requirements for
determining the distribution of species in a water. Speciation of a water
requires numerous computer iterations for the following:?

m The verification of electroneutrality via a cation-anion balance, and
balancing with an appropriate ion (e.g., sodium or potassium for
cation-deficient waters; sulfate, chloride, or nitrate for anion-defi-
cient waters).

m Estimating ionic strength; calculating and correcting activity coef-
ficients and dissociation constants for temperature; correcting
alkalinity for noncarbonate alkalinity.

m Jteratively calculating the distribution of species in the water from
dissociation constants. A partial listing of these ion pairs is given in
Table 2.13.

® Verification of mass balance and adjustment of ion concentrations to
agree with analytical values.

m Repeating the process until corrections are insignificant.

m Calculating saturation levels based upon the free concentrations of
ions estimated using the ion association model (ion pairing).

The ion association model has been used by major water treatment
companies since the early 1970s. The use of ion pairing to estimate the
concentrations of free species overcomes several of the major shortcom-
ings of traditional indices. While indices such as the LSI can correct
activity coefficients for ionic strength based upon the total dissolved
solids, they typically do not account for common ion effects. Common
ion effects increase the apparent solubility of a compound by reducing
the concentration of available reactants. A common example is sulfate
reducing the available calcium in a water and increasing the apparent
solubility of calcium carbonate. The use of indices which do not account
for ion pairing can be misleading when comparing waters in which the
TDS is composed of ions which pair with the reactants and of ions
which have less interaction with them.
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TABLE 2.13 Examples of lon Pairs Used to Estimate Free lon Concentrations

Aluminum

[Aluminum] = [AI3*] + [AI(OH)2*] + [AI(OH)y "] + [AI(OH), "] + [AIF2+] + [AIF,*] +
[AlF3] + [AIF, "] + [AISO4*] + [AL(SOy)e ]

Barium

[Barium] = [Ba2*] + [BaSO,] + [BaHCO3*] + [BaCO3] + [Ba(OH)*]

Calcium
[Calcium] = [Ca2 "] + [CaSOy4] + [CaHCO5*] + [CaCO4] + [Ca(OH)*] + [CaHPO,] +
[CaPO4 ] + [CaHPO4 ]

Iron

[Iron] = [Fe2*] + [Fe3"] + [Fe(OH)*] + [Fe(OH)2*] + [Fe(OH)3~] + [FeHPO,*] +
[FeHPO,4] + [FeCl2*] + [FeCly*] + [FeClg] + [FeSO4] + [FeSO,*] +
[FeHoPO4 "] + [Fe(OH)y ™1 + [Fe(OH)3] + [Fe(OH), 1 + [Fe(OH)o] +
[FeH,PO42*]

Magnesium

[Magnesium] = [Mg2*] + [MgSOy4] + [MgHCO3 "] + [MgCO3] + [Mg(OH)*] +
[MgHPO,4] + [MgPO, ] + [MgH,PO,*] + [MgF*]

Potassium

[Potassium] = [K*] + [KSO, "] + [KHPO, ] + [KC1]

Sodium
[Sodium] = [Na*] + [NaSO,"1 + [NayS0,] + [NaHCO5] + [NaCO;3™] + [NagCO3] +
[NaCl] + [NaHPO4™]

Strontium
[Strontium] = [Sr?*] 1 [SrSO4] 1 [STHCO5™] + [SrCO3] + [Sr(OH) ']

The ion association model provides a rigorous calculation of the free
ion concentrations based upon the solution of the simultaneous non-
linear equations generated by the relevant equilibria.?¢ A simplified
method for estimating the effect of ion interaction and ion pairing is
sometimes used instead of the more rigorous and direct solution of the
equilibria.?” Pitzer coefficients estimate the impact of ion association
upon free ion concentrations using an empirical force fit of laboratory
data.?® This method has the advantage of providing a much less calcu-
lation-intensive direct solution. It has the disadvantages of being
based upon typical water compositions and ion ratios, and of unpre-
dictability when extrapolated beyond the range of the original data.
The use of Pitzer coefficients is not recommended when a full ion asso-
ciation model is available.

When indices are used to establish operating limits such as maxi-
mum concentration ratio or maximum pH, the differences between
indices calculated using ion pairing can have some serious economic
significance. For example, experience on a system with high-TDS water
may be translated to a system operating with a lower-TDS water. The
high indices that were found acceptable in the high-TDS water may be
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unrealistic when translated to a water where ion pairing is less signif-
icant in reducing the apparent driving force for scale formation. Table
2.14 summarizes the impact of TDS upon LSI when it is calculated
using total analytical values for calcium and alkalinity, and when it is
calculated using the free calcium and carbonate concentrations deter-
mined with an ion association model.

Indices based upon ion association models provide a common denom-
inator for comparing results between systems. For example, calcite
saturation level calculated using free calcium and carbonate concen-
trations has been used successfully as the basis for developing models
which describe the minimum effective scale inhibitor dosage that will
maintain clean heat-transfer surfaces.?® The following cases illustrate
some practical usage of the ion association model.

Optimizing storage conditions for low-level nuclear waste. Storage costs
for low-level nuclear wastes are based upon volume. Storage is therefore
most cost-effective when the aqueous-based wastes are concentrated to
occupy the minimum volume. Precipitation is not desirable because it
can turn a low-level waste into a high-level waste, which is much more
costly to store. Precipitation can also foul heat-transfer equipment used
in the concentration process. The ion association model approach has
been used at the Oak Ridge National Laboratory to predict the optimum
conditions for long-term storage.?® Optimum conditions involve the
parameters of maximum concentration, pH, and temperature. Figures
2.17 and 2.18, respectively, depict a profile of the degree of supersatura-
tion for silica and for magnesium hydroxide as a function of pH and tem-
perature. It can be seen that amorphous silica deposition may present a
problem when the pH falls below approximately 10, and that magne-
sium hydroxide or brucite deposition is predicted when the pH rises
above approximately 11. Based upon this preliminary run, a pH range
of 10 to 11 was recommended for storage and concentration. Other
potential precipitants can be screened using the ion association model to
provide an overall evaluation of a wastewater prior to concentration.

TABLE 2.14 Impact of lon Pairing on the Langelier Scaling Index (LSI)

LSI
Water Low TDS High TDS TDS impact on LSI
High chloride
No pairing 2.25 1.89 —0.36
With pairing 1.98 1.58 -0.40
High sulfate
No pairing 2.24 1.81 —0.43

With pairing 1.93 1.07 —0.86
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Figure 2.17 Amorphous silica saturation in low-level nuclear wastewater as a function
of pH and temperature (WaterCycle).

Limiting halite deposition in a wet high-temperature gas well. There are
several fields in the Netherlands that produce hydrocarbon gas asso-
ciated with very high TDS connate waters. Classical oilfield scale
problems (e.g., calcium carbonate, barium sulfate, and calcium sul-
fate) are minimal in these fields. Halite (NaCl), however, can be pre-
cipitated to such an extent that production is lost in hours. As a
result, a bottom-hole fluid sample is retrieved from all new wells.
Unstable components are “fixed” immediately after sampling, and pH
is determined under pressure. A full ionic and physical analysis is also
carried out in the laboratory.

The analyses were run through an ion association model computer
program to determine the susceptibility of the brine to halite (and other
scale) precipitation. If a halite precipitation problem was predicted, the
ion association model was run in a “mixing” mode to determine if mixing
the connate water with boiler feedwater would prevent the problem. This
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Figure 2.18 Brucite saturation in low-level nuclear wastewater as a function of pH and
temperature.

approach has been used successfully to control salt deposition in the well
with the composition outlined in Table 2.15. The ion association model
evaluation of the bottom-hole chemistry indicated that the water was
slightly supersaturated with sodium chloride under the bottom-hole con-
ditions of pressure and temperature. As the fluids cooled in the well bore,
the production of copious amounts of halite was predicted.

The ion association model predicted that the connate water would
require a minimum dilution with boiler feedwater of 15 percent to pre-
vent halite precipitation (Fig. 2.19). The model also predicted that over-
injection of dilution water would promote barite (barium sulfate)
formation (Fig. 2.20). Although the well produced H,S at a concentra-
tion of 50 mg/L, the program did not predict the formation of iron sul-
fide because of the combination of low pH and high temperature. Boiler
feedwater was injected into the bottom of the well using the downhole
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injection valve normally used for corrosion inhibitor injection. Injection
of dilution water at a rate of 25 to 30 percent has allowed the well to
produce successfully since start-up. Barite and iron sulfide precipita-
tion have not been observed, and plugging with salt has not occurred.

Identifying acceptable operating range for ozonated cooling systems. It
has been well established that ozone is an efficient microbiological con-
trol agent in open recirculating cooling-water systems (cooling towers).
It has also been reported that commonly encountered scales have not
been observed in ozonated cooling systems under conditions where
scale would otherwise be expected. The water chemistry of 13 ozonat-
ed cooling systems was evaluated using an ion association model. Each
system was treated solely with ozone on a continuous basis at the rate
of 0.05 to 0.2 mg/L based upon recirculating water flow rates.?!

Degree of Saturation

Temperature 125

Figure 2.19 Degree of saturation of halite in a hot gas well as a function of temperature
and reinjected boiler water (DownHole SAT).
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TABLE 2.15 Hot Gas Well Water Analysis

Bottom hole connate Boiler feedwater

Temperature, °C 121 70
Pressure, bars 350 1
pH, site 4.26 9.10
Density, kg/m3 1.300 1.000
TDS, mg-L~! 369,960 <20
Dissolved COy, mg-L~1 223 <1
H,S (gas phase), mg-L~! 50 0
H,S (aqueous phase), mg-L ! <0.5 0
Bicarbonate, mg-L ™1 16 5.0
Chloride, mg-L~! 228,485 0
Sulfate, mg-L~! 320 0
Phosphate, mg-L~! <1 0
Borate, mg-L~! 175 0
Organic acids <Cg, mg-L™1 12 <5
Sodium, mg-L~1 104,780 <1
Potassium, mg-L~1 1,600 <1
Calcium, mg-L 1 30,853 <1
Magnesium, mg-L~! 2,910 <1
Barium, mg-L~! 120 <1
Strontium, mg-L~1 1,164 <1
Total iron, mg-L~1 38.0 <0.01
Lead, mg-L~! 5.1 <0.01
Zinc, mg-L~! 3.6 <0.01

The saturation levels for common cooling-water scales were calcu-
lated, including calcium carbonate, calcium sulfate, amorphous silica,
and magnesium hydroxide. Brucite saturation levels were included
because of the potential for magnesium silicate formation as a result
of the adsorption of silica upon precipitating magnesium hydroxide.
Each system was evaluated by?!

m Estimating the concentration ratio of the systems by comparing
recirculating water chemistry to makeup water chemistry.

m Calculating the theoretical concentration of recirculating water
chemistry based upon makeup water analysis and the apparent, cal-
culated concentration ratio from step 1.

® Comparing the theoretical and observed ion concentrations to deter-
mine precipitation of major species.

m Calculating the saturation level for major species based upon both
the theoretical and the observed recirculating water chemistry.

® Comparing differences between the theoretical and actual chem-
istry to the observed cleanliness of the cooling systems and heat
exchangers with respect to heat transfer surface scale buildup,
scale formation in valves and on non-heat-transfer surfaces, and
precipitate buildup in the tower fill and basin.
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Three categories of systems were encountered:3!

Category 1. The theoretical chemistry of the concentrated water
was not scale-forming (i.e., undersaturated).

Category 2. The concentrated recirculating water would have a
moderate to high calcium carbonate scale-forming tendency. Water
chemistry observed in these systems is similar to that in systems run
successfully using traditional scale inhibitors such as phosphonates.

Category 3. These systems demonstrated an extraordinarily high
scale potential for at least calcium carbonate and brucite. These sys-
tems operated with a recirculating water chemistry similar to that
of a softener rather than of a cooling system. The Category 3 water
chemistry was above the maximum saturation level for calcium car-
bonate where traditional inhibitors such as phosphonates are able to
inhibit scale formation.

g
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Figure 2.20 Degree of saturation of barite in a hot gas well as a function of temperature
and reinjected boiler water.



TABLE 2.16 Theoretical vs. Actual Recirculating Water Chemistry

System Calcium Magnesium Silica
(Category) T* A¥t A% T* At A% T* At A% System cleanliness
1(1) 56 43 13 28 36 -8 40 52 -12 No scale observed
2(2) 80 60 20 88 38 50 24 20 4 Basin buildup
3(2) 238 288 —-50 483 168 315 38 31 7 Heavy scale
4(2) 288 180 108 216 223 =7 66 48 18 Valve scale
5(3) 392 245 147 238 320 —82 112 101 11 Condenser tube scale
6(3) 803 163 640 495 607 -112 162 143 19 No scale observed
7(3) 1464 200 1264 549 135 414 112 101 11 No scale observed
8(3) 800 168 632 480 78 402 280 78 202 No scale observed
9(3) 775 95 680 496 78 418 186 60 126 No scale observed
10 (3) 3904 270 3634 3172 508 2664 3050 95 2995 Slight valve scale
11 (3) 4170 188 3982 308 303 5 126 126 0 No scale observed
12 (3) 3660 800 2860 2623 2972 —349 6100 138 5962 No scale observed
13 (3) 7930 68 7862 610 20 590 1952 85 1867 No scale observed

*T = theoretical (ppm).

TA = actual (ppm).

FA = difference (ppm).



TABLE 2.17 Theoretical vs. Actual Recirculating Water Saturation Level

System Calcite Brucite Silica
(Category) T=* At T* At T* At Observation
1(1) 0.03 0.02 <0.001 <0.001 0.20 0.25 No scale observed
2(2) 49 5.4 0.82 0.02 0.06 0.09 Basin buildup
3(2) 89 611 2.4 0.12 0.10 0.12 Heavy scale
4(2) 106 50 1.3 0.55 0.13 0.16 Valve scale
5(3) 240 72 3.0 0.46 0.21 0.35 Condenser tube scale
6(3) 540 51 5.3 0.73 0.35 0.49 No scale observed
7(3) 598 28 10 0.17 0.40 0.52 No scale observed
8(3) 794 26 53 0.06 0.10 0.33 No scale observed
9(3) 809 6.5 10 <0.01 0.22 0.27 No scale observed
10 (3) 1198 62 7.4 0.36 0.31 0.35 Slight valve scale
11 (3) 1670 74 4.6 0.36 0.22 0.44 No scale observed
12 (3) 3420 37 254 0.59 1.31 0.55 No scale observed
13 (3) 7634 65 7.6 0.14 1.74 0.10 No scale observed

*T = theoretical (ppm).

TA = actual (ppm).
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Table 2.16 outlines the theoretical versus actual water chemistry for
the 13 systems evaluated. Saturation levels for the theoretical and
actual recirculating water chemistries are presented in Table 2.17. A
comparison of the predicted chemistries to observed system cleanli-
ness revealed the following:3!

® Category 1 (recirculating water chemistry undersaturated). The sys-
tems did not show any scale formation.

m Category 2 (conventional alkaline cooling system control range).
Scale formation was observed in eight of the nine Category 2 sys-
tems evaluated.

m Category 3 (cooling tower as a softener). Deposit formation on heat-
transfer surfaces was not observed in most of these systems.

The study revealed that calcium carbonate (calcite) scale formed
most readily on heat-transfer surfaces in systems operating in a cal-
cite saturation level range of 20 to 150, the typical range for chemical-
ly treated cooling water. At much higher saturation levels, in excess of
1000, calcite precipitated in the bulk water. Because of the over-
whelming high surface area of the precipitating crystals relative to the
metal surface in the system, continuing precipitation leads to growth
on crystals in the bulk water rather than on heat-transfer surfaces.
The presence of ozone in cooling systems does not appear to influence
calcite precipitation and/or scale formation.?

Optimizing calcium phosphate scale inhibitor dosage in a high-TDS cooling
system. A major manufacturer of polymers for calcium phosphate
scale control in cooling systems has developed laboratory data on the
minimum effective scale inhibitor (copolymer) dosage required to pre-
vent calcium phosphate deposition over a broad range of calcium and
phosphate concentrations, and a range of pH and temperatures. The
data were developed using static tests, but have been observed to cor-
relate well with the dosage requirements for the copolymer in operat-
ing cooling systems. The data were developed using test waters with
relatively low levels of dissolved solids. Recommendations from the
data were typically made as a function of calcium concentration, phos-
phate concentration, and pH. This database was used to project the
treatment requirements for a utility cooling system that used geother-
mal brine for makeup water. An extremely high dosage (30 to 35 mg/L)
was recommended based upon the laboratory data.?

It was believed that much lower dosages would be required in the
actual cooling system because of the reduced availability of calcium
anticipated in the high-TDS recirculating water. As a result, it was
believed that a model based upon dosage as a function of the ion asso-
ciation model saturation level for tricalcium phosphate would be more
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appropriate, and accurate, than a simple lookup table of dosage ver-
sus pH and analytical values for calcium and phosphate. Tricalcium
phosphate saturation levels were calculated for each of the laborato-
ry data points. Regression analysis was used to develop a model for
dosage as a function of saturation level and temperature.

The model was used to predict the minimum effective dosage for the
system with the makeup and recirculating water chemistry found in
Table 2.18. A dosage in the range of 10 to 11 mg/L was predicted, rather
than the 30 ppm derived from the lookup tables. A dosage minimization
study was conducted to determine the minimum effective dosage. The
system was initially treated with the copolymer at a dosage of 30 mg/L
in the recirculating water. The dosage was decreased until deposition
was observed. Failure was noted when the recirculating water concen-
tration dropped below 10 mg/L, validating the ion association—based
dosage model.

2.2.5 Software Systems

Some software systems are available for water treatment personnel.
The products combine the calculation sophistication of university-
based mainframe programs with a practical, commonsense engineer-
ing approach to evaluating and solving water treatment problems.
Color-coded graphics in combination with 3-D representation can be
quite useful in visualizing water treatment problems over a user-
defined probable dynamic operating range. Graphics reduce advanced
physical chemistry concepts and profiles to a level where even laypeo-
ple can understand the impact of changing parameters such as pH,

TABLE 2.18 Calcium Phosphate Inhibitor Dosage Optimization Example

Water analysis at 6.2 cycles Deposition potential indicators
Cations Saturation level
Calcium (as CaCOg) 1339 Calcite 38.8
Magnesium (as CaCOs3) 496 Aragonite 32.9
Sodium (as Na) 1240 Silica 0.4
Anions Tricalcium phosphate 1074
Chloride (as Cl) 620 Anhydrite 1.3
Sulfate (as SOy4) 3384 Gypsum 1.7
Bicarbonate (as HCO3) 294 Fluorite 0.0
Carbonate (as COg3) 36 Brucite <0.1
Silica (as SiOg) 62 Simple indices
Parameters Langelier 1.99
pH 8.40 Ryznar 441
Temperature, °C 36.7 Practical 4.20
Half-life, h 72 Larson-Skold 0.39

Recommended Treatment
100% active copolymer, mg/L 10.53
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temperature, or concentration. These products serve niche water
treatment markets, including the cooling-water and oilfield markets.
An ion association model engine forms the basis for the sophisticated
predictions of scale, corrosion, and inhibitor optimization provided by
these software systems.

Scaling of cooling water. Watercycle is a computer-based system that
allows a water treatment chemist to evaluate the scale potential for
common scalants over the range of water chemistry, temperature, and
pH anticipated in an operational cooling system.?? This computer sys-
tem, which was developed to allow water treaters to readily evaluate the
scale potential for common scalants over the broadest of operating
ranges without the necessity for tedious manual calculations, has been
used to generate the analyses presented in this section.

Even when scaling indices can be calculated, they often offer con-
flicting results that can easily cloud the interpretation of what they
are foretelling. The program can be applied to long- as well as short-
residence-time systems. The computer system uses the mean salt
activities for estimating ion-activity coefficients based upon tempera-
ture and ionic strength.2* The use of ion pairing expands the useful-
ness of calculated saturation levels. The system can assist the cooling
tower operator or water treaters in establishing control limits based on
concentration ratio (cycles of concentration), pH, and temperature
profiles. The program can be used to

® Develop an overall profile of scale potential for common cooling-
system scalants over the entire range of critical operating parame-
ters anticipated.

m Evaluate the scale potential of an open recirculating cooling system
versus concentration ratio as an aid in establishing control limits.

m Evaluate the benefits of pH control with respect to scale potential
and to estimate acid requirements.

m Review these indicators as water quality changes or environmental
constraints force operation with reduced water quality and
increased scale potential.

® Learn about the interaction of water chemistry and operating condi-
tions (pH, temperature) by using the program as a system simulator.

Many cooling-water evaluations assume that the cooling system is
static. Indices for scale potential are calculated at the “harshest” con-
ditions for the foulant under study. What-if scenario modeling provides
one of the greatest benefits from using Watercycle. The “what-if scenario”
modules allow one to
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® Visualize what will happen to the scale potential and corrosivity of a
cooling water as operating parameters and water chemistry change.

m Evaluate the current cooling water over the entire range of operat-
ing parameters.

® Predict water scaling behavior for use in evaluating new cooling sys-
tems, and as an aid in establishing control ranges and operating
parameters.

In the case of calcium carbonate scale, indices are typically calculat-
ed at the highest expected temperature and highest expected pH—the
conditions under which calcium carbonate is least soluble. In the case
of silica, the opposite conditions are used. Amorphous silica has its
lowest solubility at the lowest temperature and lowest pH encoun-
tered. Indices calculated under these conditions would be acceptable in
many cases. Unfortunately, cooling systems are not static. The
foulants silica and tricalcium phosphate are used as examples to
demonstrate the use of operating range profiles in developing an in-
depth evaluation of scale potential and the impact of loss of control.

Silica. Guidelines for the upper silica operating limits have been well
defined in water treatment practice, and have evolved with the treatment
programs. In the days of acid chromate cooling-system treatment, an
upper limit of 150 ppm silica as SiO; was common. The limit increased to
180 ppm with the advent of alkaline treatments and pH control limits up
to 9.0. Silica control levels approaching or exceeding 200 ppm as SiO,
have been reported for the current high-pH, high-alkalinity all-organic
treatment programs where pH is allowed to equilibrate at 9.0 or higher.

The evolution of silica control limits can be readily understood by
reviewing the silica solubility profile. As depicted in Fig. 2.21, solubility
of amorphous silica increases with increasing pH. Silica solubility also
increases with increasing temperature. In the pH range of 6.0 to 8.0 and
temperature range of 20 to 30°C, cooling water will be saturated with
amorphous silica when the concentration reaches 100 ppm (20°C) or 135
ppm (30°C) as SiO,. These concentrations correspond to a saturation
level of 1.0. The traditional silica limit for this pH range has been 150
ppm as SiO,. As outlined in Table 2.19, a limit of 150 ppm would corre-
spond roughly to a saturation level of 1.4 at 20°C and 1.1 at 30°C.

At the upper end of the cooling-water pH range (9.0), silica solubili-
ty increases to 115 ppm (20°C) and 140 ppm (30°C). A control limit of
180 ppm would correspond to saturation levels of 1.5 and 1.3, respec-
tively. In systems where concentration ratio is limited by silica solu-
bility, it is recommended that the concentration ratio limit be
reestablished seasonally based on amorphous silica saturation level or
whenever significant temperature changes occur.?
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Figure 2.21 Solubility of amorphous silica as a function of temperature and pH.

TABLE 2.19 Silica Limits for Three Treatment Schemes
Low pH (6.0) Moderate pH (7.6) High pH (8.9)

Temperature (°C) 20 30 20 30 20 30
Silica level (ppm) 130 150 150 150 >180 >180
Saturation level limit 1.2 1.1 1.4 1.1 1.5 1.3

Calcium phosphate. Neutral phosphate programs can benefit from satu-
ration-level profiles for tricalcium phosphate. Treatment programs
using orthophosphate as a corrosion inhibitor must operate in a nar-
row pH range in order to achieve satisfactory corrosion inhibition
without catastrophic calcium phosphate deposition occurring.
Operating-range profiles for tricalcium phosphate can assist the water
treatment chemist in establishing limits for pH, concentration ratio,
and orthophosphate in the recirculating water. Such profiles are also
useful in showing operators the impact of loss of pH control, chemical
overfeed, or overconcentration.

Scaling of deep well water. DownHole SAT is another specialized com-
puter program that allows a water treatment specialist to evaluate the
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scale potential for common scalants over a broad range of water chem-
istry parameters, such as temperature, pressure, pH, and pCO,.33 As
with the previous computer system, “what-if scenario” modules pro-
vide an easy way to visualize what could happen to the scale potential
and corrosivity of a water as environmental parameters and water
chemistry change. The what-if scenarios also allow evaluating the
impact of bringing a water to the surface, or finding the safe ratios for
mixing waters under varying conditions. The scenarios can provide a
predictor for use in anticipating problems in new or proposed wells.
The following indices and the scaling behavior of the solid species
shown in Table 2.20 are all calculated by DownHole SAT.

m Stiff-Davis
® Oddo-Tomson
® Ryznar

® Puckorius
m Larson-Skold

”»

Convenience groups. Three “convenience groups” have been pro-
grammed into the computer system to allow multiple graph selection
for common groups:

® The common foulants group includes calcite, barite, witherite, and
anhydrite saturation levels.

® The common indices group includes the Langelier, Stiff-Davis, Oddo-
Tomson, and Ryznar indices.

TABLE 2.20 Scales Modeled by DownHole SAT

Scale Formula
Calcite CaCOg
Aragonite CaCOg
Witherite BaCOg
Magnesite MgCOg3
Siderite FeCOg
Barite BaSO,
Anhydrite CaSOy4
Gypsum CaS0,4-2H,0
Celestite SrSO4
Fluorite CaFy
Amorphous iron Fe(OH)3
Amorphous silica SiOg
Brucite Mg(OH),
Strengite FePO4-2H,0
Tricalcium phosphate Cag(POy)e
Hydroxyapatite Cas(POy)3(OH)
Thenardite NagSO4
Halite NaCl
Iron sulfide FeS
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® The calcium carbonate group includes calcite saturation level, the
Langelier saturation index, the Stiff-Davis index, and the Oddo-
Tomson index.

Dosages for scale inhibitors should be applied as a function of a driving
force for scale formation and growth (e.g., calcite saturation level), tem-
perature as it affects reaction rates, pH as it affects the dissociation
state of the inhibitor, and time. A version of the computer program
allows the development of mathematical models for the minimum effec-
tive scale inhibitor dosage as a function of these parameters: driving
force, temperature, pH, and time.

Mathematical models. Mathematical models for an inhibitor are devel-
oped by the program using multiple regression. The goodness of fit for
the data can be presented in table and graphical format. Models are
discussed by parameter. The basic parameter to which scale inhibitor
dosages have been correlated historically is the driving force for crys-
tal formation and crystal growth. Early models attempted to develop
models based upon the Langelier saturation index or the Ryznar sta-
bility index. Most water treaters are in agreement that dosage
requirements increase with the driving force for scale formation.
Calcite saturation level provides an excellent driving force for calcium
carbonate scale inhibitor models, gypsum saturation level for calcium
sulfate in the cooling-water temperature range, and tricalcium phos-
phate saturation level for calcium phosphate scale prevention. The
momentary excess indices can also be used effectively to model dosage
requirements.

A second critical factor in determining an effective dosage or devel-
oping a model for an inhibitor is time. Time is the residence time of
scale-forming species in the system you wish to treat. The time factor
for scale inhibition can be as short as 4 to 10 s in a utility condenser
system, or extend into days for cooling towers. In high-saturation-level
systems, the induction period can be very short. In systems where
water is barely supersaturated, the induction time can approach infin-
ity. Scale inhibitors have been observed to extend the induction time
before scale formation or growth on existing scale substrate occurs.34

Inhibitors extend the time before scale will form in a system by
interfering with the kinetics of crystal formation and growth. Rate
decreases as inhibitor dosages increase. Additional parameters include
temperature, as it affects the rate of crystal formation and/or growth.
Dosage changes with temperature can be modeled with a simple
Arrhenius relationship. pH is an important parameter to include in
these models when an inhibitor can exist in two or more forms within
the pH range of use, and one of the forms is much more active as a
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scale inhibitor than the other(s). pH can also affect the type of scale
that forms (e.g., tricalcium phosphate versus hydroxylapatite).

2.3 Seawater
2.3.1 Introduction

Seawater systems are used by many industries, such as shipping, off-
shore oil and gas production, power plants, and coastal industrial plants.
The main use of seawater is for cooling purposes, but it is also used for
firefighting, oilfield water injection, and desalination plants. The corro-
sion problems in these systems have been well studied over many years,
but despite published information on materials behavior in seawater,
failures still occur. Most of the elements that can be found on earth are
present in seawater, at least in trace amounts. However, 11 of the con-
stituents account for 99.95 percent of the total solutes, as indicated in
Table 2.21, with chloride ions being by far the largest constituent.

The concentration of dissolved materials in the sea varies greatly
with location and time because rivers dilute seawater, rain, or melting
ice, and seawater can be concentrated by evaporation. The most impor-
tant properties of seawater are®

® Remarkably constant ratios of the concentrations of the major con-
stituents worldwide

High salt concentration, mainly sodium chloride

High electrical conductivity

m Relatively high and constant pH

m Buffering capacity

m Solubility for gases, of which oxygen and carbon dioxide in particu-
lar are of importance in the context of corrosion

® The presence of a myriad of organic compounds

® The existence of biological life, to be further distinguished as micro-
fouling (e.g., bacteria, slime) and macrofouling (e.g., seaweed, mus-
sels, barnacles, and many kinds of animals or fish)

Some of these factors are interrelated and depend on physical, chem-
ical, and biological variables, such as depth, temperature, intensity of
light, and the availability of nutrients. The main numerical specifica-
tion of seawater is its salinity.

Salinity. Salinity was defined, in 1902, as the total amount of solid mate-
rial (in grams) contained in one kilogram of seawater when all halides
have been replaced by the equivalent of chloride, when all the carbonate
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Salinity. Salinity was defined, in 1902, as the total amount of solid mate-
rial (in grams) contained in one kilogram of seawater when all halides
have been replaced by the equivalent of chloride, when all the carbonate
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TABLE 2.21 Average Concentration of the 11 Most
Abundant lons and Molecules in Clean Seawater
(35.00 %. Salinity, Density of 1.023 g-cm 2 at 25°C)

Concentration

Species mmol 1-kg™! gkg!
Na*t 468.5 10.77
K* 10.21 0.399
Mg2 " 53.08 1.290
Ca2*t 10.28 0.4121
Sr2+ 0.090 0.0079
Ccl- 545.9 19.354
Br- 0.842 0.0673
F- 0.068 0.0013
HCO3~ 2.30 0.140
S042~ 28.23 2.712
B(OH)s 0.416 0.0257

is converted to oxide, and when all organic matter is completely oxidized.
The definition of 1902 was translated into Eq. (2.13), where the salinity
(S) and chlorinity (Cl) are expressed in parts per thousand (%o).

S (%0) = 0.03 + 1.805C1 (%0) (2.13)

The fact that the equation of 1902 gives a salinity of 0.03 %o for zero
chlorinity was a cause for concern, and a program led by the famous
United Nations Scientific, Education and Cultural Organization
(UNESCO) helped to determine a more precise relation between chlo-
rinity and salinity. The definition of 1969 produced by that study is
given in Eq. (2.14):

S (%0) = 1.80655C1 (%o) (2.14)

The definitions of 1902 and 1969 give identical results at a salinity
of 35 %0 and do not differ significantly for most applications. The defi-
nition of salinity was reviewed again when techniques to determine
salinity from measurements of conductivity, temperature, and pres-
sure were developed. Since 1978, the Practical Salinity Scale defines
salinity in terms of a conductivity ratio:

The practical salinity, symbol S, of a sample of sea water, is defined in terms
of the ratio K of the electrical conductivity of a sea water sample of 15°C and
the pressure of one standard atmosphere, to that of a potassium chloride
(KC1) solution, in which the mass fraction of KCl is 0.0324356, at the same
temperature and pressure. The K value exactly equal to one corresponds, by
definition, to a practical salinity equal to 35.

The corresponding formula is given in Eq. (2.15).36

S = 0.0080 — 0.1692K"® + 25.3853K + 14.0941K'®
— 7.0261K* + 2.7081K*® (2.15)
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Note that in this definition, (%¢) is no longer used, but an old value
of 35%o corresponds to a new value of 35. Since the introduction of this
practical definition, salinity of seawater is usually determined by mea-
suring its electrical conductivity and generally falls within the range
32 to 35 %o.%

Other ions. A large part of the dissolved components of seawater is
present as ion pairs or in complexes, rather than as simple ions. While
the major cations are largely uncomplexed, the anions other than chlo-
ride are to varying degrees present in the form of complexes. About 13
percent of the magnesium and 9 percent of the calcium in ocean waters
exist as magnesium sulfate and calcium sulfate, respectively. More
than 90 percent of the carbonate, 50 percent of the sulfate, and 30 per-
cent of the bicarbonate exist as complexes. Many minor or trace com-
ponents occur primarily as complexed ions at the pH and the redox
potential of seawater. Boron, silicon, vanadium, germanium, and iron
form hydroxide complexes. Gold, mercury, and silver, and probably cal-
cium and lead, form chloride complexes. Magnesium produces com-
plexes with fluorides to a limited extent.

Surface seawater characteristically has pH values higher than 8
owing to the combined effects of air-sea exchange and photosynthesis.
The carbonate ion concentration is consequently relatively high in sur-
face waters. In fact, surface waters are almost always supersaturated
with respect to the calcium carbonate phases, calcite and aragonite.
The introduction of molecular carbon dioxide into subsurface waters
during the decomposition of organic matter decreases the saturation
state with respect to carbonates. While most surface waters are strong-
ly supersaturated with respect to the carbonate species, the opposite is
true of deeper waters, which are often undersaturated in carbonates.

Precipitation of inorganic compounds from seawater. The value of cal-
careous deposits in the effective and efficient operation of marine
cathodic protection systems is generally recognized by corrosion engi-
neers. The calcareous films are known to form on cathodic metal sur-
faces in seawater, thereby enhancing oxygen concentration polarization
and reducing the current density needed to maintain a prescribed
cathodic potential. For most cathodic surfaces in aerated waters, the
principal reduction reaction is described by Eq. (2.16):

0, + 2H,0 + 4e” — 40H" (2.16)

In cases where the potential is more negative than the reversible
hydrogen electrode potential, the production of hydrogen as described
in Eq. (2.17) becomes possible:

2H,0 + 2¢ — H, + 20H" (2.17)
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In either case, the production of hydroxyl ions results in an
increase in pH for the electrolyte adjacent to the metal surface. In
other terms, an increase in OH~ is equivalent to a corresponding
reduction in acidity or H* ion concentration. This situation causes
the production of a pH profile in the diffuse layer, where the equilib-
rium reactions can be quite different from those in the bulk seawater
conditions. Temperature, relative electrolyte velocity, and electrolyte
composition will all influence this pH profile. There is both analyti-
cal and experimental evidence that such a pH increase exists as a
consequence of the application of a cathodic current. In seawater, pH
is controlled by the carbon dioxide system described in Eqs. (2.18)
through (2.20):

CO, + H,0 - H,CO, (2.18)
H,CO, - H* + HCO," (2.19)
HCO, - H* + CO* (2.20)

If OH~ is added to the system as a consequence of one of the above
cathodic processes [Eqgs. (2.16) and (2.17)], then the reactions
described in Egs. (2.21) and (2.22) become possible, with Eq. (2.23)
describing the precipitation of a calcareous deposit.

CO, + OH™ - HCO," (2.21)
OH + HCO, — H,0 + CO,>" (2.22)
CO,2 + Ca" — CaCO (2.23)

3(s)

The equilibria represented by Egs. (2.18) through (2.23) further indi-
cate that as OH~ is introduced, then Eqgs. (2.19) and (2.20) are dis-
placed to the right, resulting in proton production. This opposes any
rise in pH and accounts for the buffering capacity of seawater.
Irrespective of this, however, Eqs. (2.18) through (2.23) indicate that
this buffering action is accompanied by the formation of calcareous
deposits on cathodic surfaces exposed to seawater.

Magnesium compounds, Mg(OH), in particular, could also contribute
to the protective character of calcareous deposits. However, calcium car-
bonate is thermodynamically stable in surface seawater, where it is
supersaturated, whereas magnesium hydroxide is unsaturated and less
stable. In fact, Mg(OH), would precipitate only if the pH of seawater
were to exceed approximately 9.5. This is the main reason why the
behavior of CaCOs; in seawater has been so extensively studied, since cal-
cium carbonate sediments are prevalent and widespread in the oceans.?”

It has been demonstrated that calcium carbonate occurs in the
oceans in two crystalline forms, i.e., calcite and aragonite. Partly
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because calcite and magnesium carbonate have similar structures,
these compounds form solid solutions, the Ca:Mg ratio of which
depends on the ratio of these ions in seawater. Theoretical calcula-
tions suggest that calcite in equilibrium with seawater should contain
between 2 and 7 mol% MgCQO;. But although low magnesium calcite
is the most stable carbonate phase in seawater, its precipitation and
crystal growth are strongly inhibited by dissolved magnesium.
Consequently, aragonite is the phase that actually precipitates when
seawater is made basic by the addition of sodium carbonate. The
degree of saturation for aragonite is described in Eq. (2.24),

K

sp, aragonite

where (Ca?*) and (CO327) are the molalities of the Ca?* and COs2~ ions,
respectively, and Ky, aragonite 15 the solubility product of aragonite (at
25°C, Ky, aragonite = 6.7 X 1077).

In order to understand the buildup of carbonate ions at a metallic
surface under cathodic protection (CP), one can combine Egs. (2.17),
(2.21), and (2.22) to obtain an expression describing the electrochemi-
cal production of carbonate ions [Eq. (2.25)]:

= (Ca*)(CO,*) (2.24)

H,0 + CO, + 2¢~ - H, + CO,>" (2.25)

By referring to Chap. 1, Aqueous Corrosion, one can also develop an
expression for the limiting current corresponding to this reaction [Eq.
(2.26)]:

Coo2- -C

27
. 92— 3, surface C03 > bulk
i, = nFDco, 5

(2.26)

where, at neutral bulk pH, the concentration of carbonate ions in sea-
water is basically zero, and the expression of i; is correctly described
by Eq. (2.27):

Ceo2-

surface
3

I, = nFDCOSQ’ 5

(2.27)

Oxygen. The oxygen content depends primarily on factors such as
salinity and temperature. Relationships have been derived from which
the equilibrium concentration of dissolved oxygen can be calculated if
the absolute temperature 7' (K) and salinity S (%0) are known:3®

In [0,] (mL - L) = A, + A, (100/T) + A, In (T/100) + A, (T/100) +
SIB, + B, (T/100) + B, (T/100)]
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where A; = —173.4292

A, = 249.6339
A; = 143.3483
Ay = —21.8492
B, = —0.033096
B, = 0.014259

B; = —0.0017000

The primary source of the dissolution of oxygen is the air-sea
exchange with oxygen in the atmosphere, leading to near saturation
(within 5 percent). However, mainly because of biological processes,
deviations may occur with the seasons; e.g., in spring, when significant
photosynthesis develops, supersaturation levels up to 200 percent may
be found. Another action that can cause supersaturation of oxygen is
the entrainment of air bubbles as a result of wave action, resulting in
supersaturation values up to 10 percent.

The normal profile of corrosion of unprotected steel, as in the case of
pilings or the supporting legs for offshore oil-drilling structures, is
shown in Fig. 2.22 based on the measurements of the distribution of
corrosion of test pilings exposed in a partially enclosed basin at Kure
Beach, North Carolina.38

The reverse of the process is the biochemical oxidation of organic
matter, leading to oxygen consumption and undersaturation coupled
with carbon dioxide production and acidification. The rate and occur-
rence of such processes are strongly dependent on the availability of
nutrients and dissolved oxygen. It is for this reason that very low oxy-
gen concentrations can be found below the zone of surface mixing, as is
the case in some locations in the Pacific Ocean.?® At still greater depths
the oxygen level can increase again as a result of the supply of oxygen-
rich cold water by deep oceanographic currents. However, such situa-
tions are strongly related to local conditions and can also depend on the
season. Examples are known where in winter the mixed zone extends
to the bottom because of the action of storms, whereas in summer the
same water may become stratified, as in parts of the North Sea.

At any location there are seasonal variations in salinity, tempera-
ture, and other parameters. There are also variations with the depth
of water, as illustrated in Fig. 2.23, representing data collected during
studies at U.S. Naval Engineering test sites in the Pacific Ocean. It
should not be assumed that the variations found in these studies can
be extrapolated to other oceanographic sites. For example, observa-
tions within the same depth range in the Atlantic Ocean showed a
much higher concentration of dissolved oxygen to the bottom, even
approaching the concentration found at the surface. The effects of
depth on corrosion will thus vary from location to location, depending
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principally on the variations in concentration of dissolved oxygen and
bacterial activity, for which the information is slowly developing.

Organic compounds. Seawater contains a wide variety of dissolved
organic compounds. The total amount is low (~2 ppm), but their com-
position is very complex. Some of the organic compounds are resistant
to decomposition and are relatively old. However, most are biological-
ly active and are constantly being modified. The organic content of the
oceans is very important to biological life processes, and the effects are
much greater than might be assumed from the amount of material
present. A large number of soluble compounds have been identified in
seawater, including amino and organic acids and carbohydrates.

Zone 1

Atmospheric \
corrosion \

Zone 2
Splash zone >
above high tide /

Zone 3 L]

Tidal I:

Zone 4 >
Continuously /

submerged /

Zone 5
Subsoil

Relative loss in metal thickness

Figure 2.22 Corrosion profile of steel piling in seawater.
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Figure 2.23 Variations in seawater with depth at a Pacific Ocean test site. The units

have to be estimated with the following conversion: temperature, scale X 1 (°C); oxygen,
The main effect of polluted seawater arises from a

combination of low oxygen content and generally decreased pH,

scale X 0.333 (ppm); pH, 6.4 + scale X 0.1 (pH unit); salinity, 33.0 + scale X 0.1 (%o).

together with the presence of sulfide ions and/or ammonia. It may be
risk that the water velocity will be below the design value in some
areas. Organic matter entering such a system can be deposited in lay-

that, depending on the design of a cooling-water system, there is the

Polluted seawater.
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ers in some areas rather than being either filtered off and rejected or
allowed to pass through the system. Such layers become anaerobic
and yield significant amounts of sulfides, which are introduced into
the cooling water and so become available for reaction with adjacent
metal surfaces. In particular, a number of copper alloys will be affect-
ed by these high sulfide levels and become more susceptible to pitting.

Pollution can also occur when biofouling present in systems decays to
produce sulfur-containing compounds. This form of pollution is a major
problem in situations where the use of hypochlorite and other biocides
is prohibited or restricted. In a large cooling system this can result in
significant amounts of biological matter being generated in the form of
thick layers of barnacles, mussels, and shellfish. During stagnant or
low-flow water conditions, the system is likely to become anaerobic,
resulting in death of the organisms followed by their gradual decompo-
sition.

Brackish coastal water. Brackish water is defined as natural ocean
water diluted to a certain extent with fresh water. The ionic concen-
tration will diminish, depending upon the dilution factor, as will the
electrical conductivity. However, under normal circumstances, even
with a dilution to a salinity of 5 to 10 %o, the chlorinity ratios of the
major ions will not change. In contrast, the concentrations of the minor
constituents can be changed by several orders of magnitude. Brackish
water differs from open seawater in certain other respects. The bio-
logical activity, for example, can be significantly modified by higher
concentrations of nutrients. Fouling is also likely to be more severe as
a consequence of the greater availability of nutrients. An additional
factor can be a significant increase in the proportion of suspended
solids in brackish water, which can be as much as two orders of mag-
nitude greater than in open seawater.?> The main differences between
seawater and brackish coastal water are:

1. Oxygen content may change owing to decreased salt concentration,
generally increased temperature, and pollution.

2. Chloride content decreases owing to increased dilution.
3. Specific conductivity decreases owing to increased dilution.

4. The concentration and the diversity of the organic compounds will
generally increase.

5. The increased amount of fouling often arising in brackish waters
will lead to increased shielding, and thus a decrease in the general
corrosion rate, as a result of oxygen reduction.

6. The increase in the level of suspended solids, often associated with
brackish waters, is likely to have a marked effect on corrosion
processes, often in association with water velocity effects.
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Within harbors, bays, and other estuaries, marked differences in
the amount and type of fouling can exist. The main environmental
factors responsible, singly or in combination, for these differences
are the salinity, the degree of pollution, and the prevalence of silt.
Moreover, the influence of these factors can be very specific to the
type of organism involved. Apart from differences that can develop
between different parts of the same estuary, there can also be dif-
ferences between fouling in enclosed waters and on the open coast.
In this respect, the extent of offshore coastal fouling is strongly
determined by the accessibility to a natural source of infection.
Local currents, average temperature, seasonal effects, depth, and
penetration of light are operative factors. The pollution can also be
quite important in coastal areas. Two main sources of pollution have
been identified:

®m Waste products of industrial, farming, or domestic origin: heavy
metal ions, nutrients such as phosphates and nitrates, dissolved
organic material, etc.

® Products arising from bacteriological and biological processes in the
seawater itself

There are many examples of the detrimental effects of decaying
organic material in cooling systems, for instance, seaweed, barnacles,
mussels, and shellfish accumulated in heat-exchanger systems. For
unpolluted seawater, it normally suffices to measure the salinity or
chlorinity, the pH, and perhaps the oxygen content. However, in the
case of polluted seawater, it is often necessary to obtain additional
data. These can include the concentrations of heavy metal ions, sul-
fide, and ammonia as well as the chemical oxygen demand (COD) and
total organic carbon (TOC) values.

2.3.2 Corrosion resistance of materials in
seawater

Table 2.22 lists the materials commonly used in seawater systems as
a function of whether they pertain to a low-cost (high-maintenance)
or low-maintenance (high-cost) category. For low-initial-cost sys-
tems, materials such as mild steel and cast iron with and without
coatings can often be used. In marine engineering, upgrading from
steel has traditionally meant a change to copper-based alloys, and
this trend is also occurring for offshore oil and land-based plants
where high reliability is required. However, in recent years, systems
based on high-performance stainless steels such as the 6% Mo
superaustenitic and the super duplexes have been used by the off-
shore industry.
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TABLE 2.22 Materials Used in Seawater Systems

Component Low-cost system Low-maintenance system
Pipe Galvanized steel 90/10 cupronickel
Flanges Steel Cast or forged 90/10 cupronickel
Steel welded overlayed with cupronickel
Gunmetal

6% Mo austenitic high duplex

Tube plates 60/40 brass/naval brass Nickel aluminum bronze
90/10 cupronickel
6% Mo austenitic high duplex

Tubes Aluminum brass 70/30 cupronickel (particularly
2% Fe + 2% Mn)
90/10 cupronickel

Pump casing Cast iron or leaded Cast cupronickel
gunmetal Nickel aluminum bronze
Admiralty gunmetal
Ni-resist type D2
Pump impeller =~ Gunmetal Monel alloy 410
Alloy 20 (CN7M)

Stainless steel (CF3 and CF8)
Nickel aluminum bronze

Pump shaft Naval brass Monel alloy 400 or 500
Nickel aluminum bronze
Ni-resist iron type D2
Nickel aluminum
6% Mo austenitic high duplex
UNS 31600 stainless steel

Strainer body Cast iron Cast cupronickel
Gunmetal
6% Mo austenitic high duplex

Strainer Galvanized iron Monel alloy 400
6% Mo austenitic high duplex

Plate Munz metal 6% Mo austenitic high duplex

Carbon steel. Corrosion of carbon steel in seawater is controlled by the
availability of oxygen to the metal surface. Thus, under static condi-
tions, carbon steel corrodes at between 100 and 200 pm/year, reflecting
the oxygen level and temperature variations in different locations. As
velocity causes a mass flow of oxygen to the surface, corrosion is very
dependent on flow rate and can increase by a factor of 100 in moving
from static or zero velocity to velocity as high as 40 m-s~'. Galvanizing
confers only limited benefit under flow conditions, as corrosion of zinc
also increases with velocity. For the thickness normally used in seawa-
ter piping, it will extend the life of the pipe for about 6 months.
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Stainless steels. Stainless steels are not subject to impingement
attack, but are prone to pitting and crevice corrosion under low-velocity
conditions, and this must be taken into consideration when these
alloys are used in seawater. Attempts to build seawater systems from
standard grades of stainless steel, such as Type 316, have proved
unsuccessful. In recent years, grades of stainless steel with high resis-
tance to pitting and crevice corrosion have been developed.

The first successful major use of stainless steel for seawater systems
was in the Gullfaks oilfield in the Norwegian offshore sector where
Avesta 254SMO (21% Cr, 18% Ni, 6% Mo, 0.2% N) was adopted. The rea-
son for this selection was the need for a material resistant to alternate
exposure to seawater and sulfide-containing oil in the storage/ballast
spaces in concrete platforms. Several thousand tonnes of superaustenitic
stainless steel are now in service, mainly on offshore platforms.

Nickel-based alloys. Nickel-based alloys such as Inconel 625,
Hastelloys C-276 and C-22, and titanium are not subject to pitting or
crevice corrosion in low-velocity seawater, nor do they suffer impinge-
ment attack at high velocity. However, price limits their use to special
applications in seawater systems.

Copper-based alloys. The copper-based alloys are velocity-limited, as
impingement attack occurs when the hydrodynamic effect caused by
seawater flow across the surface of such alloys exceeds the value at
which protective films are removed and erosion-corrosion occurs.
Thus, if these alloys are to exhibit high corrosion resistance, they must
be used at design velocities below this limiting value. A more detailed
coverage of the marine usage of two important copper-nickel alloys is
presented in the section on copper alloys.

Effect of flow velocity. Velocity is the most important single factor influ-
encing design and corrosion in seawater systems. The design velocity
chosen controls the dimensions of many components, such as piping and
valves. Velocity also influences the corrosion behavior of the materials,
and the design value chosen is often controlled by corrosion considera-
tions. When the corrosion rate is subject to mass transfer control, flow
velocity at the metal surface becomes the rate-determining factor. This is
also true with active-passive alloys, where flow, and thereby the ample
supply of oxygen to the metal surface, provides the oxygen necessary to
maintain the metal in the passive state. Stainless steels, for example,
can perform satisfactorily provided that the water flow in the system is
uninterrupted. However, in the case of zero or low flow, special precau-
tions have to be taken. Low flow may also result in the settling of
deposits from the water, with the possible consequence of local corrosion
cells being set up, possibly leading to localized corrosion attack.
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High flow rates can also have detrimental effects in some cases. They
can increase the rate of various corrosion processes and lead to erosion
corrosion, impingement attack, enhanced graphite corrosion, etc.
Uneven flow over an alloy surface can be undesirable when it leads to dif-
ferential aeration effects. Table 2.23 provides data on the effect of veloc-
ity on some of the materials commonly used in seawater systems.* In
considering velocity, it is important to note that local velocities may vary
considerably from design velocity. This is particularly important where
features of the system such as small-radius bends, orifices, partly throt-
tled valves, or misaligned flanges can generate turbulence and acceler-
ate corrosion. It follows that a major consideration during the design and
fabrication of a system should be to minimize turbulence raisers.

Effect of temperature. Not much information exists on the effect of tem-
perature within the range normally encountered in seawater systems.
It has been noted, at the LaQue Centre, that corrosion of carbon steel
increases by approximately 50 percent between the winter (average
temperature 7°C) and summer (27 to 29°C) months. Although oxygen
solubility tends to fall with a rise in temperature, the higher tempera-
ture tends to increase reaction rate. Evidence from work on steel in
potable waters suggests that the temperature effect is more important
and that corrosion, for steel, will increase with temperature.

For copper alloys, increase in temperature accelerates film formation.
While it takes about 1 day to form a protective film at 15°C, it may take
a week or more at 2°C. It is important to continue initial circulation of
clean seawater long enough for initial film formation for all copper
alloys. For stainless steels and other alloys that are prone to pitting and
crevice corrosion, an increase in temperature tends to facilitate initia-
tion of these types of attack. However, data on propagation rate suggest

TABLE 2.23 Effect of Velocity on the Corrosion of Metals in Seawater

Deepest pit, Average corrosion rate,

mm mm-y_1

Flowing seawater

Alloy Quiet seawater 82m-=s! 35-42 m-s~!

Carbon steel 2.0 0.075 — 4.5

Grey cast iron (graphitized) 4.9 0.55 44 13.2

Admiralty gunmetal 0.25 0.027 0.9 1.07
85/5/5/5 Cu/Zn/Pb/Zn 0.32 0.017 1.8 1.32
Ni resist cast iron type 1B Nil 0.02 0.2 0.97
Ni Al bronze 1.12 0.055 0.22 0.97
70/30 Cu/Ni + Fe 0.25 <0.02 0.12 1.47
Type 316 stainless steel 1.8 0.02 <0.02 <0.01
6% Mo stainless steel Nil 0.01 <0.02 <0.01

Ni-Cu alloy 40 1.3 0.02 <0.01 0.01
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that this declines with rise in temperature. The net effect of these con-
flicting tendencies is not always predictable. Temperature also influ-
ences biological activity, which may, in turn, influence corrosion.*°

2.4 Corrosion in Soils
2.4.1 Introduction

Soil is an aggregate of minerals, organic matter, water, and gases
(mostly air). It is formed by the combined weathering action of wind
and water, and also organic decay. The proportions of the basic con-
stituents vary greatly in different soil types. For example, humus has
a very high organic matter content, whereas the organic content of
beach sand is practically zero. The properties and characteristics of soil
obviously vary as a function of depth. A vertical cross section taken
through the soil is known as a soil profile, and the different layers of
soil are known as soil horizons. The following soil horizons have been
classified:

® A. Surface soil (usually dark in color due to organic matter)
® 0. Organic horizon (decaying plant residues)

m K. Eluviation horizon (light color, leached)

® B. Accumulation horizon (rich in certain metal oxides)

m C. Parent material (largely nonweathered bedrock)

Corrosion in soils is a major concern, especially as much of the
buried infrastructure is aging. Increasingly stringent environmental
protection requirements are also placing a focus on corrosion issues.
Topical examples of soil corrosion are related to oil, gas, and water
pipelines; buried storage tanks (a vast number are used by gas sta-
tions); electrical communication cables and conduits; anchoring sys-
tems; and well and shaft casings. Such systems are expected to
function reliably and continuously over several decades. Corrosion in
soils is a complex phenomenon, with a multitude of variables involved.
Chemical reactions involving almost each of the existing elements are
known to take place in soils, and many of these are not yet fully under-
stood. The relative importance of variables changes for different mate-
rials, making a universal guide to corrosion impossible. Variations in
soil properties and characteristics across three dimensions can have a
major impact on corrosion of buried structures.

2.4.2 Soil classification systems

Soil texture refers to the size distribution of mineral particles in a soil.
Sand (rated from coarse to very fine), silt, and clay refer to textures of
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decreasing particle coarseness (Table 2.24). Soils with a high propor-
tion of sand have very limited storage capacity for water, whereas
clays are excellent in retaining water. One soil identification system
has defined eleven soil types on the basis of their respective propor-
tions of clay, silt, and sand. The eleven types are sand, loamy sand,
sandy loam, sandy clay loam, clay loam, loam, silty loam, silt, silty clay
loam, silt clay, and clay. A further identification scheme has utilized
chemical composition, organic content, and history of formation to
define types such as gravel, humus, marsh, and peat.

A newer soil classification system has evolved in the United States
that can be utilized to classify soils globally, at any location. In this “uni-
versal” classification system, soils are considered as individual three-
dimensional entities that can be grouped according to similar physical,
chemical, and mineralogical properties. The system uses a hierarchical
approach, with the amount of information about a soil increasing down
the classification ladder. From top to bottom, the hierarchy is structured
in the following categories: order, suborder, great groups, subgroups,
families, and series. Further details are provided in Table 2.25.

2.4.3 Soil parameters affecting corrosivity

Several important variables have been identified that have an influ-
ence on corrosion rates in soil; these include water, degree of aeration,
pH, redox potential, resistivity, soluble ionic species (salts), and micro-
biological activity. The complex nature of selected variables is pre-
sented graphically in Fig. 2.24.42

Water. Water in liquid form represents the essential electrolyte
required for electrochemical corrosion reactions. A distinction is made
between saturated and unsaturated water flow in soils. The latter rep-
resents movement of water from wet areas toward dry soil areas. The
groundwater level is important in this respect. It fluctuates from area
to area, with water moving from the water table to higher soil, against
the direction of gravity. Saturated water flow is dependent on pore size
and distribution, texture, structure, and organic matter.

TABLE 2.24 Particle Sizes in Soil Texture

Category Diameter (mm)
Sand (very coarse) 1.00-2.00
Sand (coarse) 0.50-1.00
Sand (medium) 0.25-0.50
Sand (fine) 0.10-0.25
Sand (very fine) 0.05-0.10
Silt 0.002-0.05

Clay <0.002
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Figure 2.24 Relationship of variables affecting the rate of corrosion in soil. For simplici-
ty, only the MIC effects of sulfate-reducing bacteria are shown.

Water movement in soil can occur by the following mechanisms:
gravity, capillary action, osmotic pressure (from dissolved species), and
electrostatic interaction with soil particles. The water-holding capaci-
ty of a soil is strongly dependent on its texture. Coarse sands retain
very little water, while fine clay soils store water to a high degree.

Degree of aeration. The oxygen concentration decreases with increas-
ing depth of soil. In neutral or alkaline soils, the oxygen concentration
obviously has an important effect on corrosion rate as a result of its
participation in the cathodic reaction. However, in the presence of cer-
tain microbes (such as sulfate-reducing bacteria), corrosion rates can be
very high, even under anaerobic conditions. Oxygen transport is more
rapid in coarse-textured, dry soils than in fine, waterlogged textures.

Excavation can obviously increase the degree of aeration in soil,
compared with the undisturbed state. It is generally accepted that
corrosion rates in disturbed soil with greater oxygen availability are
significantly higher than in undisturbed soil.

pH. Soils usually have a pH range of 5 to 8. In this range, pH is gen-
erally not considered to be the dominant variable affecting corrosion
rates. More acidic soils obviously represent a serious corrosion risk to
common construction materials such as steel, cast iron, and zinc coat-
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TABLE 2.25 Soil Classification System using Hierarchical Approach

Category Basis for classification Example(s) Comments
Order Differences in measurable and visible Entisol, Vertisol, Inceptisol, Nine orders for mineral soils and one
characteristics of soil horizons Aridisol, Mollisol, Spodosol, order for all organic soils
Alfisol, Ultisol, Oxisol, Histosol
Suborder Differences in development Aquod, Udult Grouping according to accumulation
characteristics of soluble materials, presence or
absence of B horizons, mineralogy,
and chemistry
Great group Presence or absence of Kandihumult Relative thickness of horizons
certain horizons is important
Subgroup Typical or dominant concept of Typic Kandihumult Coded as either the great group name
the great group with the “typic” prefix or a combination
of great group names
Family Differences in textural classes, Clayey oxidic isothermic Plants generally react in a similar
mineralogy, acidity, and temperature Typic Kandihumult manner to the same soil family
Series Differences in texture Paaola Usually named after the location

where the soil was first described
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ings. Soil acidity is produced by mineral leaching, decomposition of
acidic plants (for example, coniferous tree needles), industrial wastes,
acid rain, and certain forms of microbiological activity. Alkaline soils
tend to have high sodium, potassium, magnesium, and calcium con-
tents. The latter two elements tend to form calcareous deposits on
buried structures, and these have protective properties against corro-
sion. The pH level can affect the solubility of corrosion products and
also the nature of microbiological activity.

Soil resistivity. Resistivity has historically often been used as a broad
indicator of soil corrosivity. Since ionic current flow is associated with
soil corrosion reactions, high soil resistivity will arguably slow down cor-
rosion reactions. Soil resistivity generally decreases with increasing
water content and the concentration of ionic species. Soil resistivity is
by no means the only parameter affecting the risk of corrosion damage.
A high soil resistivity alone will not guarantee absence of serious corro-
sion. Variations in soil resistivity along the length of a pipeline are high-
ly undesirable, as this will lead to the formation of macro corrosion cells.
Therefore, for structures such as pipelines, the merit of a corrosion risk
classification based on an absolute value of soil resistivity is limited.

Soil resistivity can be measured by the so-called Wenner four-pin
technique or, more recently, by electromagnetic measurements. The
latter allows measurements in a convenient manner and at different
soil depths. Another option for soil resistivity measurements is the so-
called soil box method, whereby a sample is taken during excavation.
Preferably sampling will be in the immediate vicinity of a buried
structure (a pipe trench, for example).

Redox potential. The redox potential is essentially a measure of the
degree of aeration in a soil. A high redox potential indicates a high oxy-
gen level. Low redox values may provide an indication that conditions
are conducive to anaerobic microbiological activity. Sampling of soil
will obviously lead to oxygen exposure, and unstable redox potentials
are thus likely to be measured in disturbed soil.

Chlorides. Chloride ions are generally harmful, as they participate
directly in anodic dissolution reactions of metals. Furthermore, their
presence tends to decrease the soil resistivity. They may be found nat-
urally in soils as a result of brackish groundwater and historical geo-
logical seabeds (some waters encountered in drilling mine shafts have
chloride ion levels comparable to those of seawater) or come from
external sources such as deicing salts applied to roadways. The chlo-
ride ion concentration in the corrosive aqueous soil electrolyte will
vary as soil conditions alternate between wet and dry.
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Sulfates. Compared to the corrosive effect of chloride ions, sulfates are
generally considered to be more benign in their corrosive action toward
metallic materials. However, concrete may be attacked as a result of
high sulfate levels. The presence of sulfates does pose a major risk for
metallic materials in the sense that sulfates can be converted to highly
corrosive sulfides by anaerobic sulfate-reducing bacteria.

Microbiologically influenced corrosion. Microbiologically influenced
corrosion (MIC) refers to corrosion that is influenced by the presence
and activities of microorganisms and/or their metabolites (the prod-
ucts produced through their metabolism). Bacteria, fungi, and other
microorganisms can play a major part in soil corrosion. Spectacularly
rapid corrosion failures have been observed in soil as a result of
microbial action, and it is becoming increasingly apparent that most
metallic alloys are susceptible to some form of MIC. The mechanisms
potentially involved in MIC have been summarized as follows:*

® Cathodic depolarization, whereby the cathodic rate-limiting step is
accelerated by microbiological action.

® Formation of occluded surface cells, whereby microorganisms form
“patchy” surface colonies. Sticky polymers attract and aggregate bio-
logical and nonbiological species to produce crevices and concentra-
tion cells, the basis for accelerated attack.

® Fixing of anodic reaction sites, whereby microbiological surface
colonies lead to the formation of corrosion pits, driven by microbial
activity and associated with the location of these colonies.

®m Underdeposit acid attack, whereby corrosive attack is accelerated by
acidic final products of the MIC “community metabolism,” principal-
ly short-chain fatty acids.

Certain microorganisms thrive under aerobic conditions, whereas
others thrive in anaerobic conditions. Anaerobic conditions may be cre-
ated in the microenvironmental regime even if the bulk conditions are
aerobic. The pH conditions and availability of nutrients also play a role
in determining what types of microorganisms can thrive in a soil envi-
ronment. In general, microbial activity is highest in the surface O and
A horizons, because of the availability of both organic carbon nutrients
and oxygen. Microorganisms associated with corrosion damage in soils
include the following:

® Anaerobic bacteria, which produce highly corrosive species as part of
their metabolism.

® Aerobic bacteria, which produce corrosive mineral acids.
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® Fungi, which may produce corrosive by-products in their metabo-
lism, such as organic acids. Apart from metals and alloys, they can
degrade organic coatings and wood.

® Slime formers, which may produce concentration corrosion cells on
surfaces.

A summary of the characteristics of bacteria commonly associated with
soil corrosion (mostly for iron-based alloys) is provided in Table 2.26.

2.4.4 Soil corrosivity classifications

For design and corrosion risk assessment purposes, it is desirable to
estimate the corrosivity of soils, without conducting exhaustive corrosion
testing. Corrosion testing in soils is complicated by the fact that long
exposure periods may be required (buried structures are usually expect-
ed to last for several decades) and that many different soil conditions can
be encountered. Considering the complexity of the parameters affecting
soil corrosion, it is obvious that the use of relatively simple soil corrosiv-
ity models is bound to be inaccurate. These limitations should be consid-
ered when applying any of the common aids/methodologies.

One of the simplest classifications is based on a single parameter, soil
resistivity. Table 2.27 shows the generally adopted corrosion severity
ratings. Sandy soils are high on the resistivity scale and therefore are
considered to be the least corrosive. Clay soils, especially those contam-
inated with saline water, are on the opposite end of the spectrum. The
soil resistivity parameter is very widely used in practice and is general-
ly considered to be the dominant variable in the absence of microbial
activity.

The American Water Works Association (AWWA) has developed a
numerical soil corrosivity scale that is applicable to cast iron alloys. A
severity ranking is generated by assigning points for different vari-
ables, presented in Table 2.28.4¢ When the total points of a soil in the
AWWA scale are 10 (or higher), corrosion protective measures (such as
cathodic protection) have been recommended for cast iron alloys. It
should be appreciated that this rating scale remains a relatively sim-
plistic, subjective procedure for specific alloys. Therefore, it should be
viewed as a broad indicator and should not be expected to accurately
predict specific cases of corrosion damage.

A worksheet for estimating the probability of corrosion damage to
metallic structures in soils has been published, based on European
work in this field. The worksheet consists of 12 individual ratings (R1
to R12), listed in Table 2.29.45 This methodology is very detailed and
comprehensive. For example, the effects of vertical and horizontal soil
homogeneity are included, as outlined in Table 2.30. Even details such
as the presence of coal or coke and other pollutants in the soil are con-
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TABLE 2.26 Characteristics of Bacteria Commonly Associated with Corrosion in Soils

Species

Likely soil conditions

Metabolic action

Species produced

Comments

Sulfate-reducing
bacteria (SRB)

Iron-oxidizing
bacteria (I0B)

Sulfur-oxidizing
bacteria (SOB)

Iron bacteria (IB)

Anaerobic, close to
neutral pH values,

presence of sulfate ions.
Often associated with
waterlogged clay soils

Acidic, aerobic

Aerobic, acidic

Aerobic, close to
neutral pH values

Convert sulfate
to sulfide

Oxidize ferrous
ions to ferric ions

Oxidize sulfur and
sulfide to form

sulfuric acid

Oxidize ferrous ions
to ferric ions

Iron sulfide,
hydrogen
sulfide

Sulfuric acid,

iron sulfate

Sulfuric acid

Magnetite

Very well known for corrosion of iron
and steel. Desulfovibrio genus
very widespread

Thiobacillus ferrooxidans
is a well-known example

Thiobacillus genus is a common
example

Gallionella genus is an example.
Usually associated with deposit
and tubercle formation
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TABLE 2.27 Corrosivity Ratings Based on Soil Resistivity

Soil resistivity, }-cm Corrosivity rating
> 20,000 Essentially noncorrosive
10,000-20,000 Mildly corrosive
5000-10,000 Moderately corrosive
3000-5000 Corrosive
1000-3000 Highly corrosive
< 1000 Extremely corrosive

TABLE 2.28 Point System for Predicting Soil Corrosivity
According to the AWWA C-105 Standard

Soil parameter Assigned points

Resistivity, ()-cm
<700
700-1000

1000-1200
1200-1500
1500-2000
> 2000

pH

[y

S = DN Ol o

0-
2—
4|

[o2 0 N )

5
6.5-7.5
7.5-8.5
> 8.5

WO OO wWwWL

Redox potential, mV
> 100 0
50-100 3
0-50 4
<0 5
Sulfides
Positive 3.5
Trace 2
Negative 0

Moisture
Poor drainage, continuously wet 2
Fair drainage, generally moist
Good drainage, generally dry 0

[y

sidered. The assessment is directed at ferrous materials (steels, cast
irons, and high-alloy stainless steels), hot-dipped galvanized steel, and
copper and copper alloys. Summation of the individual ratings pro-
duces an overall corrosivity classification into one of the four cate-
gories listed in Table 2.31. It has been pointed out that sea or lake beds
cannot be assessed using this worksheet.



TABLE 2.29 Variables Considered in Worksheet

of Soil Corrosivity

Rating number Parameter
R1 Soil type
R2 Resistivity
R3 Water content
R4 pH
R5 Buffering capacity
R6 Sulfides
R7 Neutral salts
R8 Sulfates
R9 Groundwater
R10 Horizontal homogeneity
R11 Vertical homogeneity
R12 Electrode potential

TABLE 2.30 R10 and R12 Worksheet Ratings
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Resistivity variation between adjacent domains
(all positive R2 values are treated as equal)

Rating

R10, Horizontal Soil Homogeneity

R2 difference <2

R2 difference =2 and =3

R2 difference >3

-2
-4

R11, Vertical Soil Homogeneity

Adjacent soils with same
resistivity

Adjacent soils with
different resistivity

Embedded in soils with same
structure or in sand

Embedded in soils with
different structure or
containing foreign matter

R2 difference =2 and =3

R2 difference >3

—6
-1

TABLE 2.31

Overall Soil Corrosivity Classification

Summation of R1 to R12 ratings

Soil classification

=0
—1to —4
—-5to —10

=10

Virtually noncorrosive
Slightly corrosive
Corrosive

Highly corrosive

2.4.5 Corrosion characteristics of selected

metals and alloys

Ferrous alloys.

Steels are widely used in soil, but almost never with-

out additional corrosion protection. It may come as something of a sur-
prise that unprotected steel is very vulnerable to localized corrosion
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damage (pitting) when buried in soil. Such attack is usually the result
of differential aeration cells, contact with different types of soil, MIC,
or galvanic cells when coal or cinder particles come into contact with
buried steel. Stray current flow in soils can also lead to severe pitting
attack. A low degree of soil aeration will not necessarily guarantee low
corrosion rates for steel, as certain microorganisms associated with
severe MIC damage thrive under anaerobic conditions.

The primary form of corrosion protection for steel buried in soil is
the application of coatings. When such coatings represent a physical
barrier to the environment, cathodic protection in the form of sacrifi-
cial anodes or impressed current systems is usually applied as an addi-
tional precaution. This additional measure is required because coating
defects and discontinuities will inevitably be present in protective
coatings.

Cast iron alloys have been widely used in soil; many gas and water
distribution pipes in cities are still in use after decades of service. These
have been gradually replaced with steel (coated and cathodically pro-
tected) and also with polymeric pipes. While cast irons are generally
considered to be more resistant to soil corrosion than steel, they are
subject to corrosion damage similar to that described above for steel.
Coatings and cathodic protection with sacrificial anodes tend to be used
to protect buried cast iron structures.

Stainless steels are rarely used in soil applications, as their corro-
sion performance in soil is generally poor. Localized corrosion attack is
a particularly serious concern. The presence of halide ions and con-
centration cells developed on the surface of these alloys tends to induce
localized corrosion damage. Since pitting tends to be initiated at rela-
tively high corrosion potential values, higher redox potentials increase
the localized corrosion risk. Common grades of stainless steel (even
the very highly alloyed versions) are certainly not immune to MIC,
such as attack induced by sulfate-reducing bacteria.

Nonferrous metals and alloys. In general, copper is considered to have
good resistance to corrosion in soils. Corrosion concerns are mainly
related to highly acidic soils and the presence of carbonaceous contam-
inants such as cinder. Chlorides and sulfides also increase the risk of
corrosion damage. Contrary to common belief, copper and its alloys are
not immune to MIC. Cathodic depolarization, selective leaching,
underdeposit corrosion, and differential aeration cells have been cited
as MIC mechanisms for copper alloys.*¢ Corrosive products produced
by microbes include carbon dioxide, hydrogen sulfide and other sulfur
compounds, ammonia, and acids (organic and inorganic).

In the case of brasses, consideration must be given to the risk of
dezincification, especially at high zinc levels. Soils contaminated with
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detergent solutions and ammonia also pose a higher corrosion risk for
copper and copper alloys. Additional corrosion protection for copper
and copper alloys is usually considered only in highly corrosive soil
conditions. Cathodic protection, the use of acid-neutralizing backfill
(for example, limestone), and protective coatings can be utilized.

The main application of zinc in buried applications is in galvanized
steel. Performance is usually satisfactory unless soils are poorly aerated,
acidic, or highly contaminated with chlorides, sulfides, and other solutes.
Well-drained soils with a coarse texture (the sandy type) provide a high
degree of aeration. It should also be borne in mind that zinc corrodes
rapidly under highly alkaline conditions. Such conditions can arise on
the surface of cathodically overprotected structures. The degree of corro-
sion protection afforded by galvanizing obviously increases with the
thickness of the galvanized coating. Additional protection can be afford-
ed by so-called duplex systems, in which additional paint coatings are
applied to galvanized steel.

The corrosion resistance of lead and lead alloys in soils is generally
regarded as being in between those of steel and copper. The corrosion
resistance of buried lead sheathing for power and communication
cables has usually been satisfactory. Caution needs to be exercised in
soils containing nitrates and organic acids (such as acetic acid).
Excessive corrosion is also found under highly alkaline soil conditions.
Silicates, carbonates, and sulfates tend to retard corrosion reactions by
their passivating effects on lead. Barrier coatings can be used as addi-
tional protection. When cathodic protection is applied, overprotection
should be avoided because of the formation of surface alkalinity.

Aluminum alloys are used relatively rarely in buried applications,
although some pipelines and underground tanks have been construct-
ed from these alloys. Like stainless steels, these alloys tend to under-
go localized corrosion damage in chloride-contaminated soils.
Protection by coatings is essential to prevent localized corrosion dam-
age. Cathodic protection criteria for aluminum alloys to minimize the
risk of generating undesirable alkalinity are available. Aluminum
alloys can undergo accelerated attack under the influence of microbio-
logical effects. Documented mechanisms include attack by organic acid
produced by bacteria and fungi and the formation of differential aera-
tion cells.* It is difficult to predict the corrosion performance of alu-
minum and its alloys in soils with any degree of confidence.

Reinforced concrete. Steel-reinforced concrete (SRC) pipes are widely
used in buried applications to transport water and sewage, and their
use dates back nearly a century. So-called prestressed concrete cylin-
der pipes (PCCP) were already developed prior to 1940 for designs
requiring relatively high operating pressures and large diameters.
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PCCP applications include water transmission mains, distribution
feeder mains, water intake and discharge lines, low-head penstocks,
industrial pressure lines, sewer force mains, gravity sewer lines, sub-
aqueous lines, and spillway conduits.*’

There are three dominant species in soils that lead to excessive
degradation of reinforced concrete piping. Sulfate ions tend to attack
the tricalcium aluminate phase in concrete, leading to severe degra-
dation of the concrete/mortar cover and exposure of the reinforcing
steel. The mechanism of degradation involves the formation of a volu-
minous reaction product in the mortar, which leads to internal pres-
sure buildup and subsequent disintegration of the cover. Sulfate levels
exceeding about 2 percent (by weight) in soils and groundwater report-
edly put concrete pipes at risk. Chloride ions are also harmful, as they
tend to diffuse into the concrete and lead to corrosion damage to the
reinforcing steel. A common source of chloride ions is soil contamina-
tion by deicing salts. This corrosion phenomenon is discussed in detail
in Sec. 2.5, Reinforced Concrete. Finally, acidic soils present a corro-
sion hazard. The protective alkaline environment that passivates the
reinforcing steel can be disrupted over time. Carbonic acid and humic
acid are examples of acidic soil species.

2.4.6 Summary

Corrosion processes in soil are highly complex phenomena, especially
since microbiologically influenced corrosion can play a major role. Soil
parameters tend to vary in three dimensions, which has important
ramifications for corrosion damage. Such variations tend to set up
macrocells, leading to accelerated corrosion at the anodic site(s). The
corrosion behavior of metals and alloys in other environments should
not be extrapolated to their performance in soil. In general, soils rep-
resent highly corrosive environments, often necessitating the use of
additional corrosion protection measures for common engineering met-
als and alloys.

2.5 Reinforced Concrete
2.5.1 Introduction

Concrete is the most widely produced material on earth. The use of
cement, a key ingredient of concrete, by Egyptians dates back more
than 3500 years. In the construction of the pyramids, an early form of
mortar was used as a structural binding agent. The Roman Coliseum
is a further example of a historic landmark utilizing cement mortar as
a construction material. Worldwide consumption of concrete is close to
9 billion tons and is expected to rise even further.
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Contrary to common belief, concrete itself is a complex composite
material. It has low strength when loaded in tension, and hence it is
common practice to reinforce concrete with steel, for improved tensile
mechanical properties. Concrete structures such as bridges, buildings,
elevated highways, tunnels, parking garages, offshore oil platforms,
piers, and dam walls all contain reinforcing steel (rebar). The princi-
pal cause of degradation of steel-reinforced structures is corrosion
damage to the rebar embedded in the concrete. The scale of this prob-
lem has reached alarming proportions in various parts of the world. In
the early 1990s, the costs of rebar corrosion in the United States alone
were estimated at $150 to $200 billion per year.®

The durability of concrete should not simply be equated to high-
strength grades of concrete. There are several methods for controlling
rebar corrosion in new structures, and valuable lessons can be learned
from previous failures. In existing structures, the choices for correct-
ing rebar corrosion problems are relatively limited. The corrosion
mechanisms involved in the repair of existing structures may be fun-
damentally different from those that affect new constructions. A
gamut of inspection methods is available for assessment of the condi-
tion of reinforced concrete structures.

2.5.2 Concrete as a structural material

In order to understand corrosion damage in concrete, a basic under-
standing of the nature of concrete as an engineering material is
required. A brief summary follows for this purpose. It is important to
distinguish clearly among terms such as cement, mortar, and concrete.
Unfortunately, these tend to be used interchangeably in household use.

The fundamental ingredients required to make concrete are cement
clinker, water, fine aggregate, coarse aggregate, and certain special addi-
tives. Cement clinker is essentially a mixture of several anhydrous
oxides. For example, standard Portland cement consists mainly of the
following compounds, in order of decreasing weight percent: 3Ca0-SiO,,
2Ca0-Si0,, 3Ca0-Al,O;, and 4Ca0-Al,05-Fe,O5. The cement reacts with
water to form the so-called cement paste. It is the cement paste that sur-
rounds the coarse and fine aggregate particles and holds the material
together. The importance of adequately mixing the concrete constituents
should thus be readily apparent. The fine and coarse aggregates are
essentially inert constituents. In general, the size of suitable aggregate
is reduced as the thickness of the section of a structure decreases.

The reaction of the cement and water to form the cement paste is
actually a series of complex hydration reactions, producing a multi-
phase cement paste. One example of a specific hydration reaction is
the following:
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2(3Ca0 - Si0,) + 6H,0 — 3Ca(OH), + 3Ca0 - 2Si0, - 3H,0 (2.28)

Following the addition of water, the cement paste develops a fibrous
microstructure over time. Importantly for corrosion considerations,
the cement paste is not a continuous solid material on a microscopic
scale. Rather, the cement paste is classified as a “gel” to describe its
limited crystalline character and the water-filled spaces between the
solid phases. These microscopic spaces are also known as gel “pores”
and, strictly speaking, are filled with an ionic solution rather than
“water.” Additional pores of larger size are found in the cement paste
and between the cement paste and the aggregate particles. The pores
that result from excess water in the concrete mix are known as capil-
lary pores. Air voids are also invariably present in concrete. In so-
called air-entrained concrete, microscopic air voids are intentionally
created through admixtures. This practice is widely used in cold cli-
mates to minimize freeze-thaw damage. Clearly then, concrete is a
porous material, and it is this porosity that allows the ingress of cor-
rosive species to the embedded reinforcing steel.

A further important feature of the hydration reactions of cement with
water is that the resulting pore solution in concrete is highly alkaline
[refer to Eq. (2.28) above]. In addition to calcium hydroxide, sodium and
potassium hydroxide species are also formed, resulting in a pH of the
aqueous phase in concrete that is typically between 12.5 and 13.6.
Under such alkaline conditions, reinforcing steel tends to display com-
pletely passive behavior, as fundamentally predicted by the Pourbaix
diagram for iron. In the absence of corrosive species penetrating into
the concrete, ordinary carbon steel reinforcing thus displays excellent
corrosion resistance.

From the above discussion, the complex nature of concrete as a par-
ticulate-strengthened ceramic-matrix composite material and the dif-
ference between the terms concrete and cement should be apparent.
The term mortar refers to a concrete mix without the addition of any
coarse aggregate.

2.5.3 Corrosion damage in reinforced
concrete

Mehta’s holistic model of concrete degradation. The large-scale environ-
mental degradation of the reinforced concrete infrastructure in many
countries (often prematurely) has indicated that traditional approach-
es to concrete durability may be in need of revision. Historically, the
general approach has been to relate concrete durability directly to the
strength of concrete. It is well known that higher water-to-cement
ratios in concrete lead to lower strength and increase the degree of
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porosity in the concrete. A generally accepted argument is that low-
strength, more permeable concrete is less durable. However, in real
reinforced concrete structures, durability issues are more complex,
and consideration of the strength variable alone is inadequate.

The approach adopted by Mehta in his holistic model of concrete degra-
dation was to focus on the soundness of concrete under service conditions
as a fundamental measure of concrete durability rather than on the
strength of concrete. In simplistic terms, soundness of concrete implies
freedom from cracking.*® Mehta’s proposed model of concrete degradation
has been adapted in the illustration of environmental damage in Fig.
2.25. According to this model, concrete manufactured to high quality stan-
dards is initially considered to be an impermeable structure. This condi-
tion exists so long as interior pores and microcracks do not form
interconnected paths extending to the exterior surfaces.

Under environmental weathering and loading effects, the perme-
ability of the concrete gradually increases as the network of “defects”
becomes more interconnected over time. It is then that water, carbon
dioxide, and corrosive ions such as chlorides can enter the concrete
and produce detrimental effects at the level of the reinforcing steel.
The corrosion mechanisms involved are discussed in more detail in
subsequent sections. The buildup of corrosion products leads to a
buildup of internal pressure in the reinforced concrete because of the
voluminous nature of these products. The volume of oxides and
hydroxides associated with rebar corrosion damage relative to steel is
shown in Fig. 2.26. In turn, these internal stresses lead to severe
cracking and spalling of the concrete covering the reinforcing steel.
Extensive surface damage produced in this manner is shown in Figs.
2.27 and 2.28. It is clear that the damage inflicted by formation of cor-
rosion products (and other effects) reduces the soundness of concrete
and facilitates further deterioration at an increasing rate.

In the light of the importance that Mehta’s model of environmental
concrete degradation attaches to defects such as cracks, the reliance on
the high strength of concrete alone for satisfactory service life becomes
questionable. High strength levels in concrete alone certainly do not
guarantee a high degree of soundness; several arguments can be made
for high-strength concrete being potentially more prone to cracking.

The importance of concrete cracks in rebar corrosion has also been
highlighted by Niirnberger.° Both carbonation and chloride ion diffu-
sion, two important processes associated with rebar corrosion, can pro-
ceed more rapidly into the concrete along the crack faces, compared
with uncracked concrete. Niirnberger argued that corrosion in the
vicinity of the crack tip could be accelerated further by crevice corro-
sion effects and galvanic cell formation. The steel in the crack will tend
to be anodic relative to the cathodic (passive) zones in uncracked
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A “new” reinforced concrete structure containing
discontinuous cracks, microcracks and pores
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Figure 2.25 Concrete degradation processes resulting from environmental effects.
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Figure 2.26 Relative volume of possible rebar corrosion products.

concrete. The particularly harmful effects of dried-out cracks (as
opposed to those that are water-filled), which allow rapid ingress of
corrosive species, were also emphasized. Even casual visual examina-
tions of most reinforced concrete structures invariably reveal the pres-
ence of macroscopic cracks in concrete.

Corrosion mechanisms. The two most common mechanisms of reinforc-
ing steel corrosion damage in concrete are (1) localized breakdown of the
passive film by chloride ions and (2) carbonation, a decrease in pore solu-
tion pH, leading to a general breakdown in passivity. Harmful chloride
ions usually originate from deicing salts applied in cold climate regions
or from marine environments/atmospheres. Carbonation damage is pre-
dominantly induced by a reaction of concrete with carbon dioxide (CO,)
in the atmosphere.

Chloride-induced rebar corrosion. Corrosion damage to reinforcing
steel is an electrochemical process with anodic and cathodic half-cell
reactions. In the absence of chloride ions, the anodic dissolution reac-
tion of iron,
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Figure 2.27 Concrete degradation caused by rebar corrosion damage in a highway structure
in downtown Toronto, Ontario. Extensive repair work was underway on this structure at
the time the picture was taken. The annual maintenance costs for this structure were
recently reported at around $18 million.
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Figure 2.28 Concrete degradation caused by rebar corrosion damage near
Kingston, Ontario. This bridge underwent extensive rehabilitation shortly
after this picture was taken.
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Anode Reaction : Fe = Fe2 +2¢e
Cathode Reaction 1/205 + H20 +2e = 20H
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Figure 2.29 Schematic illustration of electrochemical corrosion reactions in concrete.

Fe — Fe?" + 2e” (2.29)

is balanced by the cathodic oxygen reduction reaction,

11,0, + H,0 + 2e~ — 20H" (2.30)

Oxygen diffuses to the reinforcing steel surface through the porous
concrete, with cracks acting as fast diffusion paths, especially if they
are not filled with water. The Fe?* ions produced at the anodes com-
bine with the OH~ ions from the cathodic reaction to ultimately pro-
duce a stable passive film. This electrochemical process is illustrated
schematically in Fig. 2.29.

Chloride ions in the pore solution, having the same charge as OH-
ions, compete with these anions to combine with the Fe?* cations. The
resulting iron chloride complexes are thought to be soluble (unstable);
therefore, further metal dissolution is not prevented, and ultimately
the buildup of voluminous corrosion products takes place. Chloride
ions also tend to be released from the unstable iron chloride complex-
es, making these harmful ions available for further reaction with the
reinforcing steel. As the iron ultimately precipitates out in the form of
iron oxide or hydroxide corrosion products, it can be argued that the
consumption of hydroxide ions leads to localized pH reduction and
therefore enhanced metal dissolution.
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Chloride-induced rebar corrosion tends to be a localized corrosion
process, with the original passive surface being destroyed locally
under the influence of chloride ions. Apart from the internal stresses
created by the formation of corrosion products leading to cracking and
spalling of the concrete cover, chloride attack ultimately reduces the
cross section and significantly compromises the load-carrying capabil-
ity of steel-reinforced concrete.

Sources of chloride ions and diffusion into concrete. The harmful chloride
ions leading to rebar corrosion damage either originate directly from
the concrete mix constituents or diffuse into the concrete from the sur-
rounding environment. The use of seawater or aggregate that has been
exposed to saline water (such as beach sand) in concrete mixes creates
the former case. Calcium chloride has been deliberately added to cer-
tain concrete mixes to accelerate hardening at low temperatures,
mainly before the harmful corrosion effects were widely known.

An important source of chlorides from the external environment is
the widespread use of deicing salts on road surfaces in cold climates.
Around 10 million tons of deicing salt is used annually in the United
States; the Canadian figure is about 3 million tons. The actual tonnage
used each year fluctuates with the severity of the particular winter
season. The main purpose of deicing salt application is to keep road-
ways safe and passable in winter and to minimize the disruption of
economic activity. The application of salt to ice and snow results in the
formation of brine, which has a lower freezing point.

Salt, primarily in the form of rock salt, is the most widely used deic-
ing agent in North America because of its low cost, general availabili-
ty, and ease of storage and handling. Rock salt is also known as halite
and has the well-known chemical formula NaCl. The rate of salt appli-
cation to roads varies with traffic and weather conditions. Other chlo-
ride compounds in use for deicing purposes are calcium chloride
(CaCl;) and magnesium chloride (MgCl,).

Other obvious important sources of corrosive chloride ions are sea-
water and marine atmospheres. Alternate drying and wetting cycles
promote the buildup of chloride ions on surfaces. Hence actual surface
concentrations of chlorides can be well in excess of those of the bulk
environment.

Clearly the diffusion rate of external chlorides into concrete to the
reinforcing steel is very important. While some simplified models such
as Fick’s second law of diffusion have been used for life prediction pur-
poses in combination with so-called critical chloride levels, the actual
processes are much more complex than such simplistic models.
Considering the complex nature of concrete as a material on the
microstructural scale, this complexity must be anticipated. Chloride
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diffusion processes are affected by capillary suction and chemical and
physical interaction in the concrete. Weather/climatic conditions, the
pore structure in concrete, and other microstructural parameters are
important variables. If only the capillary suction mechanism is con-
sidered, the rate of chloride ingress from exposure to a saline solution
will be higher in dry concrete than in water-saturated concrete.
Furthermore, the surface concentration of chlorides is obviously time-
dependent, particularly in deicing salt applications, adding more com-
plications to diffusion models. The effects of cracks on both the
macroscopic and microscopic levels are also important practical con-
siderations, since they function as rapid chloride diffusion paths.

Chlorides in concrete and critical chloride levels. Chlorides in concrete exist in
two basic forms, so-called free chlorides and bound chlorides. The former
are mobile chlorides dissolved in the pore solution, whereas the latter
type represents relatively immobile chloride ions that interact (by chem-
ical binding and/or adsorption) with the cement paste. At first glance, it
may appear that only the free chlorides should be considered for corro-
sion reactions. However, Glass and Buenfeld have recently reviewed the
role of both bound and free chlorides in corrosion processes in detail and
have concluded that both types may be important.5! Bound chloride may
essentially buffer the chloride ion activity at a high value, and localized
acidification at anodic sites may release some bound chloride.

The determination of a critical chloride level, below which serious
rebar corrosion damage does not occur, for design, maintenance plan-
ning, and life prediction purposes is appealing. Not surprisingly, then,
several studies have been directed at defining such a parameter.
Unfortunately, the concept of a critical chloride content as a universal
parameter is unrealistic. Rather, a critical chloride level should be
defined only in combination with a host of other parameters. After all,
a threshold chloride level for corrosion damage will be influenced by
variables such as

® The pore solution pH

® Moisture content of the concrete

® Temperature

® Age and curing conditions of the concrete

® Water-to-cement ratio

® Pore structure and other “defects”

® Oxygen availability (hence cover and density of concrete)
® Presence of prestressing

® Cement and concrete composition



Environments 165

Considering the above, it is apparent that the specification of critical
chloride levels should be treated with extreme caution. Furthermore, it
should not be surprising that an analysis of 15 chloride levels reported
for the initiation of corrosion of steel produced a range of 0.17 to 2.5
percent, expressed as total chlorides per weight of cement.?!

Carbonation-induced corrosion. Carbon dioxide present in the atmos-
phere can reduce the pore solution pH significantly by reacting with
calcium hydroxide (and other hydroxides) to produce insoluble carbon-
ate in the concrete as follows:

Ca(OH), + CO, — CaCO, + H,0 (2.31)

Carbonation is manifested as a reduction in the pH of the pore solu-
tion in the outer layers of the concrete and often appears as a well-
defined “front” parallel to the external surface. This front can
conveniently be made visible by applying a phenolphthalein indicator
solution to freshly exposed concrete surfaces. Behind the front, where
all the calcium hydroxide has been depleted, the pH is around 8, where-
as ahead of the front, the pH remains in excess of 12.5.52 The passivat-
ing ability of the pore solution diminishes with the decrease in pH.
Carbonation-induced corrosion tends to proceed in a more uniform man-
ner over the rebar surface than chloride-induced corrosion damage.

The rate of ingress of carbonation damage in concrete decreases
with time. Obviously carbon dioxide has to penetrate greater distances
into the concrete over time. The precipitation of calcium carbonate and
possibly additional cement hydration are also thought to contribute to
the reduced rate of ingress.52

Several variables affect the rate of carbonation. In general, low-per-
meability concrete is more resistant. Carbonation tends to proceed
most rapidly at relative humidity levels between 50 and 75 percent. At
lower humidity levels, carbon dioxide can penetrate into the concrete
relatively rapidly, but little calcium hydroxide is available in the dis-
solved state for reaction with it. At higher humidity levels, the water-
filled pore structure is a more effective barrier to the ingress of carbon
dioxide. Clearly, environmental cycles of alternate dry and wet condi-
tions will be associated with rapid carbonation damage.

In many practical situations, carbonation- and chloride-induced
corrosion can occur in tandem. Research studies have shown that cor-
rosion caused by carbonation was intensified with increasing chloride
ion concentration, provided that the carbonation rate itself was not
retarded by the presence of chlorides.’? According to these studies,
chloride attack and carbonation can act synergistically (the combined
damage being more severe than the sum of its parts) and have been
responsible for major corrosion problems in hot coastal areas.
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2.5.4 Remedial measures

In principle, a number of fundamental technical measures can be tak-
en to address the problem of reinforcing steel corrosion, such as

® Repairing the damaged concrete

® Modifying the external environment

® Modifying the internal concrete environment

m Creating a barrier between the concrete and the external environment

® Creating a barrier between the rebar steel and the internal concrete
environment

= Applying cathodic protection to the rebar
m Using alternative, more corrosion-resistant rebar materials

m Using alternative methods of reinforcement

Alternative solutions to periodic repair of damaged concrete are
being sought. After all, this is generally a costly corrective mainte-
nance approach after serious damage has already set in. In view of the
overwhelming magnitude of the problem and increasingly limited gov-
ernment budgets, various alternative approaches have come to the
forefront over the last two decades. Several of these are still in emerg-
ing stages with limited track records. Given that rebar corrosion prob-
lems are typically manifested only over many decades, it takes
significant time for new technologies to acquire credibility in industri-
al practice.

An important distinction has to be made in the applicability of reme-
dial measures to new and existing structures. Unfortunately, the
options for the most pressing problems in aging existing structures are
fairly limited. Obviously even the “best” technologies for new con-
struction are of limited value if education and technology transfer
efforts directed at designers and users are not effective. This aspect is
particularly challenging in the fragmented construction industry.’? A
further important prerequisite for advancing the cause of effective cor-
rosion control in reinforced concrete structures is acceptance and
implementation of life-cycle costing, as opposed to awarding contracts
on the basis of the lowest initial capital cost outlay.

Alternative deicing methods. Since chloride-based deicing agents are a
major factor in rebar corrosion, one obvious consideration is the possi-
ble use of alternative noncorrosive deicing chemicals. Such chemicals
are indeed available and are used in selective applications, such as for
airport runway deicing and on certain bridges. In addition to the cor-
rosive action on reinforcing steel, the details of the deicing mechanism
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(temperature ranges, texture of products, etc.) and possible damage to
the concrete itself obviously need to be considered for alternative chem-
icals. Strictly speaking, a distinction is also made between anti-icing
and deicing, depending on whether chemical application is done before
or after snow and ice accumulation. An excellent summary of highway
deicing practices has been published by the Ministry of Transportation,
Ontario.?

The potential use of calcium magnesium acetate (CMA) has been
extensively researched in North America, and field trials have
been conducted in several states and provinces. The CMA specifica-
tion in terms of composition, particle size and shape, color, and den-
sity has evolved over time. CMA application rates have generally
been higher than those for salt. The majority of trials conducted
have indicated effectiveness similar to that of salt at temperatures
down to —5°C, but slower performance than salt at lower tempera-
tures. Unfortunately, costs are reportedly more than 10 times high-
er than those of road salt on a mass basis. If a higher application
rate of 1.5 times that of salt is assumed, a cost factor increase of 45
has been reported.?® Cost issues surrounding the use of CMA are
complex and include factors such as potential environmental bene-
fits, reduced automobile corrosion, mass production technology, and
alternative raw materials.

The use of formate compounds as highway deicers was explored as
early as 1965. Lower reaction rates of sodium formate with snow and
ice have been reported in Canadian field trials. In the Canadian stud-
ies, commercial grades of sodium formate were found to be “contami-
nated” with chlorides.?® Concerns related to automobile corrosion and
increased costs have been expressed, and little information is avail-
able concerning possible adverse effects on the environment.

Urea is widely used as an airport runway deicer, as it is not corro-
sive to aircraft materials. However, urea is generally not considered to
be a viable alternative deicing chemical for highway applications.
Reported limitations include higher application rates, longer reaction
times, effectiveness only at temperatures above —10°C, relatively high
cost, and significant adverse effects on the environment.>?

Verglimit, a patented compound, is often mentioned in the context
of alternative deicing compounds. In this product, capsules that con-
tain calcium chloride are incorporated into asphalt paving. With grad-
ual wear and tear of the asphalt surface, the capsules are exposed and
broken open, releasing the deicing chemical. This methodology was
specifically designed for exposed bridge decks that freeze over more
rapidly than adjacent road surfaces. Many North American readers
will be familiar with the traffic warning signs, “Caution: Bridge
Freezes First.”
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Abrasives are widely used in Europe and North America to improve
skid resistance, and using them exclusively as a means of eliminating
deicing salts has been considered. While mixtures of sand and road
salt are widely used, elimination of deicing chemicals has not proved
feasible in geographic areas such as Ontario. A major problem is that
abrasives alone do not assist snowplows in removing ice bonded to
pavements. Other problems include the blocking of storm sewers and
accumulation in catch basins. Importantly, without mixed-in deicing
chemicals, stockpiles of abrasives would tend to freeze in winter, with
resultant reduced workability and difficulty in spreading. Such stock-
piles invariably contain moisture, causing abrasive particles to freeze
together in winter.

The concept of embedding electrical heating elements in concrete to
keep road surfaces ice-free has received some attention. Considering
the fact that electric power is routinely fed to street lighting, the
potential merits of such systems can be appreciated. A Canadian
experimental concept of electrically conducting concrete also appears
to hold promise for heating purposes. Other innovative experimental
approaches that have been explored include noncontact deicing with
acoustic or microwave energy.

Alternative deicing methods are largely applicable to new structures;
arguably, they may also benefit existing structures, provided that no
serious corrosion damage or chloride ion ingress has taken place.

Cathodic protection. Cathodic protection (CP) is one of the few tech-
niques that can be applied to control corrosion on existing structures.
Cathodic protection of conventional rebar is well established, with
applications dating back well over 20 years. The subject of the applica-
bility of CP to prestressed concrete (pre- and posttensioned systems) is
much more controversial, with the main concern being hydrogen
embrittlement of the high-strength prestressing steel. To the author’s
knowledge, CP for prestressed concrete has not progressed beyond ini-
tial laboratory tests. The difficult issues surrounding CP and pre-
stressed concrete have been reviewed by Hartt.5*

The principles and theory of cathodic protection are the subject of
Chap. 11. Essentially the concept involves polarizing the rebar to a
cathodic potential, where anodic dissolution of the rebar is minimized.
A direct current source (rectifier) is usually employed to establish the
rebar as the cathode of an electrochemical cell, and a separate anode
is required to complete the electric circuit. Three basic methods are
available for controlling the output of a rectifier:

m In constant-current mode, the rectifier maintains a constant current
output. The output voltage will vary with changes in the circuit
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resistance. The potential of the reinforcing steel can be measured
with a reference cell as a function of the applied current, to ensure
that certain protection criteria are met.

® In constant-voltage mode, a constant output voltage is maintained by
the rectifier. The applied current will change with variations in cir-
cuit resistance. Low concrete resistance, often associated with
increased risk for corrosion damage, will result in increased current
output. It should be noted that in this mode, the rebar potential is not
necessarily constant. It can again be monitored with a reference cell.

® In constant rebar potential mode, the current output is adjusted con-
tinuously to provide a constant (preselected) rebar potential. The
rebar potential, measured continuously with reference electrodes, is
fed back to the rectifier unit. Successful operation in this mode
depends on minimizing the IR drop error in the rebar potential mea-
surements and on the accuracy and stability of the reference elec-
trodes over time.

An important issue in CP of reinforcing steel is how much current
should be impressed between the reinforcing steel and the anode. Too
little current will result in inadequate corrosion protection of the
rebar, while excessive current can result in problems such as hydrogen
embrittlement and concrete degradation. Furthermore, a uniform cur-
rent distribution is obviously desirable.

Unfortunately, the current requirement cannot be measured directly,
and various indirect criteria have been proposed (see Table 2.32). The
CP current requirements are often expressed in terms of the potential
of the reinforcing steel (or a shift in the potential when the CP system
is activated or deactivated) relative to a reference electrode. The refer-
ence electrodes can be located externally, in contact with the outside
concrete surface, or be embedded in the concrete with the rebar. It is
important that potential readings should be free from so-called IR drop
errors; this fundamental aspect is discussed in more detail in Chap. 11.
The current densities involved in meeting commonly used protection
criteria are typically around 10 mA per square meter of rebar surface.

Adequate anode lifetime is obviously also an important factor relat-
ed to the magnitude and uniformity of current flow. A variety of anode
systems have evolved for cathodic protection of reinforcing steel, each
with certain advantages and limitations. Continuous surface anodes
have been based on conductive bituminous overlays and conductive
surface coatings. The former are suited only to horizontal surfaces. In
general, good current distribution is achievable with such systems.
Discrete anodes have been used without overlays and with cementi-
tious overlays. For horizontal surfaces, anodes without overlays can be
recessed in the concrete surface. Nonuniform current distribution is a
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TABLE 2.32 Cathodic Protection Criteria for Steel in Concrete

Criterion

Details

Comments

Potential shift

Potential shift

Elog i curve

Current density

100-mV shift of rebar
potential in the positive
direction when system
is depolarized.

300-mV shift of rebar
potential in the negative
direction due to application
of CP current.

The decrease in corrosion
rate due to the application
of CP current can be
determined provided the
relationship between rebar
potential E and current i can
be measured and modeled.
A simple model is Tafel
behavior with a linear
relationship between E
and log i.

Application of 10 mA/m?
of rebar surface area.

Depolarization occurs when CP
current is switched off. Time
period required for rebar to
depolarize is debatable. The
potential reading before
interrupting the CP current
should be IR corrected.

The potential reading with the CP
current on should be IR corrected.
The method relies on a stable
rebar potential before the
application of CP current.

This methodology is
structure-specific, and the
measurements involved are
relatively complex and require
specialist interpretation. Ideal
Tafel behavior is rarely observed
for steel in concrete.

Empirical approach based on
limited experience. Does not
consider individual characteristics
of structures and environments.

fundamental concern in these systems. Anodes in the form of a titani-
um mesh, with proprietary surface coatings of precious metals, are
commonly used in concrete structures, in conjunction with cementi-
tious overlays. These systems are applicable to both horizontal and
vertical surfaces and generally provide uniform current distribution.

Although the underlying principle of cathodic protection is a rela-
tively simple one, considerable attention needs to be directed at details
such as sound electrical connections, reliable reference electrodes,
durable control cabinets, possible short circuits between the anodes
and rebar, and maintenance schedules for the CP hardware.

Electrochemical chloride extraction. A further technique, applicable to
existing concrete structures that have been contaminated with chlo-
rides, involves the electrochemical removal of these harmful ions. The
hardware involved is similar to that involved in cathodic protection.
Electrochemical extraction of chloride ions is achieved by establishing
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an anode and a caustic electrolyte on the external concrete surface,
and impressing a direct current between the anode and the reinforcing
steel, which acts as the cathode (Fig. 2.30). Under the application of
this electric field, chloride ions migrate away from the negatively
charged steel and toward the positively charged external anode.

Chloride extraction has been recommended for structures that do not
contain pre- or posttensioned steel and have little damage to the con-
crete itself. The current densities involved are significantly higher than
those used in cathodic protection. The unsuitability of the technique to
prestressed concrete is thus not surprising. The risk of hydrogen evo-
lution on the rebar and subsequent hydrogen embrittlement is clearly
much greater than in cathodic protection. Further requirements are a
high degree of rebar electrical continuity and preferably low concrete
resistance. Since the extraction processes require several days or even
weeks using suitable current densities, the technique is more applica-
ble to highway substructures than to bridge decks (most readers will
agree that long traffic closures are highly unpopular).

In practice, the chloride extraction process does not remove the
chloride ions from the concrete completely. Rather, a certain percent-
age is removed and the balance is redistributed away from the rein-
forcing bars. Importantly, through the cathodic reaction on the rebar
surface, OH™ ions are generated, which have an important effect in
counteracting the harmful influence of chloride ions, as explained
earlier.

As with cathodic protection, the applied current density has to be
controlled. If the current magnitude is excessive, several problems can
arise, such as reduction in bond strength, softening of the cement paste
around the rebar steel, and cracking of the concrete. Concrete contain-
ing alkali-reactive aggregates is not considered a suitable candidate for
the process, as the expansive reactions leading to cracking and spalling
associated with these aggregates tend to be aggravated.®

Electrochemical chloride extraction has been applied industrially for
a number of years and can be an effective control method for chloride-
induced corrosion of existing structures. Its limitations and drawbacks
must be recognized, and it is clear that it is a relatively complex
methodology, requiring specialized knowledge.

Re-alkalization. This treatment is applied to existing structures, to
restore alkalinity around reinforcing bars in previously carbonated con-
crete. The electrochemical principle and hardware are similar to those
for electrochemical chloride extraction. Direct current is applied
between the cathodic rebar and external anodes positioned at the exter-
nal concrete surface and surrounded by electrolyte (Fig. 2.30).
Compared to cathodic protection, the current densities in re-alkalization
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Figure 2.30 Principle of electrochemical chloride extraction and re-alkalization treat-
ments (schematic).

are again significantly higher. Typically, the process is applied for sev-
eral days to restore alkalinity in carbonated concrete.

The external electrolyte used in re-alkalization is a sodium carbonate
solution, with a caustic pH. In addition to the generation of hydroxyl
(OH") ions at the cathode and their migration away from the rebar under
the electric field, other mechanisms can account for the formation of
alkaline solution in the concrete. First, simple diffusion effects may arise
as a result of concentration gradients in the concrete. Furthermore,
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“bulk” flow of external solution into the concrete may occur by either
direct absorption or electro-osmosis. In dry concrete, absorption effects
can occur to a depth of several centimeters in a matter of a day.

The potential disadvantages of re-alkalization are similar to those of
chloride extraction, namely, risk of reduced bond strength, hydrogen
embrittlement, alkali-aggregate reaction, and other microstructural
changes in the concrete. Several practical applications of this technol-
ogy have been documented in recent years.

Repair techniques. Given the vast scale of concrete infrastructure
deterioration by corrosion processes, concrete repair is practiced wide-
ly to maintain the functionality of existing structures. Anyone travel-
ing in North America during the road repair season can attest to this.
An important fundamental consideration that should be respected in
dealing with concrete repairs is that corrosion protection in repaired
systems has different requirements from corrosion protection in new

New Structures

VN

Service life includes corrosion
initiation and propagation phases

Reinforcement experiences a
relatively uniform internal concrete
environment (at least initially)

Durability requirements are related
to design life

Low permeability concrete generally
offers excellent protection

Corrosive species usually penetrate
from the outside into the interior,
toward the rebar

Good and relatively uniform bond
between rebar and concrete

Protective coatings on rebar can be
applied under controlled, off-site
conditions

Figure 2.31 Differences between corrosion protection in new and repaired structures.

Repaired Structures

7

Service life involves mostly the
propagation phase - corrosion is
generally more severe

The internal environment affecting
the rebar is very heterogeneous -
corrosion macrocells can be set up

Durability requirements are related
to minimizing further corrosion

Low permeability concrete in one area
can lead to problems in another area

Transport effects from outside through
the protective cover but also from
old concrete to new concrete

Bond between rebar and concrete
often weakened and variable

Existing rebar cannot be removed from
site, hence surface preparation and
coating application is more challenging
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Figure 2.32 Galvanic corrosion cell in concrete repair (schematic).
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Figure 2.33 Galvanic corrosion cell in concrete repair (schematic).

construction. Some important differences between new and repaired
structures are highlighted in Fig. 2.31.

Two basic approaches to concrete repair have been followed. The
first repair methodology utilizes concrete or other cementitious mate-
rials alone. Essentially, these procedures involve the removal of loose,
spalled concrete, followed by further systematic removal of the con-
crete surrounding the corroded rebar. Finally, the rebar and concrete
surfaces are cleaned and primed before the new repair concrete is
applied. The repair procedures thus create three different material
zones that interact with the reinforcing steel: (1) the old chloride-con-
taminated/carbonated concrete, (2) the new concrete, and (3) the inter-
face between the old and new concrete. The interface may represent a
zone of weakness with respect to further ingress of corrosive species.

Importantly, the existing concrete should be removed to a depth well
below the corroded reinforcing bars. Failure to do this can easily produce
a detrimental galvanic corrosion cell in the repaired area, as depicted in
Fig. 2.32. An undesirable galvanic corrosion cell involving the new and
existing concrete can still be created despite this precaution, as shown in
Fig. 2.33. To avoid rebar corrosion damage in the existing concrete in this
situation, more extensive removal of the old chloride-contaminated con-
crete is necessary. Cathodic protection of the rebar or chloride extraction
could also be considered as part of the repair specifications. The complex
nature of electrochemical compatibility in repaired concrete structures is
well illustrated by the examples in Figs. 2.32 and 2.33.
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The second type of repair methodology involves additional corrosion
protection schemes, apart from replacing the damaged concrete.
Cathodic protection of the rebar is an obvious candidate for this role.
Other approaches include the following:

® Zinc epoxy primer applied to the rebar, with sacrificial corrosion pro-
tection for the rebar in the repair zone

® Corrosion-inhibiting admixtures in conjunction with polymer-modified
cementitious coatings applied to the rebar

®m Other cement-based barrier coatings in combination with corrosion
inhibitors

® Migrating corrosion inhibitors

It has been pointed out that reliable information and guidelines for
the selection of repair strategies remain scarce and that there is an
urgent need to establish suitable (preferably short-term) test methods
for evaluating corrosion protection in repair systems.

Epoxy-coated reinforcing steel. Epoxy coatings provide an inert physi-
cal barrier that isolates the reinforcing steel from the corrosive envi-
ronment. In North America, the use of epoxy-coated rebar dates back
more than two decades, and at present it represents the most com-
monly used alternative to standard reinforcing steel. Standards cover-
ing these materials include ASTM A 775 and BS 7295. It is important
to recognize that different types of epoxy coatings will display differ-
ent properties. Variables such as surface cleanliness and preparation,
coating thickness, coating adhesion to the rebar, coating continuity,
and coating thickness have to be considered for optimal corrosion
resistance.

While epoxy coatings have reportedly performed satisfactorily in
many applications, such as bridge decks, incidents of severe corrosion
have been observed in the substructure of four bridges in the Florida
Keys (United States) after only 6 to 10 years of exposure.’® The marine
environment concerned was a particularly corrosive one.

Since the epoxy coating functions by providing a corrosion barrier,
the coating continuity is obviously very important. While it may be
possible to control coating defects (holidays) within tight limits in the
manufacturing plant, the risk of coating damage during transporta-
tion, off-loading, storage, installation on site, and concrete pouring and
vibration is considerably greater. Efforts have been directed at repair-
ing visible damage on site, prior to placement in concrete.

Stainless steel rebar. The use of stainless steel rebar is as yet not wide-
spread and is still a “novelty” in the construction industry. It may thus
appear surprising that some industrial applications of stainless rebar
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date back more than 10 years. A list of selected international applica-
tions is presented in Table 2.33. The results from a number of research
projects have indicated the superior corrosion performance of stainless
alloys compared with carbon steel; reviews of international research
findings have been published.?” Several potential advantages could
lead to growing interest in stainless rebars:

m Corrosion resistance is integral to the material (this does not imply
that the material is always immune to corrosive attack).

® No coatings are involved that could chip, crack, or degrade.

® They have the capability to withstand shipping, handling, and
bending.

® There are no “exposed” ends to cover or coat.
= Common rebar grades have good ductility, strength, and weldability.

® They can be magnetic or nonmagnetic, depending on grade.

TABLE 2.33 Examples of Stainless Steel Rebar Applications

Application Date Comments
Bridge deck in 1-696 1995 Type 304 rebars. Exposure
highway near to winter deicing salts.

Detroit, Michigan

Bridge deck in 1-295 1985 Carbon steel rebars with
highway near type 304 cladding.
Trenton, New Jersey Exposure to winter deicing salts. If

ends of clad products are exposed, these
represent a galvanic corrosion risk.

Bridge deck in 407 1996 Type 316LN rebars.

toll highway, near Exposure to winter deicing

Toronto, Ontario salts.

Seafront structure mid 1980s Type 316 for replacement columns and

restoration, precast beams.

Scarborough, U.K.

Guild Hall Yard East 1996 Type 304 selected for very long design

project, London life, in keeping with the famous historic
buildings on the site.

Road slab of underpass, 1995 Type 316.

Cradlewell, U.K.

Sydney Opera House ~1990 Type 316 in a marine

forecourt restoration, environment.

Australia
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A range of stainless steels is available for rebar applications; final
selection depends on mechanical design requirements, expected corro-
sivity, and cost considerations. For rebar, the austenitic and duplex
(austenitic-ferritic) grades have received the most attention. There are
currently two standards dealing with stainless steel rebar, the British
BS 6744 (dating back to 1986) and the American ASTM A 955 (first
published in 1996). The British Standard specifies austenitic alloys
(Types 304, 304L, 316, and 316L, where “L” denotes alloys with lower
carbon contents). The ASTM standard covers a wider range of alloys,
including the well-known duplex alloy 2205.

Naturally, the initial cost of a structure with stainless steel rebar
will be higher than that of a conventional structure. However, the
overall construction cost increase may actually be relatively modest.
The case for stainless steel rebar can be strengthened when a life-cycle
cost approach is followed. This approach helps to focus attention on
total costs over the lifetime of a structure, including the frequency and
cost of future maintenance and replacement work. In such an analysis
performed for a bridge, the cost benefits of austenitic stainless steels
over carbon steel were clearly apparent after a time period of 18 to 23
years, at which time major repair costs would be incurred for the con-
ventionally reinforced structure.58

When considering the use of stainless rebar, a further type of “hid-
den” cost is of relevance. Anyone who has been trapped in a traffic jam
resulting from concrete repair work (a common experience in North
America) can obviously also attest to such costs as lost productivity,
wasted fuel, delivery delays, disruption of trade, etc., which are not eas-
ily quantified for highways. In the case of toll bridges and tunnels and
harbor facilities, such disruptions have a direct impact on revenue.

Galvanized rebars. Arguments advocating corrosion protection of
rebars by galvanizing are based on three principles. First, zinc-coat-
ed rebar is thought to remain passive in concrete at somewhat low-
er pH levels than ordinary steel. Second, the zinc coating represents
a sacrificial anode that will tend to protect the steel cathodically.
The galvanized coating is clearly consumed in the protection of rebar
rather than being of the inert type, as epoxy coatings are. Third, it
is argued that the usual corrosion product(s) of zinc occupy lower
volume than the corrosion products of steel, implying lower expan-
sive stresses.

Despite the above considerations, the performance of galvanized
reinforcing steel has had somewhat mixed reviews. One explanation
provided for low performance levels has been the formation of a par-
ticularly voluminous corrosion product involving expansions greater
than those of many iron corrosion products.
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Corrosion inhibitors. Corrosion-inhibiting admixtures are essentially
designed to improve the performance of good-quality reinforced con-
crete. It has been emphasized that the function of such admixtures is
not to “make good concrete out of poor quality concrete.”® Adherence
to this important principle is important in order to avoid unrealistic
performance expectations for corrosion inhibitors in concrete.

One of the better-known corrosion-inhibitor admixtures used in
attempting to control chloride-induced rebar corrosion is calcium
nitrite, Ca(NQO,),. The mechanism of inhibition involves nitrite ions
competing with chloride ions to react with Fe?* ions produced at the
anode.” Essentially, the nitrite ions limit the formation of unstable
iron chloride complexes and promote the formation of stable com-
pounds that passivate the rebar surface. The following reactions have
been proposed:

2Fe*" + 20H™ + 2NO,” — 2NO(g) + Fe, O, + H,0
or

Fe** + OH™ + NO,” — NO(g) + FeOOH

The results of surface analysis of rebar steel exposed to concrete
pore solutions inhibited with calcium nitrite have been entirely con-
sistent with this proposed mechanism.® Since nitrite ions compete
with chloride ions to interact with ferrous ions, the ratio of nitrite to
chloride ions is important for adequate corrosion protection.

An important consideration for any corrosion-inhibiting admixture is
its effects on the properties of concrete, such as workability, curing time,
and strength. Many mechanistic details of commercial rebar corrosion
inhibitors have remained relatively obscure because of the proprietary
nature of their formulations.

Concrete cover and mix design. Given that chlorides and other corro-
sive species diffuse to the reinforcing steel, one obvious method of mit-
igating corrosion damage is to increase the concrete cover. The rule of
thumb that a twofold increase in the concrete cover produces a fourfold
life extension, that a threefold cover increase results in a ninefold ben-
efit, etc., is often quoted in industry. This relationship is based on the
(overly) simplistic model described by Fick’s second law of diffusion.
The beneficial effects of increased cover are also applicable to cracked
concrete, but are less significant in exposure to chloride solutions
involving alternative wetting and drying cycles.?°

The diffusion rate of chlorides into concrete increases distinctly with
increasing porosity, which in turn is increased by higher water-to-cement
ratios and lower cement content. In the case of Portland cement, the pen-
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etration of chlorides by diffusion decreases with increasing content of the
3Ca0-Al,0; (C3A) cement component. The following recommendations
have therefore been made for ameliorating the corrosion risk for
Portland cement concrete:>°

® Water/cement ratio < 0.45
® Cement content > 400 kg/m3
® C3A content in cement: > 11% (by weight)

A further important consideration in controlling corrosion by reduc-
ing the permeability of concrete is that adequate curing (2 to 4 weeks’
hydration) is required for the development of a dense internal texture
with low porosity.

An important development in concrete mix design has been the addi-
tion of so-called supplementary cementitious materials. Two classifi-
cations apply to these compounds: Pozzolans, such as fly ash and silica
fume, react with the cement hydration products, notably calcium
hydroxide; hydraulic materials, such as granulated blast furnace slag,
undergo direct hydration reactions. As these materials are of lower
cost than conventional cement and essentially represent “environmen-
tal waste products,” there are obvious incentives for blending them in
concrete mixes. As pointed out by Hansson,’?> these materials can
improve the strength and durability of concrete, with the important
proviso that the concrete is cured adequately.

Concrete mixes known as high-performance concrete (HPC) have
received considerable attention in recent years. This new generation of
concrete has resulted from advances in the fields of admixtures and
new cementitious materials. Examples of recent major HPC construc-
tion projects in highly corrosive environments include the Canadian
Hibernia offshore oil platform and the P.E.I. Fixed Link, a 13-km bridge
structure linking Prince Edward Island to New Brunswick. HPC does
not refer to any specific mix design and should not simply be equated
with high-strength concrete. Rather, it refers to various mixes with
enhanced attributes compared with those of traditional concrete.
Improvements in mechanical properties, durability, early-age strength,
ease of placement and compaction, chemical resistance, and adhesion
to hardened concrete all fit into the HPC concrete family.

HPC mixes with particularly low water-to-cement ratios, resulting
in high compressive strengths, have been achieved with superplasti-
cizer additives. These additives obviously play a crucial role in ensur-
ing satisfactory workability at the low water contents. High density
and low permeability typically characterize such mixes, which can be
expected to represent an effective barrier to the ingress of corrosive
species, provided the concrete is in the uncracked condition. Certain
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additives also increase the electrical resistance of the cement paste,
thereby arguably retarding the kinetics of ionic corrosion reactions.

2.5.5 Condition assessment of reinforced
concrete structures

In view of the large-scale reinforcing steel corrosion problems, the abil-
ity to assess the severity of corrosion (and other) damage is assuming
increasing importance. Techniques that can provide early warning of
imminent corrosion damage are particularly helpful. Once rebar corro-
sion has proceeded to such an advanced state that its effects are visu-
ally apparent on external surfaces, it is usually too late to implement
effective corrosion control measures, and high repair or replacement
costs are inevitable. Techniques with high sensitivity are required for
early warning capability, and also for assessing the effectiveness of
remedial measures in short, practical time frames.

Specific codes, guides, and standards related to the assessment of
reinforced concrete structures are generally not as well developed as
in, say, the mechanical engineering and metallic materials domains.
However, the essential purpose of a detailed condition survey provides
useful terms of reference. This is usually threefold: First, the extent of
deterioration has to be determined; second, the mechanisms and caus-
es of deterioration should be established; and finally, a corrosion con-
trol and/or repair strategy has to be specified.

An example of a comprehensive algorithm for reinforced concrete
condition assessment is one developed for concrete bridge components
under a contract from the U.S. Strategic Highway Research Program
(SHRP). This algorithm (SHRP product 2032) is based on 13 conven-
tional, well-established test methods and 7 new methodologies (refer
to Table 2.34). An excellent summary of the SHRP methodology has
been published by the Canadian Strategic Highway Research
Program.®!

Briefly, in the SHRP algorithm, the evaluation of bridge components
is divided into three types of surveys. The initial (baseline) evaluation
survey focuses on parameters that undergo relatively little change
over time. The test methods recommended for this baseline survey are
listed in Table 2.35 and essentially represent tests that should form
part of the acceptance testing of new concrete bridge components. The
second type of survey in the SHRP scheme is subsequent evaluation.
The initial step in these surveys is visual inspection. The nature of
subsequent inspection techniques depends on the morphology of dam-
age observed in the visual inspection phase. The emphasis on rein-
forcing steel corrosion damage is placed under concrete spalling
phenomena. The recommended assessment procedures for this form of
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TABLE 2.34 Conventional and New Methods for Reinforced Concrete Structures
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Property Test methodology

Existing Techniques in SHRP Bridge Assessment Guide

Depth of concrete cover Magnetic flux devices
Concrete strength from test cylinders ASTM C 39 for test cylinders
Concrete strength from core samples ASTM C 42

Concrete strength from pullout tests ASTM C 900

Concrete strength/quality from ASTM C 805
rebound hammer tests
Concrete strength/quality from ASTM C 803

penetration tests

Air void system characterization ASTM C 457
in hardened concrete

Microscopic evaluation of hardened ASTM C 856 petrographic examination
concrete quality

Alkali-silica reactivity
Delamination detection ASTM D 4580 sounding
Damage assessment by pulse velocity ASTM C 597

Cracking damage ACI 224.1R

Probability of active rebar corrosion ASTM C 876 based on corrosion
potential (note that no corrosion rate is
determined)

New Techniques in SHRP Bridge Assessment Guide

Instantaneous corrosion-rate Electrochemical measurements,
measurement applicable to uncoated steel

Condition assessment of asphalt-
covered decks with pulsed radar

Condition assessment of preformed
membranes on decks using pulse
velocity

Evaluating relative effectiveness
of penetrating concrete sealers with
electrical resistance

Evaluating penetrating concrete
sealers by water absorption

Evaluating chloride content in
concrete by specific ion sensor

Evaluating relative concrete
permeability by surface air flow
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TABLE 2.34 (Continued)

Other
Chloride ion content by titration AASHTO T-260
Rebar location X-ray and radar
pH and depth of carbonation Phenolphthalein

solution or pH electrode
in extracted pore solution

Concrete permeability with respect ASTM C 1202 and ASTM C 642
to chloride ions

Delamination, voids, and other Impact echo, infrared thermography, pulse
hidden defects echo, and radar
Material properties Density (ASTM C 642), moisture content

(ASTM C 642), shrinkage (ASTM C 596,
C 426), dynamic modulus (ASTM C 215),
modulus of elasticity (ASTM C 464)

TABLE 2.35 Initial Evaluation Survey of Reinforced Bridge Components

Assessment procedure Comments
Air void and petrographic core samples Applicable to structures up to 15 years old
Alkali-silica reactivity test Applicable to structures that are between 1
and 15 years old
Concrete strength Applicable at all ages
Relative permeability Applicable at all ages
Rebar cover Applicable at all ages

Note: Test and sampling details may vary, depending on the age of the structure.

damage are presented in Fig. 2.34. The third survey category is special
surveys applicable to asphalt-covered decks, pretensioned and post-
tensioned concrete members, and rigid deck overlays.

Certain basic methods, such as visual inspection, core sampling for
compressive strength tests, and petrographic analysis and chain drag
sounding, have formed the basis of “traditional” condition assess-
ments. However, as is apparent from Table 2.34, a host of additional
new NDE methods and corrosion-monitoring techniques are available
in modern engineering practice. A brief description of selected individ-
ual techniques specifically related to reinforcing steel corrosion dam-
age follows.

Electrochemical corrosion measurements. These measurements can be
performed completely nondestructively on the actual reinforcing steel
or on sensors that are embedded in the concrete structure. The corro-
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Figure 2.34 Part of the SHRP guide to assessing concrete bridge components (applicable
to uncoated steel rebar).

sion sensors are essentially small sections of rebar steel, with shield-
ed electrical leads attached for potential and current measurements.
Preferably these sensors are embedded at different depths of cover,
and their use must obviously be defined in the design stage of the
structure. In general, electrochemical techniques are highly sensitive
and therefore can detect corrosion damage at a very early stage. More
detail on individual electrochemical techniques has been provided in
Sec. 7.2.3.

Chloride content. Samples for determining the chloride level in con-
crete are collected in the form of powder produced by drilling or by the
extraction of cores, sections of which are subsequently crushed. The
latter method can provide a more accurate chloride concentration
depth profile. The chloride ion concentration, used as a measure of the
risk of corrosion damage and degree of chloride penetration, is subse-
quently determined by potentiometric titration. Two distinctions are
made in chloride ion concentration testing: Acid-soluble chloride con-
tent (ASTM C 114) refers to the total chloride ion content, while the
water-soluble content represents a lower value.
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Petrographic examination. Petrographic examination is a microscopic
analysis of concrete, performed on core samples removed from the struc-
ture. Further details may be found in the ASTM C856 standard. It yields
information such as the depth of carbonation, density of the cement
paste, air content, freeze-thaw damage, and direct attack of the concrete.

Permeability tests. These tests are based either on ponding core samples
in chloride solution (with subsequent chloride content analysis) or on
“forced” migration of chloride ions under the influence of an external
electric field. The application of the electric field accelerates chloride ion
migration and hence reduces the testing time.

2.5.6 Life prediction for corroding
reinforced concrete structures

In a sense, inspection of concrete structures provides short-term qual-
itative life prediction. The essential performance of a structure from
one inspection period to the next can probably be anticipated.
However, prediction of remaining life over a longer time horizon is
obviously important for decision-making, planning, licensing, life-cycle
costing, and budgeting purposes.

A popular, fundamental conceptual model of concrete degradation by
rebar corrosion involves two separate phases, initiation and propaga-
tion (Fig. 2.35). In the initiation phase, no significant corrosion damage
takes place, but increasingly corrosive conditions develop that with
time will eventually lead to depassivation of the reinforcing steel. The
rate of damage in the propagation phase is significantly higher, leading
to maintenance requirements and eventually large-scale rehabilitation.

Provided that the concrete is not water-saturated, it may be reason-
able to assume that the initiation phase is considerably longer than the
propagation period and that the end of the initiation period alone is a
useful indicator of service life. Clifton and Pommersheim have
reviewed simple models based on this approach.? For chloride-induced
rebar corrosion, one of these is the use of Fick’s second law of diffusion
and the concept of a critical chloride concentration. Limitations and
simplifying assumptions of this approach have been discussed in previ-
ous sections. Actual chloride concentration profiles can be measured on
structures, to estimate parameters such as the diffusion coefficient
used in the model. For carbonation, it has been proposed that the depth
of carbonation is proportional to the square root of the exposure time.
Again, the measurement of actual carbonation depth with time can be
used to estimate a proportionality constant for a specific structure.

Cady and Weyers described the morphology and chronology of the
degradation of bridge decks with chloride-induced corrosion damage.?
Their work focused on actual bridge decks, and represents a more com-
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Figure 2.35 Conceptual model of rebar corrosion (schematic).

prehensive methodology than the models described above. A brief sum-
mary of their work is as follows: The process of damage often begins
during construction, when subsidence cracking provides a direct path
by which chlorides can reach some of the reinforcing steel. This crack-
ing phenomenon in fresh concrete was described by a probabilistic
function of the slump, rebar diameter, and depth of cover. The proba-
bility of cracking increased with increasing rebar size and slump but
decreased with increasing cover. Reinforcing steel corrosion and frac-
ture of the concrete could be manifested by this mechanism in a matter
of months to a few years.

For the bridge decks investigated, the next phase of concrete dam-
age was noticed after about 7 years. This mechanism of damage
involves diffusion of chlorides through uncracked concrete to the rein-
forcing steel and its subsequent depassivation. The damage was man-
ifested as concrete fracture and spalling under the wedging action of
voluminous corrosion products. The requirement for periodic patch-up
of small damaged areas thus began after some 7 years. The percentage
of concrete surface damaged by this mechanism increases at a steady-
state rate of about 2 percent per year. Typically, after 40 percent of the
deck is affected, major deck rehabilitation is called for. Once the criti-
cal chloride level for rebar corrosion is attained, the time to cracking
of concrete is inversely proportional to the corrosion rate. The rebar
corrosion rate thus clearly assumes an important role in this model.
An approach based on Fick’s second law and a critical chloride level
was followed to estimate the time between the initial “construction
phase” damage and the steady-state damage phase in the concrete.
The difficulty in determining values for the chloride diffusion coeffi-
cient and the critical chloride level were highlighted.
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An interesting approach to life prediction attempted by Buenfeld
and Hassanein involves the use of neural networks.® They (correctly)
argued that deterioration rates should ideally be predicted on the
basis of condition surveys on real structures or natural exposure tri-
als, rather than laboratory studies. Clearly, the enormous number of
variables involved in such “uncontrolled” tests cannot be tackled with
conventional computational approaches. Neural network analysis was
directed at large data sets from different sources for predicting chlo-
ride profiles and carbonation depth in concrete.

Neural networks are inherently suitable for a combined analysis
(using a high number of combined variables) of different individual
studies, each with a limited number of variables. For neural network
studies, all variables have to be quantified. When no numerical values
are available, such as for environmental corrosivity or cement type, a
rating scale has to be assigned. The usefulness of a neural network for
predicting the time to first cracking in concrete as a result of reinforce-
ment corrosion was highlighted, but the researchers concluded that
this is more difficult than predicting chloride profiles or carbonation
depths. It was concluded that at present insufficient relevant data for
developing a suitable neural network for this purpose are available. A
further observation was that available “training data” for neural net-
works rarely extend to the design life of structures, which is typically
more than 50 years. Therefore, while a neural network can determine
the time dependence of a concrete degradation process, extrapolation to
design life with appropriate safety factors will be required.

2.5.7 Other forms of concrete degradation

Besides corrosion-induced rebar damage, there are three other com-
monly cited forms of concrete degradation, namely, alkali-aggregate
reaction, freeze-thaw damage, and sulfate attack.

Alkali-aggregate reaction. Alkali-aggregate reaction refers to chemical
reactions between certain reactive aggregates and the highly alkaline
concrete pore solution. Reactive silica is known for such reactions, and in
this case the term alkali-silica reaction is often used. The damage is asso-
ciated with an internal volume increase, producing cracking and spalling
of the concrete. The expansion of aggregate particles and the formation
of hygroscopic gels that swell are thought to produce the internal stress-
es. The cracking and spalling of alkali-aggregate reaction damage can
make the underlying steel more susceptible to corrosion damage.

For this type of damage, the adage “prevention is better than cure”
certainly holds true. Screening tests to identify problematic aggre-
gates (such as ASTM C 289 and C 227) are available. Methodologies to
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improve the reliability and reduce the testing time of existing screen-
ing tests are under development. The addition of lithium salts to con-
crete mixes may arrest the undesirable expansive effects. Drying of
concrete and sealing to minimize ingress of moisture have been sug-
gested to limit the damage in existing structures; in practice, these
methods are obviously not always easy to implement.

Freeze-thaw damage. Freeze-thaw damage is related to the porous
nature of concrete. If the solution trapped in the pores freezes, a vol-
ume expansion occurs, which results in tensile stresses. When the
hydraulic pressure exceeds the strength of the cement paste, cracking
and spalling of the concrete results. Concrete with a high moisture
content is most susceptible to this damage mechanism.

In cold climates, where this form of damage is a problem, the use of
air-entrained concrete is specified. Such concrete has demonstrated its
ability to provide durable long-term service. Essentially, additives cre-
ate air voids entrained in the concrete. The freezing pore solution can
then expand into this interconnected system of air voids. Usually the
air content of this type of concrete is between 3 and 8 volume percent.
However, the total air content alone is not necessarily adequate to
assure resistance to freeze-thaw damage. The distribution and size of
the entrained air voids are also of major importance. A tradeoff exists
between air content and strength.

Scaling of concrete surfaces is closely related to freeze-thaw dam-
age. Repetitive cycles of freezing and thawing can cause concrete sur-
faces to scale, leading to a pitted surface morphology. Contact
between deicing salts and concrete surfaces plays an important role
in scaling damage. By their hygroscopic action, deicing salts can con-
centrate moisture in the surface layers of concrete. Additional
buildup of pressure can be created when dissolved salts recrystallize
in the concrete pores.

Sulfate attack. Soluble sulfate species can cause deterioration of con-
crete as a result of expansive reactions between sulfate and calcium
aluminates in the cement paste. Sulfate ions are ubiquitous; they are
found in soils, seawater, groundwater, and effluent solutions. Use of
cement with a low tricalcium aluminate content is beneficial for reduc-
ing the severity of attack.

2.6 Microbes and Biofouling
2.6.1 Basics of microbiology and MIC

Microorganisms pervade our environment and readily “invade” industri-
al systems wherever conditions permit. These agents flourish in a wide
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range of habitats and show a surprising ability to colonize water-rich
surfaces wherever nutrients and physical conditions allow. Microbial
growth occurs over the whole range of temperatures commonly found in
water systems, pressure is rarely a deterrent, and limited access to nitro-
gen and phosphorus is offset by a surprising ability to sequester, concen-
trate, and retain even trace levels of these essential nutrients. A
significant feature of microbial problems is that they can appear sud-
denly when conditions allow exponential growth of the organisms.®®
Because they are largely invisible, it has taken considerable time for a
solid scientific basis for defining their role in materials degradation to be
established. Many engineers continue to be surprised that such small
organisms can lead to spectacular failures of large engineering systems.

The microorganisms of interest in microbiologically influenced cor-
rosion are mostly bacteria, fungi, algae, and protozoans.% Bacteria are
generally small, with lengths of typically under 10 um. Collectively,
they tend to live and grow under wide ranges of temperature, pH, and
oxygen concentration. Carbon molecules represent an important nutri-
ent source for bacteria. Fungi can be separated into yeasts and molds.
Corrosion damage to aircraft fuel tanks is one of the well-known prob-
lems associated with fungi. Fungi tend to produce corrosive products
as part of their metabolisms; it is these by-products that are responsi-
ble for corrosive attack. Furthermore, fungi can trap other materials,
leading to fouling and associated corrosion problems. In general, the
molds are considered to be of greater importance in corrosion problems
than yeasts.? Algae also tend to survive under a wide range of envi-
ronmental conditions, having simple nutritional requirements: light,
water, air, and inorganic nutrients. Fouling and the resulting corrosion
damage have been linked to algae. Corrosive by-products, such as
organic acids, are also associated with these organisms. Furthermore,
they produce nutrients that support bacteria and fungi. Protozoans
are predators of bacteria and algae, and therefore potentially amelio-
rate microbial corrosion problems.%

MIC is responsible for the degradation of a wide range of materials.
An excellent representation of materials degradation by microbes has
been provided by Hill in the form of a pipe cross section, as shown in
Fig. 2.36.5" Most metals and their alloys (including stainless steel, alu-
minum, and copper alloys) are attacked by certain microorganisms.
Polymers, hessian, and concrete are also not immune to this form of
damage. The synergistic effect of different microbes and degradation
mechanisms should be noted in Fig. 2.36.

In order to influence either the initiation or the rate of corrosion in
the field, microorganisms usually must become intimately associated
with the corroding surface. In most cases, they become attached to the
metal surface in the form of either a thin, distributed film or a discrete
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Figure 2.36 Schematic illustration of the principal methods of microbial degradation of
metallic alloys and protective coatings. 1. Tubercle leading to differential aeration corro-
sion cell and providing the environment for 2. 2. Anaerobic sulfate-reducing bacteria
(SRB). 3. Sulfur-oxidizing bacteria, which produce sulfates and sulfuric acid.
4. Hydrocarbon utilizers, which break down aliphatic and bitumen coatings and allow
access of 2 to underlying metallic structure. 5. Various microbes that produce organic
acids as end products of growth, attacking mainly nonferrous metals and alloys and coat-
ings. 6. Bacteria and molds breaking down polymers. 7. Algae forming slimes on above-
ground damp surfaces. 8. Slime-forming molds and bacteria (which may produce organic
acids or utilize hydrocarbons), which provide differential aeration cells and growth con-
ditions for 2. 9. Mud on river bottoms, etc., provides a matrix for heavy growth of
microbes (including anaerobic conditions for 2). 10. Sludge (inorganic debris, scale, cor-
rosion products, etc.) provides a matrix for heavy growth and differential aeration cells,
and organic debris provides nutrients for growth. 11. Debris (mainly organic) on metal
above ground provides growth conditions for organic acid—producing microbes.

biodeposit. The thin film, or biofilm, is most prevalent in open systems
exposed to flowing seawater, although it can also occur in open fresh-
water systems. Such thin films start to form within the first 2 to 4 h of
immersion, but often take weeks to become mature. These films will
usually be spotty rather than continuous in nature, but will neverthe-
less cover a large proportion of the exposed metal surface.®
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In contrast to the distributed films are discrete biodeposits. These
biodeposits may be up to several centimeters in diameter, but will usu-
ally cover only a small percentage of the total exposed metal surface,
possibly leading to localized corrosion effects. The organisms in these
deposits will generally have a large effect on the chemistry of the envi-
ronment at the metal/film or the metal/deposit interface without hav-
ing any measurable effect on the bulk electrolyte properties.
Occasionally, however, the organisms will be concentrated enough in
the environment to influence corrosion by changing the bulk chemistry.
This is sometimes the case in anaerobic soil environments, where the
organisms do not need to form either a film or a deposit in order to
influence corrosion.%8

The taxonomy of microorganisms is an inexact science, and microbio-
logical assays typically target functional groups of organisms rather
than specific strains. Most identification techniques are designed to
find only certain types of organisms, while completely missing other
types. The tendency is to identify the organisms that are easy to grow
in the laboratory rather than the organisms prevalent in the field.
This is particularly true of routine microbiological analyses by many
chemical service companies, which, although purporting to be very
specific, are often based on only the crudest of analytical techniques.

Bacteria can exist in several different metabolic states. Those that
are actively respiring, consuming nutrients, and proliferating are said
to be in a growth stage. Those that are simply existing, but not grow-
ing because of unfavorable conditions, are said to be in a resting state.
Some strains, when faced with unacceptable surroundings, form
spores that can survive extremes of temperature and long periods
without moisture or nutrients, yet produce actively growing cells
quickly when conditions again become acceptable. The latter two
states may appear, to the casual observer, to be like death, but the
organisms are far from dead. Cells that actually die are usually con-
sumed rapidly by other organisms or enzymes. When looking at an
environmental sample under a microscope, therefore, it should be
assumed that most or all of the cell forms observed were alive or capa-
ble of life at the time the sample was taken.

Classification of microorganisms. Microorganisms are first categorized
according to oxygen tolerance. There are%®

m Strict (or obligate) anaerobes, which will not function in the pres-
ence of oxygen
® Aerobes, which require oxygen in their metabolism

m Facultative anaerobes, which can function in either the absence or
presence of oxygen
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®m Microaerophiles, which use oxygen but prefer low levels

Strictly anaerobic environments are quite rare in nature, but strict
anaerobes are commonly found flourishing within anaerobic microen-
vironments in highly aerated systems. Another way of classifying
organisms is according to their metabolism:

® The compounds or nutrients from which they obtain their carbon for
growth and reproduction

® The chemistry by which they obtain energy or perform respiration

® The elements they accumulate as a result of these processes

A third way of classifying bacteria is by shape. These shapes are pre-
dictable when organisms are grown under well-defined laboratory con-
ditions. In natural environments, however, shape is often determined
by growth conditions rather than by pedigree. Examples of shapes are

m Vibrio for comma-shaped cells
® Bacillus for rod-shaped cells
® Coccus for round cells

® Myces for fungilike cells

Bacteria commonly associated with MIC
Sulfate-reducing bacteria. Sulfate-reducing bacteria (SRB) are anaerobes
that are sustained by organic nutrients. Generally they require a com-
plete absence of oxygen and a highly reduced environment to function
efficiently. Nonetheless, they circulate (probably in a resting state) in
aerated waters, including those treated with chlorine and other oxidiz-
ers, until they find an “ideal” environment supporting their metabolism
and multiplication. There is also a growing body of evidence that some
SRB strains can tolerate low levels of oxygen. Ringas and Robinson
have described several environments in which these bacteria tend to
thrive in an active state.®® These include canals, harbors, estuaries,
stagnant water associated with industrial activity, sand, and soils.
SRB are usually lumped into two nutrient categories: those that can
use lactate, and those that cannot. The latter generally use acetate
and are difficult to grow in the laboratory on any medium. Lactate,
acetate, and other short-chain fatty acids usable by SRB do not occur
naturally in the environment. Therefore, these organisms depend on
other organisms to produce such compounds. SRB reduce sulfate to
sulfide, which usually shows up as hydrogen sulfide or, if iron is avail-
able, as black ferrous sulfide. In the absence of sulfate, some strains
can function as fermenters and use organic compounds such as pyruvate



192 Chapter Two

to produce acetate, hydrogen, and carbon dioxide. Many SRB strains
also contain hydrogenase enzymes, which allow them to consume
hydrogen.

Most common strains of SRB grow best at temperatures from 25° to
35°C. A few thermophilic strains capable of functioning efficiently at
more than 60°C have been reported. It is a general rule of microbiolo-
gy that a given strain of organism has a narrow temperature band in
which it functions well, although different strains may function over
widely differing temperatures. However, there is some evidence that
certain organisms, especially certain SRB, grow well at high tempera-
tures (around 100°C) under high pressures—e.g., 17 to 31 MPa—but
can also grow at temperatures closer to 35°C at atmospheric pressure.®

Tests for the presence of SRB have traditionally involved growing
the organisms on laboratory media, quite unlike the natural environ-
ment in which they were found. These laboratory media will grow only
certain strains of SRB, and even then some samples require a long lag
time before the organisms will adapt to the new growth conditions. As
a result, misleading information regarding the presence or absence of
SRB in field samples has been obtained. Newer methods that do not
require the SRB to grow to be detected have been developed. These
methods are not as sensitive as the old culturing techniques but are
useful in monitoring “problem” systems in which numbers are rela-
tively high.

SRB have been implicated in the corrosion of cast iron and steel, fer-
ritic stainless steels, 300 series stainless steels (and also very highly
alloyed stainless steels), copper-nickel alloys, and high-nickel molybde-
num alloys. Selected forms of SRB damage are illustrated in Fig. 2.37.7
They are almost always present at corrosion sites because they are in
soils, surface-water streams, and waterside deposits in general. Their
mere presence, however, does not mean that they are causing corrosion.
The key symptom that usually indicates their involvement in the cor-
rosion process of ferrous alloys is localized corrosion filled with black
sulfide corrosion products. While significant corrosion by pure SRB
strains has been observed in the laboratory, in their natural environ-
ment these organisms rely heavily on other organisms to provide not
only essential nutrients, but also the necessary microanaerobic sites for
their growth. The presence of shielded anaerobic microenvironments
can lead to severe corrosion damage by SRB colonies thriving under
these local conditions, even if the bulk environment is aerated. The
inside of tubercles covering ferrous surfaces corroded by SRB is a clas-
sic example of such anaerobic microenvironments.

Sulfur-sulfide-oxidizing bacteria. This broad family of aerobic bacteria
derives energy from the oxidation of sulfide or elemental sulfur to sul-
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Figure 2.37 Forms of corrosion damage produced by SRB.

fate. Some types of aerobes can oxidize the sulfur to sulfuric acid, with
pH values as low as 1.0 reported. These Thiobacillus strains are most
commonly found in mineral deposits, and are largely responsible for
acid mine drainage, which has become an environmental concern.
They proliferate inside sewer lines and can cause rapid deterioration
of concrete mains and the reinforcing steel therein. They are also
found on surfaces of stone buildings and statues and probably account
for much of the accelerated damage commonly attributed to acid rain.

Where Thiobacillus bacteria are associated with corrosion, they are
almost always accompanied by SRB. Thus, both types of organisms
are able to draw energy from a synergistic sulfur cycle. The fact that
two such different organisms, one a strict anaerobe that prefers neu-
tral pH and the other an aerobe that produces and thrives in an acid
environment, can coexist demonstrates that individual organisms are
able to form their own microenvironment within an otherwise hostile
larger world.

Iron/manganese-oxidizing bacteria. Bacteria that derive energy from the
oxidation of Fe?* to Fe3* are commonly reported in deposits associated
with MIC. They are almost always observed in tubercles (discrete
hemispherical mounds) over pits on steel surfaces. The most common
iron oxidizers are found in the environment in long protein sheaths or
filaments.®® While the cells themselves are rather indistinctive in
appearance, these long filaments are readily seen under the microscope
and are not likely to be confused with other life forms. The observation
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that filamentous iron bacteria are “omnipresent” in tubercles might,
therefore, be more a matter of their easy detection than of their relative
abundance.

An intriguing type of iron oxidizers is the Gallionella bacterium,
which has been blamed for numerous cases of corrosion of stainless
steels. It was previously believed that Gallionella simply caused bulky
deposits that plugged water lines. More recently, however, it has been
found in several cases in which high levels of iron, manganese, and
chlorides are present in the deposits. The resulting ferric manganic
chloride is a potent pitting agent for stainless steels.

Besides the iron-manganese oxidizers, there are organisms that
simply accumulate iron or manganese. Such organisms are believed to
be responsible for the manganese nodules found on the ocean floor. The
accumulation of manganese in biofilms is blamed for several cases of
corrosion of stainless steels and other ferrous alloys in water systems
treated with chlorine or chlorine—-bromine compounds.”™ It is likely
that the organisms’ only role, in such cases, is to form a biofilm rich in
manganese. The hypochlorous ion then reacts with the manganese to
form permanganic chloride compounds, which cause distinctive sub-
surface pitting and tunneling corrosion in stainless steels.

Aerobic slime formers. Aerobic slime formers are a diverse group of aero-
bic bacteria. They are important to corrosion mainly because they pro-
duce extracellular polymers that make up what is commonly referred
to as “slime.” This polymer is actually a sophisticated network of sticky
strands that bind the cells to the surface and control what permeates
through the deposit. The stickiness traps all sorts of particulates that
might be floating by, which, in dirty water, can result in the impres-
sion that the deposit or mound is an inorganic collection of mud and
debris. The slime formers and the sticky polymers that they produce
make up the bulk of the distributed slime film or primary film that
forms on all materials immersed in water.

Slime formers can be efficient “scrubbers” of oxygen, thus prevent-
ing oxygen from reaching the underlying surface. This creates an ide-
al site for SRB growth. Various types of enzymes are often found
within the polymer mass, but outside the bacterial cells. Some of these
enzymes are capable of intercepting and breaking down toxic sub-
stances (such as biocides) and converting them to nutrients for the
cells.®® Tubercles, though attributed to filamentous iron bacteria by
some, usually contain far greater numbers of aerobic slime formers.
Softer mounds, similar to tubercles but lower in iron content, are also
found on stainless steels and other metal surfaces, usually in conjunc-
tion with localized MIC. These, too, typically contain high numbers of
aerobic bacteria, either Gallionella or slime formers.
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The term high numbers is relative. A microbiologist considers 10°
cells per cubic centimeter or per gram in an environmental sample to
represent high numbers. However, these organisms make up only a
minuscule portion of the overall mass. Biomounds, whether crusty
tubercles on steel surfaces or the softer mounds on other metals, typi-
cally analyze approximately 10 percent by weight organic matter, most
of that being extracellular polymers.

Methane producers. Only in recent years have methane-producing bac-
teria (methanogens) been added to the list of organisms believed
responsible for corrosion. Like many SRB, methanogens consume
hydrogen and thus are capable of performing cathodic depolarization.
While they normally consume hydrogen and carbon dioxide to produce
methane, in low-nutrient situations these strict anaerobes will become
fermenters and consume acetate instead. In natural environments,
methanogens and SRB frequently coexist in a symbiotic relationship:
SRB producing hydrogen, CO,, and acetate by fermentation, and
methanogens consuming these compounds, a necessary step if fer-
mentation is to proceed. The case for facilitation of corrosion by
methanogens still needs to be strengthened, but methanogens are as
common in the environment as SRB and are just as likely to be a prob-
lem. The reason they have not been implicated before now is most like-
ly because they do not produce distinctive, solid byproducts.

Organic acid-producing bacteria. Various anaerobic bacteria such as
Clostridium are capable of producing organic acids. Unlike SRB,
these bacteria are not usually found in aerated macroenvironments
such as open, recirculating water systems. However, they are a prob-
lem in gas transmission lines and could be a problem in closed water
systems that become anaerobic.

Acid-producing fungi. Certain fungi are also capable of producing organ-
ic acids and have been blamed for corrosion of steel and aluminum, as
in the highly publicized corrosion failures of aluminum aircraft fuel
tanks. In addition, fungi may produce anaerobic sites for SRB and can
produce metabolic byproducts that are useful to various bacteria.

Effect of operating conditions on MIC. Biocorrosion problems occur most
often in new systems when they are first wetted. When the problem
occurs in older systems, it is almost always a result of changes, such
as new sources or quality of water, new materials of construction, new
operating procedures (e.g., water now left in system during shut-
downs, whereas it used to be drained), or new operating conditions
(especially temperature). Some of the operating parameters known to
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have or suspected of having an effect on MIC are temperature, pres-
sure, flow velocity, pH, oxygen level, and cleanliness.”

Temperature. All microorganisms have an optimum temperature range
for growth. Observation of the water or surface temperatures at which
corrosion mounds or tubercles do or do not grow may offer important
clues as to how effective slight temperature changes may be. The nor-
mal expectation is that increasing temperature increases corrosion
problems. With MIC, this is not necessarily so.

Flow velocity. Flow velocity has little long-term effect on the ability of
cells to attach to surfaces. Once attachment takes place, however, flow
affects the nature of the biofilm that forms. It has been observed that
low-velocity biofilms tend to be very bulky and easily disturbed, while
films that form at higher velocities are much denser, thinner, and more
tenacious.

As a rule, flow velocities above 1.5 m/s are recommended in water
systems to minimize settling out of solids. Such velocities will not pre-
vent surface colonization in systems that are prone to biofouling, how-
ever. Stagnant conditions, even for short periods of time, generally
result in problems. Increasing velocity to discourage biological attach-
ment is not always feasible, since it can promote erosion corrosion of
the particular metal being used. Copper, for instance, suffers erosion
corrosion above 1.5 m/s at 20°C.

pH. Bulk water pH can have a significant effect on the vitality of
microorganisms. Growth of common strains of SRB, for example, slows
above pH 11 and is completely stifled at pH 12.5. Some researchers
have speculated that this is why cathodic protection is effective
against these microbes, since cathodic protection has a net effect of
increasing the pH of the metallic surface being protected.

Oxygen level. Many bacteria require oxygen for growth. There is reason
to believe that many biological problems could be partly alleviated if a
system were completely deaerated. Many aerobes can function ade-
quately with as little as 50 ppb O,, and facultative organisms, of
course, simply convert to an anaerobic metabolism if oxygen is deplet-
ed. Practically speaking, removing dissolved oxygen from the system
can affect MIC, but it is not likely to eliminate a severe problem.

Cleanliness. The “cleanliness” of a given water usually refers to the
water’s turbidity or the amount of suspended solids in that water.
Settling of suspended solids enhances corrosion by creating occlusions
and surfaces for microbial growth and activity. The organic and dis-
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solved solids content of the water are also important. These factors
may be significantly reduced by “cleaning up” the water. Improving
water quality is not necessarily a solution to MIC.

With respect to water cleanliness, one rule is that as long as any
microorganisms can grow in the water, the potential for MIC exists.
On the surfaces of piping and equipment, however, “cleanliness” is
much more important. Anything that can be done to clean metal sur-
faces physically on a regular basis (i.e., to remove biofilms and
deposits) will help to prevent or minimize MIC. In summary, any time
the operating conditions in a water system are changed, extra atten-
tion should be paid to possible biological problems that may result.

Identification of microbial problems

Direct inspection. Direct inspection is best suited to enumeration of plank-
tonic organisms suspended in relatively clean water. In liquid suspen-
sions, cell densities greater than 107 cells-cm~3 cause the sample to
appear turbid. Quantitative enumerations using phase contrast
microscopy can be done quickly using a counting chamber which holds
a known volume of fluid in a thin layer. Visualization of microorganisms
can be enhanced by fluorescent dyes that cause cells to light up under
ultraviolet radiation. Using a stain such as acridine orange, cells sepa-
rated by filtration from large aliquots of water can be visualized and
counted on a 0.25-pm filter using the epifluorescent technique. Newer
stains such as fluorescein diacetate, 5-cyano-2,3-ditolyltetrazolium chlo-
ride, or p-iodonitrotetrazolium violet indicate active metabolism by the
formation of fluorescent products.5?

Identification of organisms can be accomplished by the use of anti-
bodies generated as an immune response to the injection of micro-
bial cells into an animal, typically a rabbit. These antibodies can be
harvested and will bind to the target organism selectively in a field
sample. A second antibody tagged with a fluorescent dye is then
used to light up the rabbit antibody bound to the target cells. In
effect, the staining procedure can selectively light up target organ-
isms in a mixed population or in difficult soil, coating, or oily emul-
sion samples.”™

Such techniques can provide insight into the location, growth rate,
and activity of specific kinds of organisms in mixed populations in
biofilms. Antibodies which bind to specific cells can also be linked to
enzymes that produce a color reaction in an enzyme-linked immunosor-
bent assay. The extent of the color produced in solution can then be cor-
related with the number of target organisms present.”* While
antibody-based stains are excellent research tools, their high specifici-
ty means that they identify only the target organisms. Other organisms
potentially capable of causing problems are missed.
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Growth assays. The most common way to assess microbial populations
in industrial samples is through growth tests using commercially
available growth media for the groups of organisms that are most com-
monly associated with industrial problems. These are packaged in a
convenient form suitable for use in the field. Serial dilutions of sus-
pended samples are grown on solid agar or liquid media. Based on the
growth observed for each dilution, estimates of the most probable
number (MPN) of viable cells present in a sample can be obtained.™
Despite the common use of growth assays, however, only a small frac-
tion of wild organisms actually grow in commonly available artificial
media. Estimates of SRB in marine sediments, for example, suggest
that as few as one in a thousand of the organisms present actually
show up in standard growth tests.”

Activity assays.

Whole cell. Approaches based on the conversion of a radioisotopically
labeled substrate can be used to assess the potential activity of micro-
bial populations in field samples. The radiorespirometric method
allows use of field samples directly, without the need to separate
organisms, and is very sensitive. Selection of the radioactively labeled
substrate is key to interpretation of the results, but the method can
provide insights into factors limiting growth by comparing activity in
native samples with supplemented test samples under various condi-
tions. Oil-degrading organisms, for example, can be assessed through
the mineralization of 1“C-labeled hydrocarbon to carbon dioxide.
Radioactive methods are not routinely used by field personnel but
have found use in a number of applications, including biocide screen-
ing programs, identification of nutrient sources, and assessment of key
metabolic processes in corrosion scenarios.5

Enzyme-based assays. An increasingly popular approach is the use of
commercial kits to assay the presence of enzymes associated with
microorganisms that are suspected of causing problems. For example,
kits are available for the sulfate reductase enzyme” common to SRB
associated with corrosion problems and for the hydrogenase enzyme
implicated in the acceleration of corrosion through rapid removal of
cathodic hydrogen formed on the metal surface.” The performance of
several of these kits has been assessed by field personnel in round-
robin tests. Correlation of activity assays and population estimates is
variable. In general, these kits have a narrower range of application
than growth-based assays, making it important to select a kit with a
range of response appropriate to the problem under consideration.”™

Metabolites. An overall assessment of microbial activity can be
obtained by measuring the amount of adenosine triphosphate (ATP) in
field samples. This key metabolite drives many cellular reactions.
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Commercial instruments are available which measure the release of
light by firefly luciferin/luciferase with ATP. The method is best suited
to clean aerobic aqueous samples; particulate and chemical quenching
can affect results. Detection of metabolites such as organic acids in
deposits or gas compositions including methane or hydrogen sulfide by
routine gas chromatography can also indicate biological involvement
in industrial problems.%>

Cell components. Biomass can be generally quantified by assays for pro-
tein, lipopolysaccharide, or other common cell constituents, but the
information gained is of limited value. An alternative approach is to use
cell components to define the composition of microbial populations, with
the hope that the insight gained may allow damaging situations to be
recognized and managed in the future. Fatty acid analysis and nucleic
acid sequencing provide the basis for the most promising methods.

Fatty acid profiles. Analyzing fatty acid methyl esters derived from
cellular lipids can fingerprint organisms rapidly. Provided that perti-
nent profiles are known, organisms in industrial and environmental
samples can be identified with confidence. In the short term, the
impact of events such as changes in operating conditions or application
of biocides can be monitored by such analysis. In the longer term, prob-
lem populations may be identified quickly so that an appropriate man-
agement response can be implemented in a timely fashion.

Nucleic acid-based methods. Specific DNA probes can be con-
structed to detect segments of genetic material coding for known
enzymes. A gene probe developed to detect the hydrogenase enzyme
which occurs broadly in SRB from the genus Desulfovibrio was
applied to samples from an oilfield waterflood plagued with iron sul-
fide-related corrosion problems. The enzyme was found in only 12 of
20 samples, suggesting that sulfate reducers which did not have this
enzyme were also present.®® In principle, probes could be developed
to detect all possible sulfate reducers, but application of such a bat-
tery of probes becomes daunting when large numbers of field sam-
ples are to be analyzed.

To overcome this obstacle, the reverse sample genome probe (RSGP)
was developed. In this technique, DNA from organisms previously iso-
lated from field problems is spotted on a master filter. DNA isolated
from field samples of interest is then labeled with either a radioactive
or a fluorescent indicator and exposed to this filter. Where complemen-
tary strands of DNA are present, labeled DNA from the field sample
sticks to the corresponding spot on the master filter. Organisms repre-
sented by the labeled spots are then known to be in the field sample.
The technique is quantitative, and early work with oilfield populations



200 Chapter Two

suggests that a significant fraction of all the DNA present in a field cor-
rosion site sample can be correlated with known isolates.%°

Sampling. Samples for analysis can be obtained from industrial sys-
tems by scraping accessible surfaces. In open systems or on the outside
of pipelines or other underground facilities, this can be done directly.
Bull plugs, coupons, or inspection ports can provide surface samples in
low-pressure water systems.®! More sophisticated devices are commer-
cially available for use in pressurized systems.’? In these devices,
coupons are held in an assembly which mounts on a standard pressure
fitting. If biofilms are to be representative of a system, it is important
that the sampling coupons are of the same material as the system and
flush-mounted in the wall of the system so that flow effects match
those of the surrounding surface. While pressure fittings allow
coupons to be implanted directly in process units, the fittings are
expensive, pressure vessel codes and accessibility can restrict their
location, and the removal and installation of coupons involves exact
technical procedures. For these reasons, sidestream installations are
often used instead.

Handling of field samples should be done carefully to avoid contam-
ination with foreign matter, including biological materials. A wide
range of sterile sampling tools and containers is readily available.
Because many systems are anaerobic, proper sample handling and
transport is essential to avoid misleading results brought about by
excessive exposure to oxygen in the air. One option is to analyze sam-
ples on the spot using commercially available kits, as described above.
Where transportation to a laboratory is required, Torbal jars or simi-
lar anaerobic containers can be used.®® In many cases, simply placing
samples directly in a large volume of the process water in a complete-
ly filled screw-cap container is adequate. Processing in the lab should
also be done anaerobically, using special techniques or anaerobic
chambers designed for this purpose. Because viable organisms are
involved, processing should be done quickly to avoid growth or death
of cells that are stimulated or inhibited by changes in temperature,
oxygen exposure, or other factors.®

2.6.2 Biofouling

For the first 200+ years of microbiology, organisms were studied
exclusively in planktonic form (freely floating in water or nutrient
broth). In the late 1970s, with the advent of advanced microscopic
methods, microbiologists were surprised to find that biofilms are the
predominant form of bacterial growth in almost all aquatic systems.
Since that time, it has become apparent that organisms living within



Environments 201

a biofilm can behave very differently from the same species floating
freely. In water treatment, biofilms are undesirable because they har-
bor pathogenic organisms such as Legionella, reduce heat transfer,
cause increased friction or complete blockage of pipes, and contribute
to corrosion.’

Nature of biofilm. A biofilm is said to consist of microbial cells (algal,
fungal, or bacterial) and the extracellular biopolymer they produce.
Generally, it is bacterial biofilms that are of most concern in industri-
al water systems, since they are generally responsible for the fouling
of heat-transfer equipment. This is due in part to the minimal nutri-
ents that many species require in order to grow.

Biofilm contributes to corrosion in several ways. The simplest is the
difference in oxygen concentration depending on the thickness of the
biofilm.® In addition to this effect, biofilm allows accumulation of fre-
quently acidic metabolic products near the metal surface, which accel-
erates the cathodic reaction.®¢ One particular metabolic product,
hydrogen sulfide, will also promote the anodic reaction through the
formation of highly insoluble ferrous sulfide. Finally, certain bacteria
will oxidize Fe?" produced by these first two effects to form ferric
hydroxide in the form of tubercles. The tubercles greatly steepen the
oxygen gradient and accelerate the corrosion process. The corrosion
products of MIC also interfere with the performance of biocides, result-
ing in a vicious cycle.?

The microorganisms themselves may make up from 5 to 25 percent
of the volume of a biofilm. The remaining 75 to 95 percent of the vol-
ume, the biofilm matrix, is actually 95 to 99 percent water. The dry
weight consists primarily of acidic exopolysaccharides excreted by the
organisms. Very close to the bacteria cells, the biofilm matrix is more
likely to consist of lipopolysaccharides (fatty carbohydrates), which are
more hydrophobic than the exopolysaccharides. The exopolysaccha-
ride/water mixture gels when enough calcium ions replace the acidic
protons of the polymers. The chemically very similar alginates are
used in water treatment because of this calcium-binding property. The
same anionic sites on the polymers will also bind other divalent
cations, such as Mg?*, Fe?*, and Mn2*.%7

The biofilm allows enzymes to accumulate and act on food substrates
without being washed away as they would be in the bulk water. The
presence of the biofilm causes often acidic metabolic products to accu-
mulate within 0.5 pm or so of the colony. When one species can use the
metabolic products of another, colonies of the two species will often be
found adjacent to each other within the biofilm. An example of this type
of cooperation occurs in MIC, where one can find Desulfovibrio,
Thiobacillus, and Gallionella forming a miniature ecosystem within a
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corrosion pit.® The biofilm matrix can also protect organisms within it
from the grazing of larger protozoa such as amoeba and from antibod-
ies or leukocytes of a host organism. Because of these many advan-
tages, almost all microorganisms are capable of producing some
amount of biofilm. Biofilm is most stable when conditions in the ambi-
ent water are stable. Changes in ionic strength, pH, or temperature
will all destabilize biofilm.%*

Biofilm formation. In industrial systems, direct and indirect biominer-
alization processes can influence scale formation and mineral deposi-
tion within the biofilm. Clay particles and other debris become trapped
in the extracellular slime, adding to the thickness and heterogeneity
of the biofilm. Iron, manganese, and silica are often elevated in
biofilms as a result of mineral deposition and ion exchange. In the case
of iron-oxidizing bacteria found in aerobic water systems, metal oxides
are an important component of the biofilm. In steel systems operating
under anaerobic conditions, iron sulfides can be deposited when fer-
rous ions released by corrosion of steel surfaces precipitate with sul-
fide generated by bacteria in the biofilm.5>

A completely clean surface will display an induction period during
which colonization occurs. After a previously clean surface has been
colonized, a biofilm will grow exponentially at first, until either the
thickness of the film interferes with diffusion of nutrients to the organ-
isms within it or the flow of water causes matrix material to slough off
at the surface as fast as it is being produced below. Biofilm develop-
ment is most rapid when consortia of mutually beneficial species are
involved. In the absence of antimicrobial agents, biofilms in cooling
water typically take 10 to 14 days to reach equilibrium. The equilibri-
um thickness of biofilms varies widely but can reach the 500- to 1000-
pm range in a cooling-water system. The thickness of biofilm is seldom
uniform, and patches of exposed metal may even be found in systems
with significant biofilm present.

As a biofilm matures, enzymes and other proteins accumulate. These
can react with polysaccharides to form complex biopolymers. A selective
process occurs in which biopolymers that are most stable under the
ambient conditions remain while those that are less stable are sloughed
off. Thus a mature biofilm is generally more difficult to remove than a
new biofilm. Studies have shown that biofilm growth is due primarily to
reproduction within the biofilm rather than to the adherence of plank-
tonic organisms.’® The shedding of biofilm organisms into the bulk
water serves to spread a given species from one region of the system to
another, but once species are widespread, the concentration of organ-
isms in the water is merely a symptom of the amount of biofilm activity
rather than a cause of biofilm formation. Consequently, planktonic bac-
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teria counts can be misleading. A biocide may kill a large percentage of
the planktonic organisms while having little effect on anything but the
outer surfaces of the biofilm. In this case, planktonic bacteria counts
may rise quickly after the biocide has left the system as shedding of
organisms from the biofilm resumes.?

In cooling towers and spray ponds, algal biofilms are also a concern.
Not only will algal biofilms foul distribution decks and tower fill, but
algae will also provide nutrients (organic carbon) that will help sup-
port the growth of bacteria and fungi. Algae do not require organic car-
bon for growth, but instead utilize CO, and the energy provided by the
sun to manufacture carbohydrate.

In aquatic environments, microorganisms may be suspended freely
in the bulk water (planktonic existence) or attached to an immobile
substratum or surface (sessile existence). The microorganisms may
exist as solitary individuals or in colonies that contain from a few to
more than a million individuals. Complex assemblages of various
species may occur within both planktonic and sessile microbial popu-
lations. The environmental conditions largely dictate whether the
microorganisms will exist in a planktonic or sessile state. Sessile
microorganisms do not attach directly to the substratum surface, but
rather attach to a thin layer of organic matter (the conditioning film)
adsorbed on the surface (Fig. 2.38, Stages 1 and 2). As microbes attach
to and replicate on the substratum, a biofilm is formed over the sur-
face. The biofilm is composed of immobilized cells and their extracel-
lular polymeric substances.

The characteristics of a biofilm may change with time. During the
early stages of development, a biofilm is composed of the pioneering
microbial species, which are distributed as individual cells in a het-
erogeneous manner over the surface. Within a matter of minutes, some
of the attached species produce adhesive exopolymers that encapsu-
late the cells and extend from the cell surface to the substratum and
into the bulk fluid (Fig. 2.38, Stage 2). The adhesive exopolymers
restrict the dissemination of microbial cells as they replicate on the
surface (Fig. 2.38, Stage 3). At this stage of development, the biofilm is
less than 10 pm in thickness and exists as a discontinuous matrix of
exopolymers interspersed with cells.”

As the immobilized cells continue to replicate and excrete more
exopolymer material, the biofilm forms a confluent blanket of increas-
ing thickness over the surface (Fig. 2.38, Stage 4). Bacteria attach to
surfaces by proteinaceous appendages referred to as fimbriae. Once a
number of fimbriae have “glued” the cell to the surface, detachment of
the organism becomes very difficult. One reason bacteria prefer to
attach to surfaces is the adsorbed organic molecules that can serve as
nutrients. Once attached, the organisms begin to produce material
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Figure 2.38 Different stages of biofilm formation and growth. Stage 1: Conditioning film
accumulates on submerged surface. Stage 2: Planktonic bacteria from the bulk water
colonize the surface and begin a sessile existence by excreting exopolymer that anchors
the cells to the surface. Stage 3: Different species of sessile bacteria replicate on the met-
al surface. Stage 4: Microcolonies of different species continue to grow and eventually
establish close relationships with one another on the surface. The biofilm increases in
thickness. Conditions at the base of the biofilm change. Stage 5: Portions of the biofilm
slough away from the surface. Stage 6: The exposed areas of surface are recolonized by
planktonic bacteria or sessile bacteria adjacent to the exposed areas.
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called extracellular biopolymer or slime. The amount of biopolymer
produced can exceed the mass of the bacterial cell by a factor of 100 or
more. The extracellular polymer produced may tend to provide a more
suitable protective environment for the survival of the organism.

The extracellular biopolymer consists primarily of polysaccharides
and water. The polysaccharides produced vary depending on the
species but are typically made up of repeating oligosaccharides, such
as glucose, mannose, galactose, xylose, and others. An often-cited
example of a bacterial-produced biopolymer is xanthan gum, produced
by Xanthomonas campestris. This biopolymer is used as a thickening
agent in a variety of foods and consumer products. Gelation of some
biopolymers can occur upon addition of divalent cations, such as calci-
um and magnesium. The electrostatic interaction between carboxylate
functional groups on the polysaccharide and the divalent cations
results in a bridging effect between polymer chains. Bridging and
cross-linking of the polymers help to stabilize the biofilm, making it
more resistant to shear.

Over time, species of planktonic bacteria and nonliving particles
become entrained in the biofilm and contribute to a growing commu-
nity of increasing complexity. At this stage, the mature biofilm may be
visibly evident. Its morphology and consistency vary depending on the
types of microorganisms present and the conditions in the surround-
ing bulk liquid. The time it takes to achieve this stage may vary from
a few days to several weeks.

As the biofilm increases in thickness, diffusion of dissolved gases
and other nutrients from the bulk liquid to the substratum becomes
impeded. Conditions become inhospitable to some of the microorgan-
isms at the base of the biofilm, and eventually many of these cells die.
As the foundation of the biofilm weakens, shear stress from the flow-
ing liquid causes sloughing of cell aggregations, and localized areas of
bare surface are exposed to the bulk liquid (Fig. 2.38, Stage 5). The
exposed areas are subsequently recolonized, and new microorganisms
and their exopolymers are woven into the fabric of the existing biofilm
(Fig. 2.38, Stage 6). This phenomenon of biofilm instability occurs even
when the physical conditions in the bulk liquid remain constant. Thus,
biofilms are constantly in a state of flux.™

Marine biofouling. Marine biofouling is commonplace in open waters,
estuaries, and rivers. It is commonly found on marine structures, includ-
ing pilings, offshore platforms, and boat hulls, and even within piping
and condensers. The fouling is usually most widespread in warm condi-
tions and in low-velocity (<1 m/s) seawater. Above 1 m/s, most fouling
organisms have difficulty attaching themselves to surfaces. There are
various types of fouling organisms, particularly plants (slime algae), sea
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mosses, sea anemones, barnacles, and mollusks (oysters and mussels). In
steel, polymer, and concrete marine construction, biofouling can be detri-
mental, resulting in unwanted excess drag on structures and marine
craft in seawater or causing blockages in pipe systems. Expensive
removal by mechanical means is often required. Alternatively, costly pre-
vention methods are often employed, which include chlorination of pipe
systems and antifouling coatings on structures.®®

Marine organisms attach themselves to some metals and alloys
more readily than to others. Steels, titanium, and aluminum will foul
readily. Copper-based alloys, including copper-nickel, have very good
resistance to biofouling, and this property is used to advantage.
Copper-nickel is used to minimize biofouling on intake screens, sea-
water pipe work, water boxes, cladding of pilings, and mesh cages in
fish farming.®®

Problems associated with biofilms. Once bacteria begin to colonize sur-
faces and produce biofilms, numerous problems begin to arise, includ-
ing reduction of heat-transfer efficiency, fouling, corrosion, and scale.
When biofilms develop in low-flow areas, such as cooling-tower film
fill, they may initially go unnoticed, since they will not interfere with
flow or evaporative efficiency. Over time, the biofilm becomes more
complex, often with filamentous development. The matrix provided
will accumulate debris that may impede or completely block flow.

Biofilms may be patchy and highly channelized, allowing nutrient-
bearing water to flow through and around the matrix. When excessive
algal biofilms develop, portions may break loose and be transported to
other parts of the system, causing blockage as well as providing nutri-
ents for accelerated bacterial and fungal growth. Biofilms can cause
fouling of filtration and ion-exchange equipment.

Calcium ions are fixed into the biofilm by the attraction of carboxy-
late functional groups on the polysaccharides. In fact, divalent cations,
such as calcium and magnesium, are integral in the formation of gels
in some extracellular polysaccharides. A familiar biofilm-induced min-
eral deposit is the calcium phosphate scale that the dental hygienist
removes from teeth. When biofilms grow on tooth surfaces, they are
referred to as plaques. If these plaques are not continually removed,
they will accumulate calcium salts, mainly calcium phosphate, and
form tartar (scale).

When iron- and manganese-oxidizing organisms colonize a surface,
they begin to oxidize available reduced forms of these elements and pro-
duce a deposit. In the case of iron-oxidizing organisms, ferrous iron is
oxidized to the ferric form, with the electron lost in the process being uti-
lized by the bacterium for energy production. As the bacterial colony
becomes encrusted with iron (or manganese) oxide, a differential oxygen
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concentration cell may develop, and the corrosion process will begin.
The ferrous iron produced at the anode will then provide even more fer-
rous iron for the bacteria to oxidize. The porous encrustation (tubercle)
may potentially become an autocatalytic corrosion cell or may provide
an environment suitable for the growth of sulfate-reducing bacteria.

Friction factor. A fluid flowing through a pipe experiences drag from the
pipe surface. This drag reduces flow velocity and increases the pressure
required to sustain a given flow rate. Microbial fouling can lead to a
sharply increased friction factor with a marked loss of system capacity.
Losses up to 55 percent have been reported for water supply systems,
with significant effects being seen in large-diameter conduits made of
cement and concrete as well as in steel piping.?® Most of the loss is attrib-
utable to increased surface roughness (Table 2.36). Laboratory studies
indicate that the friction factor does not increase until the biofilm
extends beyond the viscous sublayer of fluid flow normally associated
with the pipe wall (typically 30 wm). The friction factor is a function of
Reynolds number for different biofilm thickness in turbulent flow.
Unlike hard scale deposits, the biofilm has an irregular surface and
spongy (viscoelastic) behavior that exaggerate its drag on fluid flow.
Extraordinary increases in friction factor may be related to cells pro-
truding into the bulk water flow and influencing the hydrodynamics at
the biofilm—bulk water interface. The extra drag on fluid flow would be
analogous to that caused by waving water weeds in a stream. Another
common problem encountered in industrial operations is the fouling of
screens or pumping systems with debris sloughed off or eroded from
fouling deposits. Again, the presence of biological slimes exacerbates
such problems by capturing clays and other particulates which might
have otherwise remained suspended and passed through the system.®

Heat exchange. Bacterial fouling of heat exchangers can occur quickly
as a result of a process leak or influx of nutrients. The sudden increase
in nutrients in a previously nutrient-limited environment will send

TABLE 2.36 Roughness of Biofilms Compared to
Inorganic Deposits

Material Thickness, pm Relative roughness
Biofilm 40 0.003
165 0.01
300 0.06
500 0.15
Scale, CaCOg3 165 0.0001
224 0.0002

262 0.0006
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bacterial populations into an accelerated logarithmic growth phase,
with rapid accumulation of biofilm. The biofilms that develop will then
interfere with heat-transfer efficiency.

Sizing of heat exchangers assumes a certain heat-transfer efficiency
between the bulk fluid and metal wall. Because biofilms more or less
behave like gels on the metal surface, heat transfer can occur only by
conduction through the biofilm. The thermal conductivity of biofilms is
similar to that of water but much less than that of metals.?” On the
basis of relative thermal conductivities (Table 2.37), a biofilm layer 41
pm thick offers the same resistance to heat transfer as a titanium tube
wall 1000 pm thick.

In calculating the impact of biofouling, changes in the advective
(convective) heat transfer from the bulk fluid to the biofilm must also
be considered because biofilm roughness can influence turbulence at
the interface between the biofilm and the bulk fluid. This increase in
local turbulence may actually improve the advective heat transfer to
the biofilm, partially offsetting the loss in conductive heat transfer. On
balance, inorganic deposits give a lower net increase in heat-transfer
resistance than biofilms of similar thickness. Case histories in power
plant operations have shown that decreases of 30 percent in heat-
transfer efficiency can occur in 30 to 60 days as a result of biofouling.

2.6.3 Biofilm control

Introduction. In the natural gas industry, MIC has been estimated to
cause 15 to 30 percent of corrosion-related pipeline failures. The
growth of bacteria on surfaces in cooling and process-water systems
can lead to significant deposits and corrosion problems. Once the
severity of these problems is understood, the importance of controlling
biofilms becomes quite clear.

Protection from microbial problems can be designed into a system by
selection of materials which do not support microbial growth, use of

TABLE 2.37 Thermal Conductivity of Biofilms
Compared to Inorganic Deposits and Metals

Thermal conductivity,

Material W-m LK!
Biofilm 0.6
Scale, CaCO3 2.6
Iron oxide, FesO3 2.3
Water 0.6
Carbon steel 52
Stainless steel 16
Copper 384

Titanium 16
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cathodic protection, or use of protective coatings. Operating conditions
can sometimes be altered to discourage growth, and addition of bio-
cides is common. Avoiding and removing surface deposits is a very
effective control procedure. In industrial plant settings, this usually
involves physically cleaning production units during shutdowns. Table
2.38 presents some physical methods that have been used to clean
fouled surfaces.

In pipelines, cleaning tools called pigs can be pushed through the
line by fluid flow without shutdown, often accompanied by slugs of
treatment chemicals designed to coat freshly exposed metal surfaces
with corrosion inhibitors or to kill microbial communities disturbed by
passage of the cleaning tool. In practice, the strategy adopted is an

TABLE 2.38 Some Physical Methods of Cleaning Biofouled Surfaces

Method Comments

Flushing Simplest method
Limited efficacy
Biofilms thinner than viscous sublayer not sheared

Backwashing Effective for loosely adherent films in tubes, on filters, to a
certain extent in ion exchangers

Air bumping Very limited efficacy
Sponge balls
Abrasive Demonstrated efficacy, but possible problems because of the

abrasion of protective oxide films

Nonabrasive Extensively used in industry
Problems with thick biofilms and with smearing organics

Sand scouring Difficult to control abrasive effects
Brushing Very effective

Limited applicability

Expensive

Can lead to the selection of firmly adhering species

Hot water, steam Used in high-purity water systems with good results
Saves expensive and possibly harmful and toxic chemicals
Hot-water systems may select for thermophiles and are
reported to carry biofilms including mycobacteria

Irradiation Very low effectiveness against biofilms
Entrapped particles and opaque biofilms may shield bacteria

Ultrasonic energy Promising method for soft biofilms
Application limited to nonsensitive material
Some biofilms are extremely stable
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exercise in risk management in which capital and operating costs are
balanced against the chance and consequence of operating inefficien-
cies caused by undue fouling or leaks.®® Biofilms can be controlled
through the use of biocides or biodispersants and by limiting nutri-
ents. In the United States, industries spend $1.2 billion annually on
biocidal chemicals to fight MIC.°! Biocides, both oxidizing and nonoxi-
dizing, can be effective in overall biofilm control when applied proper-
ly. Table 2.39 lists some of the advantages and disadvantages related
to the use of some of the biocides that have been used in the past or
are being considered for usage in the future.

The effectiveness of biocides depends on a number of factors, such as
the kind of biocide, the biocide concentration, the biocide demand, inter-
ference with other dissolved substances, pH, temperature, contact time,
types of organisms present, their physiological state, and, most impor-
tant, the presence of biofilms. As a general rule, the higher the temper-
ature, the longer the contact time needs to be, and the higher the
concentration of the disinfectant, the greater should be the degree of dis-
infecting. A sanitation program will include weakening the biofilm
matrix and the strength of the adhesion to the supporting surface by
chemicals prior to the application of shear stress by flushing.??

The oxidizing biocides, such as chlorine, bromine, chlorine dioxide,
and ozone, can be extremely effective in destroying both the extra-
cellular polysaccharides and the bacterial cells. When using oxidizing
biocides, one must be sure to obtain a sufficient residual for a long
enough duration to effectively oxidize the biofilm. It is generally more
effective to maintain a higher residual for several hours than to con-
tinuously maintain a low residual. Continuous low-level feed may not
achieve an oxidant level sufficient to oxidize the polysaccharides and
expose the bacteria to the oxidant.

Too often, microbiological control efforts focus only on planktonic
counts, i.e., the number of bacteria in the bulk water. While some use-
ful data may be gathered from monitoring daily bacterial counts,
monthly or weekly counts have little meaningful use. Planktonic
counts do not necessarily correlate with the amount of biofilm present.
In addition, planktonic organisms are not generally responsible for
deposit and corrosion problems. There are a few exceptions, such as a
closed-loop system, in which planktonic organisms may degrade corro-
sion inhibitors, produce high levels of H,S, or reduce pH.

Another misconception involves the use of chlorine at alkaline pH
(> 8.0). It is often thought that chlorine is ineffective in controlling
microorganisms at elevated pH. This is only partly true. Certainly, the
hypohalous acid form of chlorine (HOCI) is more effective at killing
cells than the hypohalite form (OCl-). However, the hypohalite is actu-
ally very effective at oxidizing the extracellular polysaccharides and
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TABLE 2.39 Advantages and Disadvantages of Industrial Biocides

Advantages

Disadvantages

Chlorine

Hypochlorite

Cl0,

Chloramine

Bromine

Broad spectrum of activity

Residual effect

Advanced technology available

Can be generated on site

Active in low concentrations

Destroys biofilm matrix and supports detachment

Cheap

Effective

Destabilizes and detaches the biofilm matrix
Easy to handle

Used for biofilm thickness control

Can be generated on site

Low pH dependency

Low sensitivity to hydrocarbons
Effective in low concentrations

Good penetration of biofilms

Specific to microorganisms

Less toxic by-products

High residual effect because of lower reactivity
with water ingredients

Very effective against broad microbial spectrum

Toxic by-products

Degradation of recalcitrant compounds to biodegradable
products

Development of resistance

Corrosive

Reacts with extracellular polymer substances (EPS) in
biofilms

Low penetration characteristic in biofilms

Oxidizes to elemental sulfur (extremely difficult to remove
from surfaces)

Poor stability

Oxidizing

Rapid aftergrowth observed
Toxic by-products

Corrosive

Does not control initial adhesion

Explosive gas
Safety problems
Toxic by-products

Less effective than chlorine against suspended bacteria
Bacterial resistance observed

Toxic by-products
Development of bacterial resistance
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TABLE 2.39 Advantages and Disadvantages of Industrial Biocides

(Continued)

Advantages

Disadvantages

H,0,

Peracetic acid

Formaldehyde

Glutaraldehyde

Isothiazolones

QUAC*

Decomposes to water and oxygen

Relatively nontoxic

Can easily be generated in situ

Weakens biofilm matrix and supports
detachment and removal

Very effective in small concentrations
Broad spectrum

Kills spores

Decomposes to acetic acid and water
No toxic by-products known
Penetrates biofilms

Low costs

Broad antimicrobial spectrum
Stability

Easy application

Effective in low concentrations
Cheap

Nonoxidizing

Noncorrosive

Effective at low concentrations
Broad antibiotic spectrum

Effective in low concentrations

Surface activity supports biofilm detachment

Relatively nontoxic

Adsorb to surfaces and prevent biofilm growth

High concentrations (>3%) necessary
Frequent resistance
Corrosive

Corrosive
Not very stable
Increases DOCY

Resistance in some organisms

Toxicity

Suspected of promoting cancer

Reacts with protein-fixing biofilms on surfaces
Legal restrictions

Does not penetrate biofilms well
Degrades to formic acid
Raises DOC™

Problems with compatibility with other
water ingredients
Inactivation by primary amines

Inactivation at low pH or in the presence
of Ca?* or Mg2™*
Development of resistance

*Quarternarg ammonia compounds.
"Dissolved organic carbon.
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the proteinaceous attachment structures. Therefore, the use of chlo-
rine in alkaline cooling waters can still be extremely effective.

In order to enter biofilm bacteria cells, chemical species in the water
must run the gauntlet of biopolymers that range in properties from
strongly anionic and hydrophilic to hydrophobic. This is exacerbated
by the fact that many species will accelerate their production of
exopolysaccharides in response to stress, including that caused by bio-
cides. The amount of a biocide necessary to achieve a given level of dis-
infection is often expressed as the product of concentration and time.
The same organisms living within a biofilm have been found to require
150 times the C X T factor of hypochlorous acid to achieve a 2 log
reduction in activity as they do in planktonic form.%

Oxidizers such as chlorine, bromine, and especially peroxide can
break down the polymers making up the biofilm; however, this activi-
ty is greatest at high pH, where they are in the form of anions. It is in
their neutral forms (hypochlorous acid, hypobromous acid, and hydro-
gen peroxide) at lower pH that they are able to diffuse across the mem-
branes of cells and enter them. Within the cells, each of these oxidizers
causes damage by producing free radicals that destroy proteins and
nucleic acids. The anions, however, are repelled by the negative
charges of the biofilm polymers and act only superficially on the
biofilm.

Biodispersants are usually nonionic molecules which adsorb to met-
al surfaces more readily than biofilm polymers. By reducing the size of
the biofilm points of contact with the surface, these materials cause
biofilm to detach from the surface. In practice, since these materials do
not actually destroy biofilm, the biofilm detaches from high-flow areas
and accumulates in low-flow areas. The low solubility of these materi-
als can also lead to fouling by the biodispersants themselves.

Continuous use of nonoxidizing biocides has been avoided in water
treatment, partly because of the expense, but also because of the risk
of selecting for organisms that are resistant to one particular biocide.
Thus, dual alternating slug-fed biocide programs have become more
common over the past decade. Continuous use of oxidizing biocides has
increased, however, based on the assumption that very few organisms
show any resistance to them and that if a nearly sterile system is
maintained, biofilm will not develop. While planktonic organisms may
not show increased resistance to oxidizers, biofilms do. Studies have
shown that with the continued use of chlorine, biofilms will display an
increased iron content.?® The iron acts as a reducing agent, limiting
the ability of chlorine to diffuse into the biofilm. In drinking-water
lines, biofilm can accumulate at a continuous chlorine concentration of
0.8 mg/L. There has not been found to be a level of continuous halo-
genation at which biofilm is controlled without significantly increased
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corrosion. Halogenation also produces carcinogenic halogenated
organics and in some applications unpleasant odors.%*

Hydrogen peroxide and per-salts have been applied for biofilm
removal to eliminate the odor and environmental drawbacks of halo-
gens and reduce corrosion; however, the extremely high doses required
can still be corrosive and have been regarded as uneconomical for rou-
tine use. An alternative route is based on the use of hydroperoxide ion
(O.H"), a hydrolytic agent far more powerful even than hydroxide, to
destroy the polymers making up the biofilm matrix. Because this
anion alone would be repelled by these anionic polymers, a phase
transfer catalyst is included. The phase transfer catalyst carries the
hydroperoxide past the protective biofilm matrix to where it can do its
destructive duty. This combination, along with peroxide activators,
was originally developed for the detoxification of biological warfare
agents. In addition to hydrolysis, the formation of oxygen bubbles from
the decomposition of peroxide within the biofilm disrupts the biofilm.
The combination is available as a powder or as binary liquids.®

Nonoxidizing biocides are also effective in controlling biofilm.
Effective control is greatly dependent on frequency of addition, level
of feed, and resistance of the incumbent population to the product
being fed. A typical application for effective control may include a slug
addition of product two to five times a week. As with oxidizing bio-
cides, frequency and dosage will depend on the system conditions. It
is generally most effective to alternate nonoxidizing biocides at every
addition to ensure broad-spectrum control. Most nonoxidizing bio-
cides will have little effect in destroying the extracellular polysaccha-
rides found in the biofilm. However, many biocides may be able to
penetrate and kill bacteria found within the biofilm. Combining the
use of nonoxidizing and oxidizing biocides is a very effective means of
controlling biofilm.

Biofilm control programs can be made more effective through the
utilization of a biopenetrant/dispersant product. Products that pene-
trate and loosen the biopolymer matrix will not only help to slough the
biofilm but also expose the microorganisms to the effects of the biocide.
These products are especially effective in systems that have a high
organic carbon loading and a tendency to foul. They are typically fed
in slug additions prior to biocide feed. A recent development in biodis-
persant technology is making this approach more effective and popu-
lar than ever before. Enzyme technologies that will break down the
extracellular polysaccharides and degrade bacterial attachment struc-
tures are currently being developed and patented. These technologies,
although expensive, may provide biofilm control where biocide use is
environmentally restricted or provide a means of quickly restoring
fouled cooling-water systems to a clean, efficient operable state.



Environments 215

A practical example: ozone treatment for cooling towers. Ozone is a mol-
ecule consisting of three oxygen atoms and is commonly denoted Os.
Under ambient conditions, ozone is very unstable, and as a result it
has a relatively short half-life, usually less than 10 min. Ozone is a
powerful biocide and virus deactivant and will oxidize many organic
and inorganic substances. These properties have made ozone an effec-
tive chemical for water treatment for nearly a century. During the last
20 years, technological improvements have made smaller-scale, stand-
alone commercial ozone generators both economically feasible and reli-
able. Using ozone to treat cooling-tower water is a relatively new
practice; however, its market share is growing as a result of water and
energy savings and environmental benefits relative to traditional
chemical treatment processes.

Since the 1970s, when ozonation was first used in cooling towers, a
number of cooling-tower operators have switched to it from multi-
chemical treatment and are satisfied with the results. Ozone genera-
tion is accomplished by passing a high-voltage alternating current (6
to 20 kV) across a dielectric discharge gap through which air is inject-
ed. As air is exposed to the electricity, oxygen molecules disassociate
and form single oxygen atoms, some of which combine with other oxy-
gen molecules to form ozone. Different manufacturers have their own
variations of components for ozone generators. Two different dielec-
tric configurations exist, flat plates and concentric tubes. Most gener-
ators are installed with the tube configuration, since it offers easier
maintenance.

Mass transfer of the ozone gas stream to the cooling-tower water is
usually accomplished through a venturi in a recirculation line connected
to the sump of the cooling tower, where the temperature of the water is
the lowest. Since the solubility of ozone is very temperature-dependent,
the point of lowest temperature allows the maximum amount of ozone to
be introduced in solution to the tower. Mass-transfer equipment can take
other forms: column-bubble diffusers, positive-pressure injection (U-
tube), turbine mixer tank, and packed tower. The countercurrent col-
umn-bubble contactor is the most efficient and cost-effective but is not
always useful in a cooling-tower setting because of space constraints.%

In a properly installed and operating system, bacterial counts are
reduced, with a subsequent minimization of the buildup of biofilm on
heat-exchanger surfaces. The resulting reduction in energy use,
increase in cooling-tower operating efficiency, and reduction in main-
tenance effort provide cost savings as well as environmental benefit
and compliance with regulations concerning discharge of wastewater
from blowdown.

Most cooling-tower ozone treatment systems include the following
components: an air dryer, an air compressor, water and oil coalescing
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filters, a particle filter, ozone injectors, an ozone generator, and a con-
trol system. Ambient air is compressed, dried, and then ionized in the
generator to produce ozone. Ozone is typically applied to cooling water
through a side stream of the circulating tower water.

Field tests have demonstrated that the use of ozone in place of chem-
ical treatment can reduce the need for blowdown, and in some cases,
where makeup water and ambient air are relatively clean, can elimi-
nate it. As a result, cost savings accrue from decreased chemical and
water use requirements and from a reduction of wastewater volume.
There are also environmental benefits, as fewer chlorine or chlorinat-
ed compounds and other chemicals are discharged.
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EEEEEEEEEEEEEEEEEERE

High-temperature corrosion is a form of corrosion that does not require
the presence of a liquid electrolyte. Sometimes, this type of damage is
called dry corrosion or scaling. The term oxidation is ambivalent
because it can either refer to the formation of oxides or to the mecha-
nism of oxidation of a metal (i.e., its change to a higher valence than the
metallic state). Strictly speaking, high-temperature oxidation is only
one type of high-temperature corrosion, but it is the most important
high-temperature corrosion reaction. In most industrial environments,

221



222 Chapter Three

oxidation often participates in the high-temperature corrosion reac-
tions, regardless of the predominant mode of corrosion.! Alloys often rely
upon the oxidation reaction to develop a protective scale to resist corro-
sion attack such as sulfidation, carburization, and other forms of high-
temperature attack. In general, the names of the corrosion mechanisms
are determined by the most abundant dominant corrosion products. For
example, oxidation implies oxides, sulfidation implies sulfides, sulfida-
tion/oxidation implies sulfides plus oxides, and carburization implies
carbides.?

Oxidizing environments refer to high-oxygen activities, with excess
oxygen. Reducing environments are characterized by low-oxygen activi-
ties, with no excess oxygen available. Clearly, oxide scale formation is
more limited under such reducing conditions. It is for this reason that
reducing industrial environments are generally considered to be more
corrosive than the oxidizing variety. However, there are important
exceptions to this generalization. At high temperatures, metals can
react “directly” with the gaseous atmosphere. Electrochemical reaction
sequences remain, however, the underlying mechanism of high-temper-
ature corrosion. The properties of high-temperature oxide films, such as
their thermodynamic stability, ionic defect structure, and detailed mor-
phology, play a crucial role in determining the oxidation resistance of a
metal or alloy in a specific environment. High-temperature corrosion is
a widespread problem in various industries such as

®m Power generation (nuclear and fossil fuel)
® Aerospace and gas turbine

m Heat treating

® Mineral and metallurgical processing

® Chemical processing

® Refining and petrochemical

® Automotive

® Pulp and paper

®m Waste incineration

3.1 Thermodynamic Principles

3.1.1 Standard free energy of formation
versus temperature diagrams

Often determination of the conditions under which a given corrosion
product is likely to form is required (e.g., in selective oxidation of
alloys). The plots of the standard free energy of reaction (AG®) as a func-
tion of temperature, commonly called Ellingham diagrams, can help to
visualize the relative stability of metals and their oxidized products.
Figure 3.1 shows an Ellingham diagram for many simple oxides.? The
values of AG° on an Ellingham diagram are expressed as kilojoules per
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mole of O, to normalize the scale and be able to compare the stability
of these oxides directly (i.e., the lower the position of the line on the dia-
gram, the more stable is the oxide).* For a given reaction [Eq. (3.1)] and
assuming that the activities of M and MO, are taken as unity, Eq. (3.2)
or its logarithmic form [Eq. (3.3)] may be used to express the oxygen
partial pressure at which the metal and oxide coexist (i.e., the dissoci-
ation pressure of the oxide).

M + 0, = MO, (3.1

pg;MOZ — @AGURT (8.2)
AG®

Log p§°2 = BT (3.3)

The values of p3,"°2 may be obtained directly from the Ellingham
diagram by drawing a straight line from the origin marked O through
the free-energy line at the temperature of interest and reading the
oxygen pressure from its intersection with the scale at the right side
labeled Log(po,). Values for the pressure ratio Hy/H,O for equilibrium
between a given metal and oxide may be obtained by drawing a simi-
lar line from the point marked H to the scale labeled Hy/H,O ratio, and
values for the equilibrium CO/CO, ratio may be obtained by drawing
a line from point C to the scale CO/CO, ratio. See Gaskell, Chap. 10,
for a more detailed discussion of the construction and use of Ellingham
diagrams for oxides.? Table 3.1 lists the coexistence equations, tem-
perature ranges, and standard energy changes that can be used to con-
struct such diagrams.® Ellingham diagrams may, of course, be
constructed for any class of compounds.

3.1.2 Vapor species diagrams

Vapor species that form in any given high-temperature corrosion situ-
ation often have a strong influence on the rate of attack, the rate gen-
erally being accelerated when volatile corrosion products form.
Gulbransen and Jansson have shown that metal and volatile oxide
species are important in the kinetics of high-temperature oxidation of
carbon, silicon, molybdenum, and chromium.® Six types of oxidation
phenomena were identified:

1. At low temperature, diffusion of oxygen and metal species through
a compact oxide film

2. At moderate and high temperatures, a combination of oxide film
formation and oxide volatility
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TABLE 3.1 Thermodynamic Data for Reactions Involving Oxygen

Coexistence equation Standard free energy
Range, K (oxidation reaction) change, J
900-1154 Pd + 0.505 = PdO —114,200 + 100 T (°K)
884-1126 2 Mn3O4 + 0.509 = 3 MnyOg -113,360 +92.0 T
298-1300 3 CoO + 0.509 = Co304 —183,200 + 148 T
892-1302 CugO + 0.509 = 2 CuO —130,930 + 94.5 T
1396-1723 1.5 UOg + 0.504 = 0.5 U30g —166,900 + 84 T
878-1393 U409 + 0.509 = 4/3 U3°8-z —164,400 + 82T
967-1373 2 FegO4 + 0.509 = 3 FeyOg3 —246,800 + 141.8 T
1489-1593 2 Cu + 0.505 = Cuy0 -166,900 + 43.5T
1356-1489 2 Cu + 0.505 = CugO —190,300 + 89.5 T
924-1328 2 Cu + 0.505 = Cuy0 -166,900 + 71.1 T
992-1393 3 MnO + 0.509 = MngOy4 —222,540 + 111 T
1160-1371 Pb + 0.509 = PbO —190,580 + 749 T
772-1160 Pb + 0.504 = PbO —215,000 + 96.0 T
911-1376 Ni + 0.505 = NiO —233,580 + 849 T
1173-1373 Co + 0.509 = CoO —-235,900 + 71.5 T
973-1273 10 WOgq 99 + Og = 10 WOg -279,400 + 112 T
973-1273 10 WOg 79 + Og = 10 WOq g9 —284,000 + 101 T
973-1273 1.39 WO;3 + 0.509 = 1.30 WOgq 79 —249,310 + 62.7T
973-1273 0.5 W + 0.505 = 0.5 WOq —287,400 + 849 T
949-1273 3 FeO + 0.509 = FegO4 —-311,600 + 123 T
770-980 Sn + 0.509 = SnOy —293,230 + 108 T
903-1540 Fe + 0.505 = FeO —263,300 + 64.8T
1025-1325 0.5 Mo + 0.509 = 0.5 MoOgy —287,600 + 83.7T
1050-1300 2 NbOg + 0.505 = NbyOs5 —313,520 + 782 T
693-1181 Zn + 0.509 = ZnO —355,890 + 107.5 T
1300-1600 0.66 Cr + 0.509 = 0.33 Cry0O3 -371,870 + 83.7T
1050-1300 NbO + 0.509 = NbO, -360,160 + 724 T
923-1273 Mn + 0.509 = MnO —388,770 + 76.3 T
1539-1823 Mn + 0.503 = MnO —409,500 + 89.5 T
1073-1273 0.4 Ta + 0.509 = 0.2 TagO5 —402,400 + 824 T
1050-1300 Nb + 0.509 = NbO —420,000 + 89.5 T
298-1400 0.5U + 0.509 = 0.5 UO, -539,600 + 83.7 T
1380-2500 Mg + 0.509 = MgO —759,600 — 30.83 T log T + 317 T
923-1380 Mgy + 0.509 = MgO —608,200 — 1.00 Tlog T + 105 T
1124-1760 Ca + 0.5 Og = CaO —642,500 + 107 T
1760-2500 Cag) + 0.509 = CaO —795,200 + 195 T

3. At moderate and high temperatures, the formation of volatile metal
and oxide species at the metal-oxide interface and transport through
the oxide lattice and mechanically formed cracks in the oxide layer

4. At moderate and high temperatures, the direct formation of volatile
oxide gases

5. At high temperature, the gaseous diffusion of oxygen through a bar-
rier layer of volatilized oxides

6. At high temperature, spalling of metal and oxide particles.
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Figure 3.2 Vapor equilibria in the Cr-O system at 1250°C.

The diagrams most suited for presentation of vapor pressure data in
oxide systems are Log(py,o,) versus Log(po,) at constant temperature
and Arrhenius diagrams of Log(py,o,) versus 1/T at constant oxygen
pressure. The following example will illustrate the construction of the
first type of these diagrams by considering the Cr-O system at 1200°C
or 1473 K. Only one condensed oxide, Cr,03, is formed under these con-
ditions of high-temperature oxidation.* The thermochemical data for
producing the vapor equilibria diagram shown in Fig. 3.2 are given in
Table 3.2. The thermochemical data for Cry0;,, Cr), and the four pos-
sible gaseous species Cr), CrOg), CrOyy), and CrO;, were obtained
from a commercial database.”

The enthalpy (Hy), entropy (S), and heat capacity (C,) of each species
considered were calculated using Eqs. (3.4) to (3.6) in which T was set
at 1473 K (Table 3.3). In these equations H;, and T, represent, respec-
tively, the enthalpy and temperature associated with any phase tran-
sition encountered between the reference temperature (298.15 K) and
the temperature of interest.

H

T
™ = Hf(298.15) + f298.15 CpdT + H, (3.4)



TABLE 3.2 Thermochemical Data for the Cr-O System

Enthalpy Entropy Heat capacity, Cp Temperature range
H’ S7 A‘,

Species State kJ-mol 1 J-mol 1. K1 Jmol 1K1 B C D T, K Ty K
Cr Gas 397.48 174.305 20.786 0 0 0 298.15 700
Gas 15.456 2.556 16.828 0.874 700 3000
Cr Solid 0 23.64 17.715 22.966 -0.377 -9.033 298.15 1000
Solid 18.067 15.531 —16.698 0 1000 2130
Liquid 16.933 7.95 39.33 0 0 0 2130 2945
Cro03 Solid —1139.7 81.199 104.307 24.451 7.59 —3.807 298.15 2603
CrO Gas 188.28 239.266 24.518 25.33 0.222 -11.201 298.15 400
Gas 34.292 3.979 —4.351 -1.138 400 1600
CrOq Gas —75.312 269.24 30.878 46.689 0 —15.782 298.15 400
Gas 45.309 18.552 —7.222 —7.632 400 1100
CrOs Gas —292.88 266.169 74.002 7.686 —18.393 -1.644 298.15 3000
(2 Gas 0 205.146 31.321 3.895 -3.105 -0.335 298.15 5000
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TABLE 3.3 Thermochemical Data for the Cr-O System at 1473 K

Species State H, kJ-mol 1 S, J'mol 1K1 G, kJ-mol 1
Cr Gas 422.02 207.58 116.25
Cr Solid 36.97 70.78 —67.29
Cry03 Solid —-993.71 276.68 —1401.27
CrO Gas 230.37 295.28 —204.57
CrOgy Gas —-12.73 351.72 —-530.81
CrOj3 Gas —204.60 381.78 —766.96
(02} Gas 39.67 257.73 —339.97
T C Htr
S =28° + —LdT +> — (3.5)
@98.15) " |00 1o T Z
tr
Cp =A+B10*T+C10°T 2+ D10°°¢T? (3.6)

The free energy (G) for each species considered was then calculated
with Eq. (3.7) and used to evaluate the stability of these species and
the predicted energy of reaction for each equilibrium (Table 3.4).

G=H-TS (3.7)

Vapor pressures of species at equilibrium with either the metal or its
most stable oxide (i.e., Cr,O3) must then be determined. The boundary
between these regions is the oxygen pressure for the Cr/Cr,0; equilib-
rium expressed in Eq. (3.8).

2Cr,, + 1.50,,, = Cr,0,, (3.8)

2(g)

for which the equilibrium constant (K,) is evaluated with Eq. (3.9), giv-
ing an equilibrium pressure of oxygen calculated with Eq. (3.10).

Log K, _AG (3.9
0 = .
&8 = 5 303RT

2 Cr203
Log(p,,) =~ Log K, = ~17.90 (3.10)

The dotted vertical line in Fig. 3.2 represents this boundary. At low
oxygen pressure it can be seen that the presence of Cr, is independent
of oxygen pressure. For oxygen pressures greater than the Cr/Cr,03
equilibrium, the Cr, vapor pressure may be obtained from the equi-
librium expressed in Eq. (3.11).

0.5Cr,0,,, = Cr,, + 0.750 (3.11)

3 2g)
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TABLE 3.4 Standard Energy of Reactions for the Cr-O
System at 1473 K

Reaction AGY, kJ-mol 1
2 CI‘(S) + 1.5 Og = Cry03 —756.72
Over Cr(g)
CI‘(S) = Cr(g) 183.54
CI‘(S) +0.509 = CI‘O(g) 32.71
Cr + Og = CI‘Oz(g) —123.54
CI‘(S) + 1509 = CI‘Og(g) —189.71
Over CroOg3
0.5 CI‘203(S) = CI‘(g) + 0.75 Oy 561.90
0.5 CrgOg5) = CI‘O(g> + 0.25 Og 411.07
0.5 CI‘203(S) +0.25 09 = CI‘OQ(g) 254.81
0.5 CrzOg(s) + 0.75 Og = CI’Og(g) 188.65

The other lines in Fig. 3.2 are obtained by using similar equilibrium
equations (Table 3.4). The vapor equilibria presented in Fig. 3.2 show
that significant Cry, vapor pressures are developed at low-oxygen par-
tial pressure (e.g., at the alloy-scale interface of a Cr,O;-forming alloy)
but that a much larger pressure of CrOs, develops at high-oxygen par-
tial pressure. This high CrOs, pressure is responsible for the thinning
of Cr,0; scales by vapor losses during exposure to oxygen-rich environ-
ments.

3.1.3 Two-dimensional isothermal stability
diagrams

When a metal reacts with a gas containing more than one oxidant, a
number of different phases may form depending on both thermodynam-
ic and kinetic considerations. Isothermal stability diagrams, usually
constructed with the logarithmic values of the activities or partial pres-
sures of the two nonmetallic components as the coordinate axes, are use-
ful in interpreting the condensed phases that can form. The
metal-sulfur-oxygen stability diagrams for iron, nickel, cobalt, and
chromium are shown in Figs. 3.3 to 3.6. One important assumption in
these diagrams is that all condensed species are at unit activity. This
assumption places important limitations on the use of the diagrams for
alloy systems.

3.2 Kinetic Principles

The first step in high-temperature oxidation is the adsorption of oxygen
on the surface of the metal, followed by oxide nucleation and the growth
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of the oxide nuclei into a continuous oxide film covering the metal
substrate. Defects, such as microcracks, macrocracks, and porosity may
develop in the film as it thickens. Such defects tend to render an oxide
film nonprotective, because, in their presence, oxygen can easily reach
the metal substrate to cause further oxidation.

3.2.1 The Pilling-Bedworth relationship

The volume of the oxide formed, relative to the volume of the metal
consumed, is an important parameter in predicting the degree of pro-
tection provided by the oxide scale. If the oxide volume is relatively
low, tensile stresses can crack the oxide layers. Oxides, essentially rep-
resenting brittle ceramics, are particularly susceptible to fracture and
cracking under such tensile stresses. If the oxide volume is very high,
stresses will be set up that can lead to a break in the adhesion between
the metal and oxide. For a high degree of protection, it can thus be
argued that the volume of the oxide formed should be similar to that
of the metal consumed. This argument is the basis for the Pilling-
Bedworth ratio:

PR volume of oxide produced wd
~ volume of metal consumed  nDw

where W = molecular weight of oxide
D = density of the oxide
= number of metal atoms in the oxide molecule
density of the metal
= atomic weight of the metal

n
d
w

PB ratios slightly greater than 1 could be expected to indicate “opti-
mal” protection, with modest compressive stresses generated in the
oxide layer. Table 3.5 provides the PB ratio of a few metal/oxide sys-
tems.* In practice, it has been found that PB ratios are generally poor
predictors of the actual protective properties of scales. Some of the rea-
sons advanced for deviations from the PB rule include®

® Some oxides actually grow at the oxide-air interface, as opposed to
the metal-oxide interface.

® Specimen and component geometries can affect the stress distribu-
tion in the oxide films.

®m Continuous oxide films are observed even if PB < 1.

m Cracks and fissures in oxide layers can be “self-healing” as oxidation
progresses.

m Oxide porosity is not accurately predicted by the PB parameter.



TABLE 3.5 Oxide-Metal Volume
Ratios of Some Common Metals

Oxide/metal
Oxide volume ratio
K50 0.45
MgO 0.81
Nay,0 0.97
Al,O3 1.28
ThOg 1.30
ZrOy 1.56
CuzO 1.64
NiO 1.65
FeO (on a-Fe) 1.68
TiO9 1.70-1.78
CoO 1.86
CI‘203 2.07
Fe304 (on a-Fe) 2.10
Fey03 (on a-Fe) 2.14
Ta205 2.50
NbyOs 2.68
V505 3.19
WoO3 3.30

High-Temperature Corrosion

m Oxides may be highly volatile at high temperatures, leading to non-
protective properties, even if predicted otherwise by the PB parameter.

3.2.2 Micromechanisms and rate laws

Oxide microstructures. On the submolecular level, metal oxides con-
tain defects, in the sense that their composition deviates from their
ideal stoichiometric chemical formulas. By nature of the defects
found in their ionic lattices, they can be subdivided into three cate-
gories:®

A p-type metal-deficit oxide contains metal cation vacancies. Cations
diffuse in the lattice by exchange with these vacancies. Charge neu-
trality in the lattice is maintained by the presence of electron holes
or metal cations of higher than average positive charge. Current is
passed by positively charged electron holes.

An n-type cation interstitial metal-excess oxide contains interstitial
cations, in addition to the cations in the crystal lattice. Charge neu-
trality is established through an excess of negative conduction elec-
trons, which provide for electrical conductivity.

An n-type anion vacancy oxide contains oxygen anion vacancies in
the crystal lattice. Current is passed by electrons, which are present
in excess to establish charge neutrality.
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Electrochemical nature of oxidation reactions. High-temperature oxida-
tion reactions proceed by an electrochemical mechanism, with some
similarities to aqueous corrosion. For example, the reaction

M + %,0, - MO
proceeds by two basic separate reactions:
M — M?' + 2e (anodic reaction)
and
1,0, + 2e” — O (cathodic reaction)

The growth of an n-type cation interstitial oxide at the oxide-gas
interface is illustrated in Fig. 3.7. Interstitial metal cations are liber-
ated at the metal-oxide interface and migrate through the interstices
of the oxide to the oxide-gas interface. Conduction band electrons also
migrate to the oxide-gas interface, where oxide growth takes place. For
the n-type anion vacancy oxide, film growth tends to occur at the met-
al-oxide interface, as shown in Fig. 3.8. Conduction band electrons
migrate to the oxide-gas interface, where the cathodic reaction occurs.
The oxygen anions produced at this interface migrate through the
oxide lattice by exchange with anion vacancies. The metal cations are
provided by the anodic reaction at the metal-oxide interface.

In the case of the p-type metal deficit oxides, metal cations produced
by the anodic reaction at the metal-oxide interface migrate to the
oxide-gas interface by exchange with cation vacancies. Electron charge
is effectively transferred to the oxide-gas interface by the movement of
electron holes in the opposite direction (toward the metal-oxide inter-
face). The cathodic reaction and oxide growth thus tend to occur at the
oxide-gas interface (Fig. 3.9).

The important influence of the diffusion of defects (excess cations,
cation vacancies, or anion vacancies) through the oxide film on oxida-
tion rates should be apparent from Figs. 3.7 to 3.9. Conduction elec-
trons (or electron holes) are much more mobile compared to these
larger defects and therefore are not important in controlling the reac-
tion rates. For example, if nickel oxide (NiO) is considered as a p-type
metal deficient oxide, the oxidation rate of nickel depends on the dif-
fusion rate of cation vacancies. If this oxide is doped with Cr?* impu-
rity ions, the number of cation vacancies increases to maintain charge
neutrality. A higher oxidation rate is thus to be expected in the pres-
ence of these impurities. By this mechanism, a nickel alloy containing
a few percentages of chromium does indeed oxidize more rapidly than
pure nickel.? From these considerations, a clearer picture of require-
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Gas

1/20, + 2 —= O* 0* + M*—=MO

M—= M?* + 2¢
Metal Substrate

Figure 3.7 Schematic description of the growth of a cation interstitial n-type oxide occur-
ring at an oxide-gas interface.

Gas
1/20, + 2e- — O*

M —=M* + 2¢’ 0* + M* — MO

Metal Substrate

Figure 3.8 Film growth of an n-type anion vacancy oxide occurring at a metal-oxide
interface.

ments for protective oxides has emerged. Oxide film properties impart-
ing high degrees of protection include

® Good film adherence to the metal substrate

®m High melting point

m Resistance to evaporation (low vapor pressure)
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Gas

1/20,+2e — 0> O+ M*—MO

M2+ _ . M3+ + e.
electron cation

holes vacancies

Oxide

M* + e —M* e
\
M —= M?* + 2¢
Metal Substrate

Figure 3.9 Schematic description of a cathodic reaction and oxide growth occurring at
the oxide-gas interface.

® Thermal expansion coefficient similar to that of the metal
® High temperature plasticity
®m Low electrical conductivity

® Low diffusion coefficients for metal cations and oxygen anions

Basic kinetic models. Three basic kinetic laws have been used to char-
acterize the oxidation rates of pure metals. It is important to bear in
mind that these laws are based on relatively simple oxidation models.
Practical oxidation problems usually involve alloys and considerably
more complicated oxidation mechanisms and scale properties than
considered in these simple analyses.

Parabolic rate law. The parabolic rate law [Eq. (3.12)] assumes that the
diffusion of metal cations or oxygen anions is the rate controlling step
and is derived from Fick’s first law of diffusion. The concentrations of
diffusing species at the oxide-metal and oxide-gas interfaces are
assumed to be constant. The diffusivity of the oxide layer is also
assumed to be invariant. This assumption implies that the oxide layer
has to be uniform, continuous, and of the single phase type. Strictly
speaking, even for pure metals, this assumption is rarely valid. The
rate constant, %, changes with temperature according to an
Arrhenius-type relationship.

x* =kt +x, (3.12)

where x = oxide film thickness (or mass gain due to oxidation, which
is proportional to oxide film thickness)
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t =time

k, = the rate constant (directly proportional to diffusivity of ionic
species that is rate controlling)

X, = constant

Logarithmic rate law. The logarithmic rate law [Eq. (3.13)] is a following
empirical relationship, which has no fundamental underlying mecha-
nism. This law is mainly applicable to thin oxide layers formed at rel-
atively low temperatures and therefore is rarely applicable to
high-temperature engineering problems.

x = k_log(ct + b) (3.13)
where k, = rate constant and ¢ and b are constants.

Linear rate law and catastrophic oxidation. The linear rate law [Eq. (3.14)] is
also an empirical relationship that is applicable to the formation and
buildup of a nonprotective oxide layer:

x = kit (3.14)

where k; = rate constant.

It is usually to be expected that the oxidation rate will decrease with
time (parabolic behavior), due to an increasing oxide thickness acting
as a stronger diffusion barrier with time. In the linear rate law, this
effect is not applicable, due to the formation of highly porous, poorly
adherent, or cracked nonprotective oxide layers. Clearly, the linear
rate law is highly undesirable.

Metals with linear oxidation kinetics at a certain temperature have
a tendency to undergo so-called catastrophic oxidation (also referred
to as breakaway corrosion) at higher temperatures. In this case, a
rapid exothermic reaction occurs on the surface, which increases the
surface temperature and the reaction rate even further. Metals that
may undergo extremely rapid catastrophic oxidation include molyb-
denum, tungsten, osmium, rhenium, and vanadium, associated with
volatile oxide formation.® In the case of magnesium, ignition of the
metal may even occur. The formation of low-melting-point oxidation
products (eutectics) on the surface has also been associated with cat-
astrophic oxidation. The presence of vanadium and lead oxide
contamination in gases deserves special mention because they pose a
risk to inducing extremely high oxidation rates.

3.3 Practical High-Temperature Corrosion
Problems

The oxidation rate laws described above are simple models derived from
the behavior of pure metals. In contrast, practical high-temperature cor-
rosion problems are much more complex and involve the use of alloys.
For practical problems, both the corrosive environment and the high-



238 Chapter Three

temperature corrosion mechanism(s) have to be understood. In the
introduction, it was pointed out that several high-temperature corrosion
mechanisms exist. Although considerable data is available from the lit-
erature for high-temperature corrosion in air and low-sulfur flue gases
and for some other common refinery and petrochemical environments,
small variations in the composition of a process stream or in operating
conditions can cause markedly different corrosion rates. Therefore, the
most reliable basis for material selection is operating experience from
similar plants and environments or from pilot plant evaluation.®

There are several ways of measuring the extent of high-temperature
corrosion attack. Measurement of weight change per unit area in a
given time has been a popular procedure. However, the weight
change/area information is not directly related to the thickness (pene-
tration) of corroded metal, which is often needed in assessing the
strength of equipment components. Corrosion is best reported in pene-
tration units, which indicate the sound metal loss. A metallographic
technique to determine with relative precision the extent of damage is
illustrated in Fig. 3.10." The parameters shown in Fig. 3.10 relate to
cylindrical specimens and provide information about the load-bearing
section (metal loss) and on the extent of grain boundary attack that can
also affect structural integrity.

When considering specific alloys for high-temperature service, it is
imperative to consider other properties besides the corrosion resis-
tance. It would be futile, for example, to select a stainless steel with
high-corrosion resistance for an application in which strength require-
ments could not be met. In general, austenitic stainless steels are sub-
stantially stronger than ferritic stainless steels at high temperatures,
as indicated by a comparison of stress rupture properties (Fig. 3.11)
and creep properties (Fig. 3.12)."* The various high-temperature cor-
rosion mechanisms introduced earlier are described in more detail in
the following sections. The common names for the alloys mentioned in
these sections are listed in Table 3.6 with their Unified Numbering
System (UNS) alloy number, when available, and their generic type.
The composition of these alloys can be found in App. E.

3.3.1 Oxidation

Oxidation is generally described as the most commonly encountered
form of high-temperature corrosion. However, the oxidation process
itself is not always detrimental. In fact, most corrosion and heat-
resistant alloys rely on the formation of an oxide film to provide corro-
sion resistance. Chromium oxide (Cr,Os, chromia) is the most common
of such films. In many industrial corrosion problems, oxidation does not
occur in isolation; rather a combination of high-temperature corrosion
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D, = diameter of metal unaffected by intergranular attack

Figure 3.10 Metallographic method of measuring hot corrosion attack.

mechanisms causes material degradation when contaminants (sulfur,
chlorine, vanadium, etc.) are present in the atmosphere. Strictly speak-
ing, the oxidation process is only applicable to uncontaminated air and
clean combustion atmospheres.

For a given material, the operating temperature assumes a critical
role in determining the oxidation rate. As temperature is increased, the
rate of oxidation also increases. Sedriks has pointed out important dif-
ferences in temperature limits between intermittent and continuous
service.! It has been argued that thermal cycling in the former causes
cracking and spalling damage in protective oxide scales, resulting in
lower allowable operating temperatures. Some alloys’ behavior
(austenitic stainless steels) follows this argument, whereas others (fer-
ritic stainless steels) actually behave in the opposite manner.!!
Increased chromium content is the most common way of improving oxi-
dation resistance.
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Figure 3.11 Ranges of rupture strength (rupture in 10,000 h) for typical fer-
ritic and austenitic stainless steels.

Apart from chromium, alloying additions used to enhance oxidation
resistance include aluminum, silicon, nickel, and some of the rare
earth metals. For oxidation resistance above 1200°C, alloys that rely
on protective Al;O; (alumina) scale formation are to be preferred over
those forming chromia.!? Increasing the nickel content of the
austenitic stainless steels up to about 30%, can have a strong benefi-
cial synergistic effect with chromium.

Fundamental metallurgical considerations impose limits on the
amount of alloying additions that can be made in the design of engi-
neering alloys. Apart from oxidation resistance, the mechanical prop-
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Figure 3.12 Ranges of creep strength (1% in 10,000 h) for typical ferritic and
austenitic stainless steels.

erties must be considered together with processing and manufacturing
characteristics. Metallurgical phases that can result in severe embrit-
tlement (such as sigma, Laves, and Chi phases) tend to form in highly
alloyed materials during high-temperature exposure. In the presence
of embrittling metallurgical phases, the ductility and toughness at
room temperature are extremely poor. A practical example of such
problems involves the collapse of the internal heat-resisting lining of a
cement kiln. Few commercial alloys contain more than 30% chromium.
Silicon is usually limited to 2% and aluminum to less than 4% in
wrought alloys. Yttrium, cerium, and the other rare earth elements
are usually added only as a fraction of a percent.!°
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TABLE 3.6 Common Names and UNS Alloy Number of Alloys Used in High-
Temperature Applications (Compositions Given in App. E)

Common name

UNS alloy number

Generic family

6

25

188

214

230

263

304

310

316

330

333

410

430

446

556

600

601

617

625

718

825

2205
1Cr-0.5Mo
2.25Cr-1Mo
253 MA
5Cr-0.5Mo
6B

800 H
9Cr-1Mo
ACI HK
Alloy 150(UMCo-50)
Alloy HR-120
Alloy HR-160
Carbon Steel
Copper
Incoloy DS
Incoloy 801
Incoloy 803
Inconel 602
Inconel 671
Multimet
Nickel
René 41
RA330

S

Waspaloy
X

R30016
R30605
R30188
N07214
N06230
N07041
S30400
S31000
S31600
S33000
N06333
S41000
S43000
S44600
R30556
N06600
N06601
N06617
N06625
NO07718
N08825
S31803
K11597
K21590
S30815
K41545
R30016
N08810
S50400
J94224

G10200
C11000

R30155
N02270

N08330
N06635

N06002

Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Austenitic stainless steel
Austenitic stainless steel
Austenitic stainless steel
Austenitic stainless steel
Ni-, Ni-Fe-, Co-base alloy
Martensitic stainless steel
Ferritic stainless steel
Ferritic stainless steel
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Duplex stainless steellex
Steel

Steel

Austenitic stainless steel
Steel

Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Steel

Cast SS

Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Steel

Copper

Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
Ni-, Ni-Fe-, Co-base alloy
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Figure 3.13 Effect of oxygen partial pressure upon metal penetration of some common
alloys by oxidation after exposure for 1 year at 930°C.

An interesting approach to circumvent the above problems of bulk
alloying is the use of surface alloying. In this approach, a highly
alloyed (and highly oxidation resistant) surface layer is produced,
whereas the substrate has a conventional composition and metallurgi-
cal properties. Bayer has described the formation of a surface alloy
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Figure 3.14 Effect of temperature upon metal penetration of some common alloys by oxi-
dation after exposure for 1 year to air.

containing as much as 50% aluminum, by using a pack cementation
vapor aluminum diffusion process.'®* The vapor aluminum-diffused
surface layer is hard and brittle, but the bulk substrate retains the
properties of conventional steels.

Extensive testing of alloys has shown that many alloys establish
parabolic time dependence after a minimum time of 1000 h in air at tem-
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peratures above 900°C. If the surface corrosion product (scale) is
removed or cracked so that the underlying metal is exposed to the gas,
the rate of oxidation is faster. The influence of O, partial pressure on oxi-
dation above 900°C is specific to each alloy, as illustrated for some com-
mon alloys in Fig. 3.13. Most alloys do not show a strong influence of the
O, concentration upon the total penetration. Alloys such as Alloy HR-
120, and Alloy 214 even exhibit slower oxidation rates as the O, concen-
tration increases. These alloys are rich in Cr or Al, whose oxides are
stabilized by increasing O, levels. Alloys, which generally exhibit
increased oxidation rates as the O, concentration increase, are S30400,
S41000, and S44600 stainless steels and 9Cr-1Mo, Incoloy DS, alloys
617, and 253MA. These alloys tend to form poor oxide scales.?

Most alloys tend to have increasing penetration rates with increas-
ing temperature for all oxygen concentrations. Some exceptions are
alloys with 1 to 4% Al such as alloy 214. These alloys require higher
temperatures to form Al,O; as the dominant surface oxide, which
grows more slowly than the Cr,0; that dominates at lower tempera-
tures. Figure 3.14 summarizes oxidation after 1 year for some common
alloys exposed to air.?

The alloy composition can influence metal penetration occurring by
subsurface oxidation along grain boundaries and within the alloy
grains, as schematically shown in Fig. 3.15.2 Most of the commercial
heat-resistant alloys are based upon combinations of Fe-Ni-Cr. These
alloys show about 80 to 95% of the total penetration as subsurface oxi-
dation. Some alloys change in how much of the total penetration
occurs by subsurface oxidation as time passes, until long-term behav-
ior is established, even though the corrosion product morphologies
may remain constant. Alloys vary greatly in the extent of surface scal-
ing and subsurface oxidation. Tests were conducted in flowing air at
980, 1095, 1150, and 1250°C for 1008 h. The results of these tests, in
terms of metal loss and average metal affected (metal loss and inter-
nal penetration), are presented in Table 3.7.1

3.3.2 Sulfidation

Sulfidation is a common high-temperature corrosion-failure mecha-
nism. As the name implies, it is related to the presence of contamination
by sulfur compounds. When examining this form of damage microscop-
ically, a “front” of sulfidation is often seen to penetrate into the affected
alloy. Localized pitting-type attack is also possible. A distinction can be
made between sulfidation in gaseous environments and corrosion in the
presence of salt deposits on corroding surfaces. Only the former is con-
sidered in this section; the latter is included in the section on salt and
ash deposit corrosion. Lai has divided gaseous environments associated
with sulfidation into the following three categories:!?



TABLE 3.7 Results of 1008-h Static Oxidation Tests on Iron, Nickel, and Cobalt Alloys in Flowing Air at
Different Temperatures

Temperature, °C

980 1095 1150 1250
Loss, Affected, Loss, Affected, Loss, Affected, Loss, Affected,

Alloy mm mm mm mm mm mm mm mm
214 0.0025 0.005 0.0025 0.0025 0.005 0.0075 0.005 0.018
601 0.013 0.033 0.03 0.067 0.061 0.135 0.11 0.19
600 0.0075 0.023 0.028 0.041 0.043 0.074 0.13 0.21
230 0.0075 0.018 0.013 0.033 0.058 0.086 0.11 0.20
S 0.005 0.013 3.01 0.033 0.025 0.043 > 0.81 > 0.81
617 0.0075 0.033 3.015 0.046 0.028 0.086 0.27 0.32
333 0.0075 0.025 0.025 0.058 0.05 0.1 0.18 0.45
X 0.0075 0.023 0.038 0.069 0.11 0.147 > 0.9 >0.9
671 0.0229 0.043 0.038 0.061 0.066 0.099 0.086 0.42
625 0.0075 0.018 0.084 0.12 0.41 0.46 >1.2 >1.2
Waspaloy  0.0152 0.079 0.036 0.14 0.079 0.33 > 0.40 > 0.40
R-41 0.0178 0.122 0.086 0.30 0.21 0.44 > 0.73 >0.73
263 0.0178 0.145 0.089 0.36 0.18 0.41 > 0.91 >0.91
188 0.005 0.015 0.01 0.033 0.18 0.2 > 0.55 > 0.55
25 0.01 0.018 0.23 0.26 0.43 0.49 > 0.96 > 0.96
150 0.01 0.025 0.058 0.097 > 0.68 > 0.68 > 1.17 > 1.17
6B 0.01 0.025 0.35 0.39 >0.94 >0.94 >0.94 >0.94
556 0.01 0.028 0.025 0.067 0.24 0.29 > 3.8 > 3.8
Multimet  0.01 0.033 0.226 0.29 >1.2 >1.2 > 3.7 > 3.7
800H 0.023 0.046 0.14 0.19 0.19 0.23 0.29 0.35
RA330 0.01 0.11 0.02 0.17 0.041 0.22 0.096 0.21
S31000 0.01 0.028 0.025 0.058 0.075 0.11 0.2 0.26
531600 0.315 0.36 > 1.7 > 1.7 > 2.7 > 2.7 > 3.57 > 3.57
S30400 0.14 0.21 > 0.69 > 0.69 > 0.6 > 0.6 > 1.7 > 1.73

544600 0.033 0.058 0.33 0.37 > 0.55 > 0.55 >0.59 >0.59
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Figure 3.15 Schematic view of total penetration measurement for a typical corrosion
product morphology.

® Hydrogen-hydrogen sulfide mixtures or sulfur vapor of a highly
reducing nature

® Moderately reducing mixed gas environments that contain mixtures
of hydrogen, water, carbon dioxide, carbon monoxide, and hydrogen
sulfide

® Sulfur dioxide-containing atmospheres

In the first category, sulfides rather than protective chromia are ther-
modynamically stable. Hydrogen-hydrogen sulfide mixtures are found in
catalytic reformers in oil refining operations. Organic sulfur compounds
such as mercaptans, polysulfides, and thiophenes, as well as elemental
sulfur, contaminate practically all crude oils in various concentrations
and are partially converted to hydrogen sulfide in refining operations.
Hydrogen sulfide in the presence of hydrogen becomes extremely corro-
sive above 260 to 288°C. Sulfidation problems may also be encountered
at lower temperatures. Increased temperatures and higher hydrogen
sulfide contents generally lead to higher degradation rates.

For catalytic reforming, the 18Cr-8Ni austenitic stainless steels
grades are considered to be adequately resistant to sulfidation. The
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use of stabilized grades is advisable. Some sensitization is unavoidable
if exposure in the sensitizing temperature range is continuous or long
term. Stainless equipment subjected to such exposure and to sulfida-
tion corrosion should be treated with a 2% soda ash solution or an
ammonia solution immediately upon shutdown to avoid the formation
of polythionic acid, which can cause severe intergranular corrosion
and stress cracking.!® Vessels for high-pressure hydrotreating and oth-
er heavy crude fraction upgrading processes (e.g., hydrocracking) are
usually constructed of one of the Cr-Mo alloys. To control sulfidation,
they are internally clad with one of the 300 series austenitic stainless
steels. In contrast, piping, heat exchangers, valves, and other compo-
nents exposed to high-temperature hydrogen-hydrogen sulfide envi-
ronments are usually entirely constructed out of these austenitic
stainless alloys. Figure 3.16 illustrates the corrosion behavior of
austenitic steels as a function of hydrogen concentration and temper-
ature.!' In some designs alloy 800H has been used for piping and head-
ers. In others, centrifugally cast HF-modified piping has been used.

The effects of temperature and H,S concentration upon sulfidation
of alloys often used in oil refining services are shown in Figs. 3.17 to
3.21, which represent the metal losses expected after 1 year of expo-
sure (note the decreasing corrosion penetration scale in Figs. 3.18 to
3.20). The carbon steel line, in Fig. 3.17, stops for lower concentrations
of H,S because FeS is not stable and the steel does not corrode in such
environment.? Increasing the temperature and H,S concentration
increases the sulfidation rate. It is typical that a temperature increase
of 55°C will double the sulfidation rate, whereas increasing the H,S
concentration by a factor of 10 may be needed to double the sulfidation
rate. Therefore, changes of H,S concentration are generally less sig-
nificant than temperature variations.

Increasing the Cr content of the alloy greatly slows the sulfidation,
as seen in progression from 9Cr-1Mo, S41000, S30400, 800H, 825, and
625 (Fig. 3.21). The ranges of H,S concentration represented in these
figures span the low H,S range of catalytic reformers to the high H,S
concentrations expected in modern hydrotreaters. A summary of max-
imum allowable temperatures that will limit the extent of metal loss
by sulfidation to less than 0.25 mm is shown in Table 3.8 for several
gas compositions of Hy,S-H, at a pressure of 34 atm, which is similar to
hydrotreating in an oil refinery.? The maximum allowable tempera-
tures for alloys exposed to different gas pressures and compositions
can be evaluated with this information.

In the second category, the presence of oxidizing gases such as H,O
(steam) or CO, slow the sulfidation rate below that expected if only the
H,S-H, concentrations were considered. This can be important because
gases, which are thought to contain only H,S-H,, often also contain
some H,0. For example, a gas, which has been well mixed and equili-
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Figure 3.16 Effect of temperature and hydrogen sulfide concentration on corrosion rates
of austenitic stainless steels for exposure longer than 150 h.

brated with water at room temperature, may contain up to 2% water
vapor in the gas. Sulfidation rate predictions based only upon the
H,S-H, concentrations may overestimate the rate of metal loss. The
precise mechanism of how H,O slows sulfidation by H,S is still unclear,
although numerous studies have confirmed this effect. This slowed cor-
rosion rate is sometimes called sulfidation/oxidation because it repre-
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sents a transition between the rapid corrosion of sulfidation and the
slow corrosion of oxidation of alloyed metals containing either Cr or Al.2

Atmospheres high in sulfur dioxide are encountered in sulfur fur-
naces, where sulfur is combusted in air for manufacturing sulfuric
acid. Lower levels of sulfur dioxide are encountered in flue gases when
fossil fuels contaminated with sulfur species are combusted. It has
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been pointed out that relatively little corrosion data exist for engi-
neering alloys in these atmospheres.!? Beneficial effects (retardation of
sulfidation) of chromium alloying additions and higher oxygen levels
in the atmosphere have been noted.

A tricky situation can arise when designing equipment that
requires resistance for variable times of exposure to multiple envi-
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ronments such as oxidizing and sulfidizing conditions. If oxidation
times dominate significantly over sulfidation, it may be prudent to
select a high-nickel, high-chromium alloy. Alloys such as HR-120,
HR-160, 602CA, or 45TM belong to this category. If sulfidation domi-
nates, low-nickel, high-iron, high-chromium alloys are more appro-
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priate. Increasing the concentration of H,S tends to increase the sul-
fidation rate of alloys.?

High Ni alloys (greater than 35% Ni) used either as base metals or
as welding filler metals are a special concern in sulfidation conditions.
Sulfidation of high Ni alloys can be especially rapid and yield corrosion
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rates greater than 2.5 mm-y~! if the temperature exceeds 630°C,
which is the melting point of a potential corrosion product that forms
as a mixture of Ni and nickel sulfide. A reasonable approach for high
Ni alloys is that they should not be used in sulfidation conditions when
metal temperatures will approach or exceed 630°C. High Ni alloys
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with high Cr levels (such as alloys 625 or 825) can be very suitable
with low corrosion rates at lower temperatures.?

Alloys that have high concentrations of cobalt are some of the com-
mercially available alloys that are most resistant to sulfidation at tem-
peratures in excess of 630°C. The superior resistance of the
cobalt-containing alloys is a result of the higher melting point of the
sulfide corrosion products that form on these alloys, as compared to
the lower melting points of iron and nickel sulfides. Examples of
cobalt-containing alloys, which find application in high-temperature
equipment, are alloys 617, HR-160, 6, 188, and Multimet.?

3.3.3 Carburization

Carburization can occur when metals are exposed to carbon monoxide,
methane, ethane, or other hydrocarbons at elevated temperatures.
Carbon from the environment combines primarily with chromium but
also with any other carbide formers (Nb, W, Mo, Ti, etc.) present in the
alloy to form internal carbides. Carbides formed in the microstructure
can be complex in composition and structure and can be found to pre-
cipitate on the grain boundaries or inside the grains. The main unde-
sirable effect of carbide formation is embrittlement and reduced
ductility at temperatures up to 482 to 538°C. By tying up chromium in
the form of stable chromium-rich carbides, carburization also reduces
oxidation resistance. Creep strength may also be adversely affected,
and internal stresses can arise from the volume increase associated
with the carbon uptake and carbide formation. This internal pressure
represents additional stress superimposed on operational stresses.
Localized bulging, or even cracking, of carburized components is
indicative of high internal stress levels that can be generated.

Carburization damage is mainly associated with high-temperature
exposure to carbon dioxide, methane, and other hydrocarbons. Heat-
treating equipment used for gas carburization (surface hardening) of
steels is also vulnerable. An insidious aspect of carburization is its
nonuniform nature. Just as for other forms of localized corrosion, it is
extremely difficult to predict and model localized carburization dam-
age. As a rule of thumb, carburization problems only occur at temper-
atures above 815°C, because of unfavorable kinetics at lower
temperatures. Carburization is therefore not a common occurrence in
most refining operations because of the relatively low tube tempera-
tures of most refinery-fired heaters.

Carburization is more common in the petrochemical industry. A
notable problem area has been the radiant and shield sections of eth-
ylene cracking furnaces, due to high tube temperatures up to 1150°C.
Apart from temperature, an increase in carbon potential of the gas mix
is responsible for a higher severity of damage. High carbon potentials
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TABLE 3.8 Sulfidation Corrosion Temperatures
Corresponding to a Maximum Metal Loss of 0.25 mm
after 1 Year in H,S-H, Gases at 34 atm Gas Pressure

Alloy/H,S Maximum allowable temperature, °C
concentration 0.001% 0.01% 0.1% 1% 10%
Nickel 395 360 340 310 295
Carbon Steel 430 415 405 400 390
9Cr-1Mo 505 445 395 350 310
S41000 570 500 440 390 345
800 H 580 575 575 575 575
430 760 680 615 555 500
S30400 880 790 700 625 565
825 930 630 630 630 630
625 760 630 630 630 630
718 760 630 630 630 630

are associated with the ethane, propane, naphtha, and other hydro-
carbons as reactants that are cracked. Carburization has been identi-
fied as the most frequent failure mechanism of ethylene furnace tubes.
Experience has indicated that the severity of carburization damage in
ethylene cracking is process dependent. Some important factors iden-
tified include the following:

® Steam dilution, which tends to decrease the rate of damage

® The use of lighter feeds versus heavier feeds, the former having a
higher carbon potential

®m The frequency and nature of decoking operations; decoking is
thought to be a major contributor to carburization damage

Less severe and frequent carburization damage has been reported in
reforming operations and in other processes handling hydrocarbon
streams or certain ratios of CO/CO,/H, gas mixtures at high tempera-
ture.'® As in the case of oxidation and sulfidation, chromium is consid-
ered to impart the greatest resistance to carburization.!” Other
beneficial elements include nickel, silicon, columbium, titanium, tung-
sten, aluminum, and molybdenum. The most important characteristic
of a successful alloy is its ability to form and maintain a stable, pro-
tective oxide film. Aluminum and silicon alloying additions can con-
tribute positively to this requirement. Unfortunately, the addition of
aluminum or silicon to the heat-resistant alloys in quantities to devel-
op full protection involves metallurgical trade-offs in strength, ductil-
ity, and/or weldability. Considering fabrication requirements and
mechanical properties, viable alloys are generally restricted to about 2
percent of either element. This is helpful but not a total solution.
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The tubes of ethylene-cracking furnaces were originally largely
manufactured out of the cast HK-40 alloy (Fe-25Cr-20Ni). Since the
mid-1980s, more resistant HP alloys have been introduced, but car-
burization problems have not been eliminated, probably due to more
severe operating conditions in the form of higher temperatures. Some
operators have implemented a 35Cr-45Ni cast alloy, with various addi-
tions, to combat these conditions. For short residence-time furnaces
with small tubes, wrought alloys including HK4M and HPM, Alloy
803, and Alloy 800H have been used. Other wrought alloys (e.g., 856H
and HR-160, both with high silicon) have been applied to combat car-
burization of trays, retorts, and other components used in carburizing
heat treatments. However, their limited fabricability precludes broad
use in the refining or petrochemical industry.°

Carburization causes the normally nonmagnetic wrought and cast
heat-resistant alloys to become magnetic. The resulting magnetic per-
meability provides a methodology for monitoring the extent of carbur-
ization damage. Measurement devices range from simple hand-held
magnets to advanced multifrequency eddy current instruments.
Carburization patterns can also reveal uneven temperature distribu-
tions that might otherwise have gone undetected. Most alloys tend to
have more carburization penetration with increasing temperatures.
Figure 3.22 summarizes carburization after 1 year for some common
alloys exposed to solid carbon and 200 ppm H,S.2

The time dependence of carburization has been commonly reported
to be parabolic. Removal or cracking of any surface carbide scale will
tend to increase the rate of carburization. One thousand hours may be
required to establish the time dependence expected for long-term ser-
vice. Carburization data are properly used when the time dependence
is considered. Increasing the concentration of H,S tends to slow the
carburization rate of alloys. Figure 3.23 shows the effect for several
alloys widely used in petrochemical equipment. The effect of H,S is to
slow decomposition of the CH,, which adsorbs onto the metal surface,
thus slowing the rate of carburization. Increasing concentrations will
slow carburization until the concentrations become high enough to
cause sulfidation to become the dominant corrosion mechanism. The
conditions for the initiation of sulfidation depend upon the alloy and
gas compositions.?

High Ni alloys used either as base or welding filler metals are often
used to resist carburizing conditions. Ni slows the diffusion of carbon
in alloys, which is important because carburization is essentially a cor-
rosion mechanism limited by the rate of carbon diffusion in the alloy.
However, carburization of high Ni alloys can be especially rapid and
yield rates greater than 2.5 mm-y~1, if the temperature exceeds 980°C.
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Figure 3.22 Effect of temperature upon carburization of several alloys exposed to solid
carbon and 200 ppm HsS at 1 atm.

Metal dusting is related to carburization and has been reported in sim-
ilar industries. In this form of degradation, the corrosion products
appear as fine powders (hence the term dusting) consisting of carbides,
oxide, and graphite (soot). The morphology of attack can be localized
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Figure 3.23 Effect of HyS partial pressure upon carburization of several alloys exposed
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pitting or relatively uniform damage. The underlying alloy may or may
not display evidence of carburization in the microstructure. Metal
dusting is manifested at lower temperatures than carburization, typi-
cally between 425 and 815°C. Maximum rates of metal dusting dam-
age are considered to occur around 650 to 730°C.
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Metal dusting is usually associated with gas streams rich in carbon
monoxide and hydrogen. Prediction and modeling of metal dusting are
difficult, and little relevant quantitative data is available for engi-
neering alloys to assist designers. It appears that most stainless steels
and heat-resistant alloys can be attacked and that the rate of damage
can be extremely high. The mechanisms of metal dusting attack are
not understood. One remedial measure is adjusting the gas composi-
tion by reducing the CO partial pressure.!?

3.3.5 Nitridation

Nitridation usually occurs when carbon, low-alloy, and stainless steels
are exposed to an ammonia-bearing environment at elevated temper-
atures. The production of ammonia, nitric acid, melamine, and nylon
generate such conditions. Nitridation can also result from nitrogen
atmospheres, especially under reducing conditions and high tempera-
tures. There are many parallels to carburization; nitridation occurs
when chromium and other elements combine with nitrogen to form
embrittling nitrides in the microstructure.

Although stainless steels may have adequate resistance, high-nickel
alloys tend to be more resistant. Increasing nickel and cobalt contents
are also considered to be beneficial. However, pure nickel has shown
poor resistance. Alloy 600, with 72% nickel, is often used in the heat-
treating industry and occasionally in refining and petrochemical appli-
cations involving ammonia at temperatures above 340°C. Economics
and its lower strength, compared with Alloy 800H and cast-modified
HP, have limited its applications in the latter industries.

3.3.6 Gaseous halogen corrosion

The corrosive effect of halogen on passivating alloys is well known in
aqueous media. Chlorides and fluorides also contribute to high-tempera-
ture corrosion by interfering with the formation of protective oxides or
breaking them down if already formed. The main reason for the reduced
corrosion resistance in the presence of halogens is the formation of
volatile corrosion products that are nonprotective. The melting points,
boiling points, and temperature at which the vapor pressure reaches 104
atm of selected metal chlorides is presented in Table 3.9.12 The high
volatility and relatively low melting points of these chloride species
should be noted. Clearly these properties are not conducive to establish-
ing an effective diffusion barrier on the corroding alloy surfaces.

In refining operations, chlorides most commonly enter the process
operations as salt water or brine. Organic chlorides find their way into
crude feed. These are not removed in the desalters but are generally
removed in the distillation process. Chlorides can enter the down-



High-Temperature Corrosion 261

TABLE 3.9 Melting Points, Temperatures at Which Chloride Vapor Pressure
Reaches 10~* atm and Boiling Points of Various Chlorides

Melting point, Temperature at 10~% atm,

Chlorides °C °C Boiling point, °C
FeCl, 676 536 1026
FeClj 303 167 319
NiCly 1030 607 987
CoCly 740 587 1025
CrCl, 820 741 1300
CrCls 1150 611 945
CI‘OQC]Z -95 117
CuCl 430 387 1690
MoCls 194 58 268
WCls 240 72

WClg 280 11 337
TiCly 1025 921

TiClg 730 454 750
TiCly -23 -38 137
AlClg 193 76

SiCly =70 —87 58
MnCly 652 607 1190
ZrCly 483 146

NbCl; 205 250
NbCly 239 455
TaCls 216 80 240
HfCl, 434 132

CCly —24 —-80 77
NaCl 801 742 1465
KC1 772 706 1407
LiCl 610 665 1382
MgCl, 714 663 1418
CaCl, 772 1039 2000
BaCl, 962 1830
ZnCly 318 349 732
PbCl, 498 484 954

stream processes. Fluoride contamination is usually the result of
blending streams from an alkylation operation. This downstream con-
tamination cannot spill over to petrochemical facilities that take feed
from these sources. Halogen contamination during shipment and stor-
age are also of concern to petrochemical facilities.’® Chlorination
processes are used to produce certain metals, as well as in nickel
extraction. Calcining operations used in the production of certain rare
earth metals and for producing ceramic ferrites for permanent mag-
nets are also associated with high-temperature chlorine-containing
environments.

In high-temperature chlorine atmospheres chromium and nickel
additions to iron are both regarded as beneficial. Stainless steels are
therefore more resistant than the lower-alloyed steels. Austenitic
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stainless steels tend to outperform the ferritic grades (at equivalent
chromium levels). Nickel and nickel-based alloys are widely used
under such conditions. The high-nickel alloys are significantly more
resistant than the stainless steels to chlorine but not to fluorine, which
is more soluble in nickel. When both chlorine and oxygen are present
in the environment, essentially a competing situation arises between
the formation of stable oxide and volatile chloride species. Therefore,
the degradation rate can fluctuate between parabolic, linear, and
hybrid behavior. Molybdenum and tungsten alloying additions are
considered highly undesirable in such service environments due to the
formation of highly volatile oxychlorides (Table 3.9). Aluminum addi-
tions are regarded as beneficial, due to the formation of a protective
alumina scale at high temperatures.

3.3.7 Fuel ash and salt deposits

In many industrial applications, the surfaces undergoing high-
temperature corrosion are not clean; rather, surface deposits of ash
and/or salt form on the components. Chemical reactions between
these deposits and the protective surface oxide can lead to destruc-
tion of the oxide and rapid corrosive attack. In gas turbines, oxidized
sulfur contaminants in fuel and sodium chloride from ingested air
(marine atmospheres) tend to react to form sulfates that are subse-
quently deposited on surfaces. The presence of sodium sulfate, potas-
sium sulfate, and calcium sulfate together with magnesium chloride
has been reported in such deposits for compressor-stage compo-
nents.'* Sodium sulfate is usually regarded as the dominant compo-
nent of the salt deposits. The detailed mechanisms of hot corrosion
have been described by Rapp and Zhang.'> Hot corrosion is generally
considered to occur in the temperature range of 800 to 950°C,
although attack at lower temperatures has also been reported.

Testing has indicated that in commercial nickel- and cobalt-based
alloys, chromium additions play an important role in limiting this type
of damage. Alloys with less than 15% of chromium as alloying addition
are considered highly vulnerable to attack.

Refinery heaters and boilers that are fired with low-grade fuels may
be vulnerable to corrosion damage, especially if vanadium, sulfur, and
sodium contaminants are present at high levels. Vanadium pentoxide
and sodium sulfate deposits assume an important role in this type of
corrosion damage. The melting point of one of these mixed compound
deposits (Na,SO,-V;,05) can be as low as 630°C, at which point cata-
strophic corrosion can set in. In these severe operating conditions the
use of special high-chromium alloys is required. A 50Ni-50Cr alloy has
been recommended over the use of 25Cr-12Ni and 25Cr-20Ni alloys for
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hangers, tube sheets, and other supports. Ash and salt deposit corro-
sion is also a problem area in fireside corrosion of waste incinerators,
in calcining operations, and in flue gas streams.

3.3.8 Corrosion by molten salts

Corrosion damage from molten salts can occur in a wide variety of
materials and by different mechanisms. It has been pointed out that
although many studies have been performed, quantitative data for
materials selection and performance prediction are rarely available.'¢
Molten salt corrosion is usually applicable to materials retaining the
molten salt, as used in heat treating, solar and nuclear energy sys-
tems, batteries, fuel cells, and extractive metallurgical processes.
Some factors that can make molten salts extremely corrosive include
the following:

® By acting as fluxes, molten salts destabilize protective oxide layers
(on a microscopic scale, this effect contributes toward fuel ash corro-
sion described above).

® High temperatures are typically involved.

®m Molten salts are generally good solvents, preventing the precipita-
tion of protective surface deposits.

®m Direct chemical reaction between the containment material and the
salt.

® The presence of noble metal ions in the molten salt, more noble than
the containment material itself.

3.3.9 Corrosion in liquid metals

Corrosion in liquid metals is applicable to metals and alloy processing,
metals production, liquid metal coolants in nuclear and solar power
generation, other nuclear breeding applications, heat sinks in auto-
motive and aircraft valves, and brazing operations. Corrosion damage
to containment materials is usually the concern. Again, practical
design and performance data are extremely limited. In materials
selection several possible corrosion mechanisms need to be considered.
The most severe problems arise at high temperatures and aggressive
melts. Molten steel is typically regarded as a nonaggressive melt,
whereas molten lithium is much more corrosive. A brief description of
degradation mechanisms follows.!” Practical problems are complicated
by the fact that several of these forms can occur simultaneously. In
fact, opposing actions may be required for individual effects that act in
combination.
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Corrosion reactions can occur by a simple dissolution mechanism,
whereby the containment material dissolves in the melt without any
impurity effects. Material dissolved in a hot zone may be redeposited in
a colder area, possibly compounding the corrosion problem by addition-
al plugging and blockages where deposition has taken place.
Dissolution damage may be of a localized nature, for example, by selec-
tive dealloying. The second corrosion mechanism is one of reactions
involving interstitial (or impurity) elements (carbon, oxygen, etc.) in
the melt or containment material. Two further subforms are corrosion
product formation and elemental transfer. In the former the liquid met-
al is directly involved in corrosion product formation. In the latter the
liquid metal does not react directly with the containment alloy; rather,
interstitial elements are transferred to, from, or across the liquid.

Alloying refers to the formation of reaction products on the contain-
ment material, when atoms other than impurities or interstitials of
the liquid metal and containment material react. This effect can some-
times be used to produce a corrosion-resistant layer, separating the
liquid metal from the containment (for example, aluminum added to
molten lithium contained by steel). Lastly, liquid metal can attack
ceramics by reduction reactions. Removal of the nonmetallic element
from such solids by the melt will clearly destroy their structural
integrity. Molten lithium poses a high risk for reducing ceramic mate-
rials (oxides).

3.3.10 Compilation and use of corrosion
data

A large compilation of corrosion data for metals and alloys in high-
temperature gases has been created and is publicly available. The
Alloy Selection System for Elevated Temperatures (ASSET) software
is based on data compilation representing millions of exposure hours
of 70 commercial alloys exposed to industrial environments. The data
compilation has been developed and organized to allow prediction of
sound metal thickness losses by several corrosion mechanisms at
high temperatures as functions of gas composition, temperature,
time, and alloy type. Several charts and tables have been prepared
as examples of predicted metal losses of alloys corroding in standard
conditions for several corrosion mechanisms expected in high-tem-
perature gases.? The equations, which correlate the corrosion mea-
surements with exposure conditions and the data, are stored in
databases. The corrosion mechanisms for which corrosion predictions
can be made are

m Sulfidation
m Sulfidation/oxidation
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m Jsothermal oxidation

m Carburization

The software uses the composition of the alloy and the corrosive
environment information such as gas composition, temperature, and
gas pressure to calculate the stable corrosion products and the equi-
librium gas composition for a given combination of alloy and exposure
conditions. These computations use the Equilib program from
F*A*C*T, a Gibbs’ free energy minimization program.'® The calcula-
tions can be used to determine the proximity of the corrosive gas to
equilibrium by comparing the calculated equilibrium gas composition
to the real gas composition in the process equipment. Thermochemical
characteristics such as the oxygen and sulfur partial pressure, and
carbon activity of the environment, which determine corrosion product
stability, are also provided by the calculation and retained for subse-
quent use. The software also assists the user identify the likely corro-
sion mechanism, by knowing the stable corrosion products that tend to
form at the corrosion product/corrosive gas interface, the alloy in ques-
tion, and the partial pressures of oxygen and sulfur. Alloys with dif-
ferent compositions in the same exposure conditions may exhibit
different stable corrosion products and therefore undergo different cor-
rosion mechanisms.
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4.1 Introduction

Predictive modeling and statistical process control have become inte-
gral components of the modern science and engineering of complex
systems. The massive introduction of computers in the workplace has
also drastically changed the importance of these machines in daily
operations. Computers play important roles in data acquisition in lab-
oratory and field environments, data processing and analysis, data
searching, and data presentation in understandable and useful for-
mats. Computers also assist engineers in transforming data into
usable and relevant information.

The connectivity of computers to the outside world through the
Internet and the Web has opened up tremendous channels of commu-
nication that never existed before. This chapter covers a variety of top-
ics related to modeling of corrosion processes, from fundamental
expressions to pragmatic models, and to applications of computers
such as expert systems and computer-based training.

267



268 Chapter Four

4.2 Modeling and Life Prediction

The complexity of engineering systems is growing steadily with the
introduction of advanced materials and modern protective methods.
This increasing technical complexity is paralleled by an increasing
awareness of the risks, hazards, and liabilities related to the operation
of engineering systems. However, the increasing cost of replacing
equipment is forcing people and organizations to extend the useful life
of their systems. The prediction of damage caused by environmental
factors remains a serious challenge during the handling of real-life
problems or the training of adequate personnel. Mechanical forces,
which normally have little effect on the general corrosion of metals,
can act in synergy with operating environments to provide localized
mechanisms that can cause sudden failures.

Models of materials degradation processes have been developed for a
multitude of situations using a great variety of methodologies. For sci-
entists and engineers who are developing materials, models have
become an essential benchmarking element for the selection and life
prediction associated with the introduction of new materials or process-
es. In fact, models are, in this context, an accepted method of repre-
senting current understandings of reality. For systems managers, the
corrosion performance or underperformance of materials has a very dif-
ferent meaning. In the context of life-cycle management, corrosion is
only one element of the whole picture, and the main difficulty with cor-
rosion knowledge is to bring it to the system management level. This
chapter is divided into three main sections that illustrate how corrosion
information is produced, managed, and transformed.

4.2.1 The bottom-up approach

Scientific models can take many shapes and forms, but they all seek to
characterize response variables through relationships with appropriate
factors. Traditional models can be divided into two main categories:
mathematical or theoretical models and statistical or empirical models.!
Mathematical models have the common characteristic that the response
and predictor variables are assumed to be free of specification error and
measurement uncertainty.? Statistical models, on the other hand, are
derived from data that are subject to various types of specification,
observation, experimental, and/or measurement errors. In general
terms, mathematical models can guide investigations, and statistical
models are used to represent the results of these investigations.

Mathematical models. Some specific situations lend themselves to the
development of useful mechanistic models that can account for
the principal features governing corrosion processes. These models are
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most naturally expressed in terms of differential equations or another
nonexplicit form of mathematics. However, modern developments in
computing facilities and in mathematical theories of nonlinear and
chaotic behaviors have made it possible to cope with relatively complex
problems. A mechanistic model has the following advantages:?

® It contributes to our understanding of the phenomenon under study.
® It usually provides a better basis for extrapolation.

m Jt tends to be parsimonious, i.e., frugal, in the use of parameters and
to provide better estimates of the response.

The modern progress in understanding corrosion phenomena and con-
trolling the impact of corrosion damage was greatly accelerated when
the thermodynamic and kinetic behavior of metallic materials was
made explicit in what became known as E-pH or Pourbaix diagrams
(thermodynamics) and mixed-potential or Evans diagrams (kinetics).
These two models, both established in the 1950s, have become the basis
for most of the mechanistic studies carried out since then.

The multidisciplinary nature of corrosion science is reflected in the
multitude of approaches to explaining and modeling fundamental cor-
rosion processes that have been proposed. The following list gives
some scientific disciplines with examples of modeling efforts that one
can find in the literature:

® Surface science. Atomistic model of passive films

® Physical chemistry. Adsorption behavior of corrosion inhibitors

® Quantum mechanics. Design tool for organic inhibitors

m Solid-state physics. Scaling properties associated with hot corrosion
m Water chemistry. Control model of inhibitors and antiscaling agents

® Boundary-element mathematics. Cathodic protection

The following examples illustrate the applications of computational
mathematics to modeling some fundamental corrosion behavior that
can affect a wide range of design and material conditions.

A numerical model of crevice corrosion. Many mathematical models have
been developed to simulate processes such as the initiation and propa-
gation of crevice corrosion as a function of external electrolyte composi-
tion and potential. Such models are deemed to be quite important for
predicting the behavior of otherwise benign situations that can progress
into aggravating corrosion processes. One such model was published
recently with a review of earlier efforts to model crevice corrosion.* The
model presented in that paper was applied to several experimental data
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sets, including crevice corrosion initiation on stainless steel and active
corrosion of iron in several electrolytes. The model was said to break
new ground by

m Using equations for moderately concentrated solutions and includ-
ing individual ion-activity coefficients. Transport by chemical poten-
tial gradients was used rather than equations for dilute solutions.

®m Being capable of handling passive corrosion, active corrosion, and
active/passive transitions in transient systems.

® Being generic and permitting the evaluation of the importance of dif-
ferent species, chemical reactions, metals, and types of kinetics at
the metal/solution interface.

Solution of the model for a particular problem requires specification
of the chemical species considered, their respective possible reactions,
supporting thermodynamic data, grid geometry, and kinetics at the
metal/solution interface. The simulation domain is then broken into a
set of calculation nodes, as shown in Fig. 4.1; these nodes can be
spaced more closely where gradients are highest. Fundamental equa-
tions describing the many aspects of chemical interactions and species
movement are finally made discrete in readily computable forms.

During the computer simulation, the equations for the chemical
reactions occurring at each node are solved separately, on the assump-
tion that the characteristic times of these reactions are much shorter
than those of the mass transport or other corrosion processes. At the
end of each time step, the resulting aqueous solution composition at
each node is solved to equilibrium by a call to an equilibrium solver
that searches for minima in Gibbs energy. The model was tested by

Nodal interface AX node
. . . D
, , |
: ° i ° i ° i °
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Figure 4.1 Schematic of crevice model geometry.
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comparing its output with the results of several experiments with
three systems:

m Crevice corrosion of UNS 30400 stainless steel in a pH neutral chlo-
ride solution

m Crevice corrosion of iron in various electrolyte solutions

m Crevice corrosion of iron in sulfuric acid

Comparison of modeled and experimental data for these three sys-
tems gave agreement ranging from approximate to very good.

A fractal model of corroding surfaces. Surface modifications occurring dur-
ing the degradation of a metallic material can greatly influence the
subsequent behavior of the material. These modifications can also
affect the electrochemical response of the material when it is submit-
ted to a voltage or current perturbation during electrochemical testing,
for example. Models based on fractal and chaos mathematics have
been developed to describe complex shapes and structures and explain
many phenomena encountered in science and engineering.? These
models have been applied to different fields of materials engineering,
including corrosion studies. Fractal models have, for example, been
used to explain the frequency dependence of a surface response to
probing by electrochemical impedance spectroscopy (EIS)¢ and, more
recently, to explain some of the features observed in the electrochemical
noise generated by corroding surfaces.”

In an experiment designed to reveal surface features, a sample of
rolled aluminum 2024 sheet (dimensions 100 X 40 X 4 mm) was placed
in a 250-mL beaker in such a way that it was immersed in aerated 3%
NaCl solution to a level about 30 mm from the top of the specimen.?
The effect of aeration created a “splash zone” over the portion of the
surface that was not immersed. During the course of exposure, a por-
tion of the immersed region in the center of the upward-facing surface
became covered with gas bubbles and suffered a higher level of attack
than the rest of the immersed surface. After 24 h, the plate was
removed from the solution. Figure 4.2 shows the specimen and the
areas where the surface profiles were measured in diagrammatic form.

Surface profile measurements were made by means of a Rank Taylor
Hobson Form Talysurf with a 0.2-pm diamond-tip probe in all the var-
ious planes and directions in these planes, i.e., LT, TL, LS, SL, ST, and
TS. The instrument created a line scan of a real surface by pulling the
probe across a predefined part of the surface at a fixed scan rate of 1
mm/s. All traces were of length 8 mm, generating 32,000 points with a
sampling rate of 0.25 pm per point, except for the SL and ST direc-
tions, which, because of the plate thickness, were limited to 2-mm
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Figure 4.2 Diagram of Al sheet specimen with locations
of corroded zones.

traces or 8000 points. The manufacturer’s software for the Talysurf
instrument was capable of generating more than 20 surface profile
parameters. In this study, two parameters, Ra and Rt, were retained.
Ra, the roughness average, described the average deviation from a
mean line, whereas Rt described the distance from the deepest pit to
the highest peak of the profile, an index which was taken as an engi-
neering “worst-case” parameter for pitting severity.

The corrosion found on the plate varied considerably from area to
area. The region of the plate beneath the gas bubbles was found to be
particularly corroded, with a very high concentration of pits. Across the
remainder of the immersed upward-facing surface, pitting was scat-
tered. The splash zone of the surface above the electrolyte was also badly
pitted. On the sides, the pits had a geometry and orientation which con-
formed to the expected grain structure of the rolled material. In all cas-
es, changes noted in traditional Talysurf parameters were consistent
with expectations. The severity of the corrosion was indicated by an
increase in Ra and Rt, and the profiles obtained gave good general indi-
cations of the degree of pitting and the size of pits. There was an approx-
imately tenfold increase in Ra and Rt between the freshly polished
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surface (reference data in Table 4.1) and the heavily corroded profiles
such as a, b, e, and g on Fig. 4.2.

All profiles measured and analyzed with the Talysurf equipment were
also analyzed with the rescaled range (R/S) analysis technique. The R/S
technique, which can provide a direct evaluation of the fractal dimension
of a signal, was derived from one of the most useful mathematical mod-
els for analyzing time-series data, proposed a few years ago by
Mandelbrot and van Ness.? A detailed description of the R/S technique
[in which R or R(s) stands for the sequential range of the data-point
increments for a given lag s and time ¢, and S or S(¢,s) stands for the
square root of the sample sequential variance] can be found in Fan et
al.’® Hurst! and, later, Mandelbrot and Wallis'? have proposed that the
ratio R(,$)/S(z,s), also called the rescaled range, was itself a random func-
tion with a scaling property described by relation (4.1), in which the scal-
ing behavior of a signal is characterized by the Hurst exponent (H), also
called the scaling parameter, which can vary over the range 0 < H < 1.

R (2,s)
oc QH
S (¢,s)

4.1)

It has additionally been shown'® that the local fractal dimension D
of a signal is related to H through Eq. (4.2), which makes it possible to
characterize the fractal dimension of a given time series by calculating
the slope of an R/S plot.

D=2-H 0<H<1 (4.2)

Examining the data in Table 4.1, it is apparent that the ground,
uncorroded surfaces exhibited behavior close to that of a brownian pro-
file, for which the fractal dimension D equals 1.5. The corroded areas
with the biggest reduction in D were those with the most pitting, i.e.,
traces a, b, and e, all of which occurred in the spray zone above the
water. The reduction in fractal dimension at the fine-texture resolution

TABLE 4.1 Calculated Surface Parameters for Regions Identified on
Fig. 4.2

Plane Zone Ra, pm Rt, pm D

Reference* 0.14 2.95 1.45

Long transverse (LT) a 1.12 17.6 1.27
b 1.36 20.0 1.27

c 0.48 8.82 1.36

d 0.71 12.8 1.42

Short longitudinal (SL) e 1.59 15.7 1.23
f 0.84 14.9 1.30

Short transverse (ST) g 1.01 17.6 1.35

*Average reference trace measured before corrosion exposure.
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of the Talysurf, from about 1.5 to about 1.2, would indicate a “smooth-
ing,” which might be explained by a greater loss of mass from the peaks
than from the valleys of the profiles.

The correlation coefficients between the fractal dimension and the
surface parameters presented in Table 4.1 were calculated to be 0.89
for Ra and 0.76 for Rt. This would indicate that the fractal dimension
is slightly better related to a short-range descriptor or an average
quantity such as Ra than to a longer-range descriptor or a worst-case
distance quantity such as Rt. R/S analysis can provide a direct method
for determining the fractal dimension of surface profiles measured
with commercial equipment. Such analysis was helpful in shedding a
new light on the real nature of the microscopic transformations occur-
ring during the corrosion of aluminum.

Statistical models. Frequently, the mechanism underlying a process is
not understood sufficiently well or is simply too complicated to allow
an exact model to be formulated from theory. In such circumstances, an
empirical model may be useful. The degree of complexity that should be
incorporated in an empirical model can seldom be assessed in the first
phase of designing the model. The most popular approach is to start by
considering the simplest model with a limited set of variables, then
increase the complexity of the model as evidence is collected.

Statistical assessment of time to failure is a basic topic in reliabili-
ty engineering for which many mathematical tools have been devel-
oped. Evans, who also pioneered the mixed-potential theory to explain
basic corrosion kinetics (see Chap. 1, Aqueous Corrosion), launched
the concept of corrosion probability in relation to localized corrosion.
According to Evans, an exact knowledge of the corrosion rate was less
important than ascertaining the statistical risk of its initiation.™
Pitting is, of course, only one of the many forms of localized corrosion,
and the same argument can be extended to any form of corrosion in
which the mechanisms controlling the initiation phase differ from
those controlling the propagation phase. The following examples
illustrate the applications of empirical modeling in two areas of high
criticality.

Pitting corrosion in oil and gas operations. Engineers concerned with soil cor-
rosion of underground steel piping are aware that the maximum pit
depth found on a buried structure is somehow related to the percentage
of the structure inspected. Finding the deepest actual pit requires a
detailed inspection of the whole structure, and as the percentage of the
structure inspected decreases, so does the probability of finding the
deepest actual pit. A number of statistical transformations to quantify
the distributions in pitting variables have been proposed. Gumbel is
given the credit for the original development of extreme value statistics
(EVS) for the characterization of pit depth distribution.®
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The EVS procedure is to measure maximum pit depths on several
replicate specimens that have pitted, then arrange the pit depth val-
ues in order of increasing rank. The Gumbel distribution, expressed
in Eq. (4.3), where N\ and «a are the location and scale parameters,
respectively, can then be used to characterize the data set and esti-
mate the extreme pit depth that possibly can affect the system from
which the data were initially produced.

x—)\)
a

(4.3)

F (x) = exp {—exp (—
In reality, there are three types of extreme value distributions:'6

®m Type 1. expl—exp (—x)], or the Gumbel distribution
®m Type 2. exp(—x~*), the Cauchy distribution
® Type 3. expl—(o — x)¥], the Weibull distribution

where x is a random variable and % and » are constants.

To determine which of these three distributions best fits a specific
data set, a goodness-of-fit test is required. The chi-square test or the
Kolmogorov-Simirnov test has often been used for this purpose. A sim-
pler graphical procedure using a generalized extreme value distribu-
tion with a shape factor dependent on the type of distribution is also
possible. There are two expressions for the generalized extreme value
distribution, Eq. (4.4) when kx = (a + uk) and £+#0,

Y
F(x) = exp (—1 —r 22 ) (4.4)
and Eq. (4.5) whenx = u and k& = 0,
F(x) = exp (—exp - = ; “ ) (4.5)

EVS were put to work on real systems in the oil and gas industries
on several occasions for two main reasons. The first reason was the
critical nature of many operations associated with the transport of gas
and other petroleum products, and the second was the predictability of
localized corrosion of steel, the main material used by the oil and gas
industry.

Meany has, for example, reported four detailed cases in which
extreme value distribution proved to be an adequate representation of
corrosion problems:!”

For underground piping

® In a cathodic protection feasibility study
® For the evaluation of a gas distribution system
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For power plant condenser tubing

® During the assessment of stainless steel tube leaks

® During the assessment of Cu-Ni tube pitting performance

In another study, data from water injection pipeline systems and
from the published literature were used to simulate the sample func-
tions of pit growth on metal surfaces.'® This study, by Sheikh et al.,
concluded that

® Maximum pit depths were adequately characterized by extreme val-
ue distribution.

m Corrosion rates for water injection systems could be modeled by a
gaussian distribution.

® An exponential pipeline leak growth model was appropriate for all
operation regimes.

A more recent publication reported the development of a risk model to
identify the probability that unacceptable downhole corrosion could
occur as a gas reservoir was depleted.” Integration of reservoir simula-
tion data, tubing hydraulics calculations for the downhole wellbore envi-
ronments, and corrosion pit distribution provided the framework for the
risk model. Multiparameter regression showed that the ratio of the vol-
ume of liquid water to the volume of liquid hydrocarbon on the tubing
walls had a significant influence on corrosion behavior in that field.
Using EVS fits for field workover corrosion logging and also laboratory
data, a series of extreme value equations with the best fits (#> > 0.95)
was assembled and plotted collectively. It was shown that EVS provided
a good representation of the distribution of corrosion pit depths.

A validity analysis of the risk model with a 95 percent corrosion
probability indicated at least an 80 percent confidence level for the
prediction. Life expectancy calculations using the corrosion risk mod-
el provided the basis for the development of an optimized corrosion
management strategy to minimize the impact of corrosion on gas deliv-
erability as the reservoir was depleted.

Failure of nuclear waste containers. The regulations pertaining to the geo-
logic disposal of high-level nuclear waste in the United States and
Canada require that the radionuclides remain substantially contained
within the waste package for 300 to 1000 years after permanent clo-
sure of the repository. The current concept of a waste package involves
the insertion of spent fuel bundles inside a container, which is then
placed in a deep borehole, either vertically or horizontally, with a small
air gap between the container and the borehole. For vitrified wastes, a
pour canister inside the outer container acts as an additional barrier.
Currently, no other barrier is being planned, making the successful
performance of the container material crucial to fulfilling the contain-
ment requirements over long periods of time.
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Provided that no failures occur as a result of mechanical effects, the
main factor limiting the survival of these containers is expected to be
corrosion caused by the groundwater to which they would be exposed.
Two general classes of container materials have been studied interna-
tionally: corrosion-allowance and corrosion-resistant materials.
Corrosion-allowance materials have a measurable general corrosion
rate but are not susceptible to localized corrosion. By contrast, corrosion-
resistant materials are expected to have very low general corrosion
rates because of the presence of a protective surface oxide film. However,
they may be susceptible to localized corrosion damage.

A model developed to predict the failure of Grade 2 titanium was
recently published in the open literature.?’ Two major corrosion modes
were included in the model: failure by crevice corrosion and failure by
hydrogen-induced cracking (HIC). It was assumed that a small num-
ber of containers were defective and would fail within 50 years of
emplacement. The model was probabilistic in nature, and each model-
ing parameter was assigned a range of values, resulting in a distribu-
tion of corrosion rates and failure times. The crevice corrosion rate was
assumed to be dependent only on the properties of the material and
the temperature of the vault. Crevice corrosion was also assumed to
initiate rapidly on all containers and subsequently propagate without
repassivation. Failure by HIC was assumed to be inevitable once a
container temperature fell below 30°C. However, the concentration of
atomic hydrogen needed to render a container susceptible to HIC
would be achieved only very slowly, and the risk might even be negli-
gible if that container had never been subject to crevice corrosion.

Figure 4.3 illustrates the thin-shell packed-particulate design cho-
sen as a reference container for this study. The mathematical proce-
dure to combine various probability functions and arrive at a
probability of failure of a hot container as a result of crevice corrosion
at a certain temperature is illustrated in Fig. 4.4. The failure rate due
to HIC was arbitrarily assumed to have a triangular distribution in
order to simplify the calculations, given that HIC is predicted to be
only a marginal failure mode under the burial conditions considered.

On the basis of these assumptions and the calculations described in
the full paper, it was predicted that 96.7 percent of all containers
would fail by crevice corrosion and the remainder by HIC. However,
only 0.137 percent of the total number of containers were predicted to
fail before 1000 years (0.1 percent by crevice corrosion and 0.037 per-
cent by HIC), with the earliest failure after 300 years.

4.2.2 The top-down approach

The transformation of laboratory results into usable real-life functions for
service applications is almost impossible. In the best cases, laboratory
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Figure 4.3 Packed-particulate supported-shell container for
waste nuclear fuel bundles.

tests can provide a relative scale of merit in support of the selection of
materials to be exposed to specific conditions and environments. From an
engineering management standpoint, mapping of the parameters defin-
ing an operational envelope can reduce the need for exhaustive mecha-
nistic models, since any potential problem should be avoidable by
controlling the conditions of its occurrence.

Some of the issues involved in deciding on a cost-effective method
for combating corrosion are generic to sound management of engi-
neering systems. Others are specifically related to the impact of cor-
rosion damage on system integrity and operating costs. In process
operations, where corrosion risks can be extremely high, costs are
often categorized by equipment type and managed as an asset loss
risk (Fig. 4.5).2! The quantification or ranking of risk, defined as the
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Figure 4.4 Procedure used to determine the failure rate of hot containers as a
function of time.

r

product of the probability and consequences of specific events, should
dictate the preferential order in which inspection and maintenance
are performed. By referring to Fig. 4.5, the operations department of
a process plant should adjust the maintenance schedule, considering
the decreasing attention given to piping, reactors, tanks, and process
towers. Similar logic applies to all industries. The following examples
will illustrate how these considerations are manifested in practice
and how corrosion information is integrated into efficient manage-
ment systems.

A fault tree for the risk assessment of gas pipeline. Fault tree analysis
(FTA) is the process of reviewing and analytically examining a system
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Figure 4.5 Asset loss risk as a function of equipment type.

or equipment in such a way as to emphasize the lower-level fault
occurrences which directly or indirectly contribute to a major fault or
undesired event. The value of performing FTA is that by developing
the lower-level failure mechanisms necessary to produce higher-level
occurrences, a total overview of the system is achieved. Once complet-
ed, the fault tree allows an engineer to fully evaluate a system’s safety
or reliability by altering the various lower-level attributes of the tree.
Through this type of modeling, a number of variables may be visual-
ized in a cost-effective manner.

A fault tree is a diagrammatic representation of the relationship
between component-level failures and a system-level undesired event.
A fault tree depicts how component-level failures propagate through
the system to cause a system-level failure. The component-level fail-
ures are called the terminal events, primary events, or basic events of
the fault tree. The system-level undesired event is called the top event
of the fault tree. Figure 4.6 presents, in graphical form, the tree and
gate symbols most commonly used in the construction of fault trees.??
A brief description of these symbols is given in the following list:

® Fault event (rectangle). A system-level fault or undesired event.

m Conditional event (ellipse). A specific condition or restriction
applied to a logic gate (mostly used with an inhibit gate).
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Figure 4.6 Fault tree symbols for gates, transfers, and events.

® Basic event (circle). The lowest event examined which has the
capability of causing a fault to occur.

® Undeveloped event (diamond). A failure which is at the lowest level
of examination in the fault tree, but which can be further expanded.

m Transfer (triangle). The transfer function is used to signify a con-
nection between two or more sections of the fault tree.

®m AND gate. The output occurs only if all inputs exist. (Probabilities
of the inputs are multiplied, decreasing the resulting probability.)

® OR gate. The output is true only if one or more of the input events
occur. (Probabilities of the inputs are added, increasing the resulting
probability.)

® Jnhibit gate (hexagon). One input is a lower fault event and the
other input is a conditional qualifier or accelerator [direct effect as a
decreasing (<1) or increasing factor (>1)].

The FTA methodology was adopted by Nova Corp., a major natur-
al gas transport and processing company in Canada, for the risk
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assessment of its 18,000-km gas pipeline network.?® FTA is normally
performed for the review and analytical examination of systems or
equipment to emphasize the lower-level fault occurrences, and the
results of the FTA calculations are regularly validated with inspec-
tion results. These results are also used to schedule maintenance
operations, conduct surveys, and plan research and development
efforts.

Figures 4.7 and 4.8 illustrate respectively the SCC branch and the
uniform corrosion branch of the Nova Corp. pipeline outage FTA sys-
tem. Each element of the branches in Figs. 4.7 and 4.8, which are part
of a larger tree that estimates the overall probability of pipeline fail-
ure, contains numeric probability information related to technical and
historical data for each segment of the 18,000-km pipeline.

The Maintenance Steering Group (MSG) system. The aircraft industry and
its controlling agencies have developed another top-down approach to
represent potential failures of aircraft components. The Maintenance
Steering Group (MSG) system has evolved from many years of corporate
knowledge. The first generation of formal air carrier maintenance pro-
grams was based on the belief that each part on an aircraft required
periodic overhaul. As experience was gained, it became apparent that
some components did not require as much attention as others, and new
methods of maintenance control were developed. Condition monitoring
was thus introduced into the decision logic of the initial Maintenance
Steering Group document (MSG-1) and applied to Boeing 747 aircraft.

The MSG system has now evolved considerably. The experience
gained with MSG-1 was used to update the decision logic and create
a more universal document that is applicable to other aircraft and
powerplants.?* When applied to a particular aircraft type, the MSG-2
logic would produce a list of maintenance significant items (MSIs), to
each of which one or more process categories would be applied, such
as “hard time,” “on-condition,” and/or “reliability control.”

The most recent update to the system was initiated in 1980. The
resultant MSG-3 system has the same basic philosophy as MSG-1 and
MSG-2, but prescribes a different approach to the assignment of main-
tenance requirements. Instead of the process categories typical of MSG-
1 and MSG-2, the MSG-3 logic identifies maintenance requirements.
The processes, tasks, and intervals arrived at with MSG can be used by
operators as the basis for their initial maintenance program. In 1991,
industry and regulatory authorities began working together to provide
additional enhancements to MSG-3. As a result of these efforts,
Revision 2 was submitted to the Federal Aviation Administration (FAA)
in September 1993 and accepted a few weeks later. Major enhance-
ments include
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Expansion of the systems/powerplant definition of inspection

Guidelines for the development of a corrosion prevention and control
program (CPCP)

Increased awareness of the requirements of aging aircraft

m Extensive revision of the structure logic

The MSG-3 structure analysis begins with the development of a
complete breakdown of the aircraft systems, down to the component
level. All structural items are then classified as either structure sig-
nificant items (SSIs) or other structure. An item is classified as an SSI
on the basis of consideration of the consequences of failure and the
likelihood of failure, along with material, protection, and probable
exposure to corrosive environments. All SSIs are then listed and cate-
gorized as damage-tolerant or safe life items to which life limits are
assigned.?® For all SSIs, accidental damage, environmental deteriora-
tion, corrosion prevention and control, and fatigue damage evaluations
are performed following the logic diagram illustrated in Fig. 4.9.

Once the MSG-3 structure analysis is completed, each element of the
structural analysis diagram (Fig. 4.9) can be expanded right to the indi-
vidual components and associated inspection and maintenance tasks.

Aircraft Structure
Accidental
Damage
Analysis
Define Aircraft
Zones or Areas
Environmental Fatigue
Deterioration Damage
Analysis Analysis .
Identify Candidate Catel?.orlze and
Significant Structure ist as
other Structure
(Zonal Analysis)
Corrosion
Prevention &
Control Program
Significant No

Structure

Consolidated Structural Maintenance Program

Yes | Lijst
SSls

Figure 4.9 Overall MSG-3, Revision 2, structural analysis logic diagram.



286 Chapter Four

A

/
Material & Temper
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—>I Determine Corrosion Characteristics I

Improved Access
I Random I and/or Redesign
may be required

I Systematic I

Determine Rating:
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- protection potential
- environment

Visual
Inspection
Possible

No NDI
Possible

Threshold
Possible

Combine Rating
Select Repeat Interval '—

Establish

Threshold Establish

Inspection Task

Figure 410 Environmental deterioration analysis logic diagram.

The procedure for MSG-3 environmental deterioration analysis (EDA),
for example, involves the evaluation of the structure in terms of proba-
ble exposure to adverse environments. The evaluation of deterioration
is based on a series of steps supported by reference materials contain-
ing baseline data expressing the susceptibility of structural materials
to various types of environmental damage. While the end product of the
MSG-3 is very component-specific, its information contains much of
what is required to create a more generic system based on materials
instead of part numbers. The logic of the EDA, illustrated in Fig. 4.10,
requires the input of a multitude of parameters, given in the following
list, guided by the use of a template, shown in Fig. 4.11.

Item location/accessibility/visibility

® Jtem material/temper/manufacturing specification

Material of adjacent items

Finish protection

Accidental damage impact

m Area/zone



MSG-3 Analysis

METALS ENVIRONMENTAL DETERIORATION ANALYSIS SHEET P/N
Potential Type of Corrosion OTHER CORROSION RATING
Intergranular 1 |Material with High Selected Material & Temper Environmental
Pitting Sensitivity Rating
Uniform 2 |Material with Average
Galvanic Sensitivity
Fretting 3 |Material with Low
Erosion Sensitivity
Filliform
Microbiological
Crevice
Select Lowest Rating ' 1 2 3 # CONSIDER MODIFICATION
## ZONAL PROGRAM
Material Sensitive. Component 1 1 1 2
Subject to Built-In Stresses REPEAT INTERVAL
Stres_s Material Sensitive. Component 2 1 2 2 1 2 3 1 2 3
C;;::::]sglon Not Subject to Built-In Stresses # 2yrs | 4yrs 1 4 1 1 [ 2] 1 | Average ; g
Material Not Sensitive. 3 2 2 3 2yrs | 4yrs| 6yrs| 2 1 2 ]3] 2 Good %_ g
2yrs | 2yrs | ## 3 2 | 3 [ 3] 3 |Excellent|® &
ﬁ Is there a systematic characteristic? j REMARKS
ves [ ] No [ ]
SYSTEMATIC CORROSION l RANDOM CORROSION
INSPECTION LEVEL INSPECTION LEVEL
General Visual General Visual
Detailed Detailed
Special Detailed Special Detailed
INITIAL THRESHOLD __ Yrs
Prepared By: Date: Description:
Approved: Date: |

Figure 411 Environmental deterioration analysis template.
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Modern aircraft are built from a great variety of materials with
state-of-the art protective coatings and exemplary design and mainte-
nance constraints. Table 4.2 contains a list of materials that are com-
monly used in the construction of aircraft with some of the associated
problems and solutions. Once data are entered in the MSG system, the
predefined relations in the logic permit detailed information to be
obtained on the following:

m Likelihood of exposure to corrosive products

Random/systematic corrosion characteristics

® Required inspection level

Inspection threshold/repeat cycle intervals
® Corrosion-inhibiting compound application requirements
The corrosion ratings supporting the calculations identified in the

EDA sheet (Fig. 4.11) have been adapted from various sources of infor-
mation. As can be seen in this figure, the impact of SCC on the opera-

TABLE 4.2 Materials Used for the Construction of Modern Aircraft with
Associated Problems and Solutions

Alloy Problems Solutions
Aluminum
Wrought 2000 and Galvanic corrosion Cladding
7000 series sheets, Pitting Anodizing
extrusions, forgings Intergranular corrosion Conversion coatings
Exfoliation Ton vapor deposited (IVD) Al
Stress corrosion Paint
cracking (SCC)
Cast, i.e., Usually corrosion resistant
Al-Si-(Mg-Cu)
Low-alloy steels
4000 and 8000 series,  Uniform corrosion Cadmium plating
300M fasteners, Pitting Phosphating
forgings SCC Ton vapor deposited (IVD) Al

Hydrogen embrittlement Paint

Stainless steels

300 series austenitic Intergranular corrosion
Pitting

400 series martensitic  Pitting

and precipitation SCC

hardening (PH) series =~ Hydrogen embrittlement

Magnesium alloys Uniform corrosion Anodizing
Pitting Conversion coating
SCC Painting
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tion of aircraft is given special consideration by separating it from the
other types of corrosion, which are otherwise considered equally
important. The information itself is stored in six tables relating spe-
cific materials used in aircraft to the other factors affecting environ-
mental deterioration:?

EDA Table 1. Materials and temper vs. SCC and intergranular,
pitting, and uniform corrosion

EDA Table 2. Combinations of materials vs. galvanic corrosion

EDA Table 3. Circumstantial conditions vs. fretting, filiform,
microbiological, and crevice corrosion

EDA Table 4. Finish protection vs. added resistance to corrosion
EDA Table 5. Probable exposure to corrosive environments

EDA Table 6. Rules to classify corrosion problems as systematic,
when they develop gradually with time, or random, when they result
from accidental causes

But while the information in these tables appears to reflect the over-
all knowledge of materials degradation correctly, there is no provision
for validating the sources or integrating more detailed mechanisms,
even if the information were available. The whole system is built on
implicit expertise without the possibility of critically verifying some of
its calculated predictions against maintenance observations. Only
some vague information concerning the probable exposure to corrosive
environments can be found in EDA Table 5, for example, thus opening
a finite door to subjectivity in the overall task assessment.

A corrosion index for pipeline risk evaluation. A risk assessment tech-
nique is described in much detail in the second edition of a popular
book on pipeline risk management.?® The technique proposed in that
book is based on subjective risk assessment, a method that is particu-
larly well adapted to situations in which knowledge is perceived to be
incomplete and judgment is often based on opinion, experience, intu-
ition, and other nonquantifiable resources. A detailed schema relating
an extensive description of all the elements involved in creating risk
compensates for the fuzziness associated with the manipulation of
nonquantifiable data. Figure 4.12 illustrates the basic pipeline risk
assessment model or tool proposed in that book.

The technique used for quantifying risk factors is described as a hybrid
of several methods, allowing the user to combine scores obtained from sta-
tistical failure data with operator experience. The subjective scoring sys-
tem permits examination of the pipeline risk picture in two general parts.
The first part is a detailed itemization and relative weighting of all rea-
sonably foreseeable events that may lead to the failure of a pipeline, and
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the second part is an analysis of the potential consequences of each fail-
ure. The itemization is further broken down into four indexes, illustrated
in Fig. 4.12, corresponding to typical categories of pipeline failures. By
considering each item in each index, an expert evaluator arrives at a
numerical value for that index. The four index values are then summed
to obtain the total index value. In the second part, a detailed analysis is
made of the potential consequences of a pipeline failure, taking into con-
sideration product characteristics, pipeline operating conditions, and the
line location. Building the risk assessment tool requires four steps:

1. Sectioning. Dividing a system into smaller sections. The size of
each section should reflect practical considerations of operation,
maintenance, and cost of data gathering vs. the benefit of increased
accuracy.

2. Customizing. Deciding on a list of risk contributors and risk
reducers and their relative importance.

Relative
Risk
Score
Dispersion factor
A
B Leak impact [
) factor |
Index
Sum Product hazard
A
A
Third party Corrosion Design Incortr_ect
damage index index index operations
index
A A
A
Data gathered

from records
and interviews

Figure 4.12 Basic pipeline risk assessment model.
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3. Data gathering. Building the database by completing an expert
evaluation of each section of the system.

4. Maintenance. Identifying when and how risk factors can change
and updating these factors accordingly.

The potential for pipeline failure caused either directly or indirectly
by corrosion is probably the most common hazard associated with steel
pipelines. The corrosion index was organized in three categories to
reflect three types of environment to which pipelines are exposed, i.e.,
atmospheric corrosion, soil corrosion, and internal corrosion. Table 4.3
contains the elements contributing to each type of environment and
the suggested weighting factors.

The basic risk assessment model can be expanded to incorporate
additional features that may be of concern in specific situations, as
illustrated in Fig. 4.13. Since these features do not necessarily apply
to all pipelines, this permits the use of distinct modules that can be
activated by an operator to modify the risk analysis.

4.2.3 Toward a universal model of materials
failure

One of the principal goals of scientific discovery is the development of a
theory, i.e., a coherent body of knowledge that can be used to provide

TABLE 4.3 Corrosion Risk Subjective Assessment

Problem Weight
Atmospheric corrosion
1. Facilities 0-5 pts
2. Atmospheric type 0-10 pts
3. Coating/inspection 0-5 pts
0-20 pts
Internal corrosion
1. Product corrosivity 0-10 pts
2. Internal protection 0-10 pts
0-20 pts
Soil corrosion
1. Cathodic protection 0-8 pts
2. Coating condition 0-10 pts
3. Soil corrosivity 0—4 pts
4. Age of system 0-3 pts
5. Other metals 0—4 pts
6. AC induced currents 0-4 pts
7. SCC and HIC 0-5 pts
8. Test leads 0-6 pts
9. Close internal surveys 0-8 pts
10. Inspection tool 0-8 pts
0-60 pts

Total 0-100 pts
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Figure 4.13 Optional modules to customize the basic pipeline risk assessment model.

explanations and predictions for a specific domain of knowledge. Theory
development is a complex process involving three principal activities:
theory formation, theory revision, and paradigm shift. A theory is first
developed from a collection of known observations. It then goes through
a series of revisions aimed at reducing the shortcomings of the initial
model. The initial theory can thus evolve into one that can provide
sophisticated predictions. But a theory can also become much more com-
plex and difficult to use. In such cases, the problems can be partly elim-
inated by a paradigm shift, i.e., a revolutionary change that involves a
conceptual reorganization of the theory.?” The Venn diagrams of Fig.
4.14 illustrate the three stages of a theory revision.?® In the first stage
of theory revision, (a), an anomaly is noted, a new observation that is
not explained by the current model. In a subsequent stage, (b), the old
theory is reduced to its most basic or fundamental expression before it
finally serves as the basis of a new theory formulation, (c).

A sound corrosion failure model should thus be based on core prin-
ciples with extensions into real-world applications through adaptive
revision mechanisms. A universal representation describing the inter-
actions among defects, faults, and failures of a system is shown in Fig.
4.15. The arrows in this figure imply that quantifiable relations, char-
acteristic of a specific system, exist between a defect, a fault, and a
failure. The nature of various corrosion defects is introduced in Chap.
5, Corrosion Failures, in the section on forms of corrosion. Also in
Chap. 5, the factors causing these defects have been related to the fun-
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Figure 4.14 Theory revision using abduction for hypothesis formation.

damental work published by Staehle in his review on the progress in
science and engineering of SCC problems.? The following sections
describe how the framework proposed by Staehle was reengineered
into a robust and flexible model for different engineering applications.

An object-oriented template. Object orientation (OO) belongs to a series
of paradigms that have been generalized far beyond the goal of their
initial development. The OO paradigm was created in the 1960s to
represent knowledge in artificial intelligence (AI) and expert systems
(ES) research?®® and is a fundamentally different way of approaching
the organization and processing of information. OO programming tools
were specifically designed to fit reality as perceived by humans, yet
the OO tools of today cover a much broader realm of technologies than
just software programming, and the OO methodology has now been
applied to almost every information technology-related activity.3!

0O in a programming language, system design, or software system
is characterized by two key features, (1) abstraction or encapsulation
and (2) extensibility.?? The same features are typical of most memory-
based human thoughts. The notion of encapsulation has proved to be
a natural paradigm for various applications and environments, such
as graphical user interface systems. The extensibility concept refers to
the ability to extend an existing system without introducing changes
to its fundamental structure. This was an exciting approach to soft-
ware engineers, who, until the development of OO tools, seemed to
require a clean sheet of paper with every new project.

The framework described in Staehle’s work was generalized in a struc-
ture analogous to the OO paradigm, which was found to be a flexible
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Defect:
departure of a
system from
specification

Fault:
inability of a
system to perform
according to
specification

Failed State:
state of a system
unable to perform
according to
specification

Failure Mode:
mechanism leading
to failure

Failure:
termination of
the ability of a
system to perform
according to
specification

Figure 4.15 Interrelation among defects, failures, and faults.

method of representing such a complex engineering situation. Figure
4.16 illustrates the OO version of the main factors controlling the proba-
bility of corrosion problems. In this figure, the focus is on the material
factor; the other five factors identified by Staehle are related to the mate-
rial factor and the overall probability of a corrosion failure by concentric
rings representing their influence on the overall probability of failure.

According to the basic materials degradation model, the principal fea-
tures underlying the environment factor consist of a long list of ele-
ments describing the chemical makeup of the environment and the
aggravating contributors that can be part of operating conditions, as
schematically illustrated in the OO representation of Fig. 4.17. A test-
ing program that investigates only the nominal condition without con-
sideration of effects such as flow, pH cells, deposits, and other galvanic
effects is useless for lifetime prediction. An exact and complete environ-
mental definition must include a description of the microenvironment
actually in contact with a metallic surface. However, the circumstances
producing this microenvironment are also important. Processes such as
wetting and drying, buildup of deposits, and changes in flow patterns
greatly influence the chemistry of a surface.
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Figure 4.16 An object-oriented representation of the material factor controlling the prob-
ability of a corrosion failure.

Once the elements controlling a situation have been explicitly orga-
nized, minimal effort is required to translate the information into anoth-
er probability representation. This point of view is illustrated in the fault
tree of Fig. 4.18, where the nominal and circumstantial (nonnominal)
environments are separated into two parallel branches. The OR gates in
this fault tree would allow evaluation of the top event probability, i.e., the
probability that the environment Pg, will influence a situation, provided
that the functions of the two branches Py, and Pg; are known.

In Fig. 4.18, the nominal definition of the environment is divided
into three components; these are also related to the top event by an OR
gate, which indicates that a situation is affected equally by these three
components, i.e., major nominal, accidental nominal, and minor nomi-
nal. From a probability point of view, the effect of this branch would be
quantified by evaluating the probability that a specific nominal com-
position Py, would lead to a corrosion failure as a function of the influ-
ence of the major Pyyjy, minor Py, and accidental Paccigental
components of the environment [Eq. (4.6)].

P.=P, . +P

No Major Accidental

+ P,

Minor

(4.6)

Figure 4.18 also expresses how the probability of the circumstan-
tial factor is influenced by three gradients expressing temperature
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Probability of a
corrosion failure

Time
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Heat transfer
boiling

Wear & fretting

Concentration

Figure 4.17 An object-oriented representation of the environment factor controlling the
probability of a corrosion failure.

differences A7, chemical differences AChem, and movement v.
Because these subfactors are also linked by an OR gate, their impact
would be described by Eq. (4.7).

E)Ci = ‘PAT + E)AChem + I)U (47)
Aluminum failure predictor. Human experts sort evidence by experience.
Based on their assessment of a given piece of information, experts will
form an initial hypothesis and determine what additional information or
tests are required to prove or disprove this initial hypothesis. Further
information normally raises more questions, and experts may go through
several iterations before feeling confident that the causes and mecha-
nisms of a failure have really been determined with an acceptable degree
of confidence. The high-strength aluminum alloy Failure Predictor mim-
ics human analysis from the general to the specific.
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Figure 4.18 A fault tree description of the environment factor controlling the probabili-
ty of a corrosion failure.

During the last decades, massive efforts and studies of all kinds have
paralleled the development of aluminum alloys. These efforts have result-
ed in the production of an impressive number of reviews and standards
that can serve as a starting point for the construction of a knowledge-
based system (KBS). The main elements affecting the SCC situation of
aluminum alloys are given in Table 4.4 as a function of the six factors pro-
posed in Staehle’s framework. Besides the obvious complexity of environ-
mental cracking (EC) problems visible in Table 4.4, there are some
important limitations on depending on published data in the development
of a KBS for predicting EC problems. The first is that it is almost impos-
sible to separate the individual parameters of the metallurgy of a system,
since they tend to be interdependent.

Another serious limitation with most published mechanistic models of
the environmental cracking behavior of aluminum alloys is that almost
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Figure 4.19 An object-oriented representation of the surface condition subfactor of the
material factor controlling the probability of a corrosion failure.

all of them refer to either laboratory cast and processed alloys or com-
mercial alloys that were subsequently subjected to laboratory-based
heat treatments.®® It is therefore very important to be very selective
when choosing data to support lifetime predictions. The construction of
Failure Predictor was based on the elicitation of a total of 12 critical fac-
tors and subfactors controlling the probability of EC failures in high-
strength aluminum alloys.

In order to actuate the OO framework, each element was linked to
the structure and thus to all other parameters in a semiquantitative
way. Some accepted methods exist that deal with such a situation and
allow different sources of knowledge to be combined with a quantifi-
able degree of confidence. There are basically three ways, in order of
increasing complexity, to represent uncertain information in knowl-
edge engineering: subjective probabilities, certainty factors (CF), and
fuzzy logic.?* The CF approach gives a good approximation of the mea-
sure of belief without being too complex to manage during the knowl-
edge elicitation. The two main principles for applying CF to a
particular knowledge engineering situation are as follows: (1) The CF
must be a quantity that describes the credibility of a given conclusion,
and (2) the rules must be structured in such a way that any particular
rule will add to either the belief or disbelief in a given conclusion. In
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TABLE 4.4 Specific Considerations for the Life Prediction of Aluminum
Components as a Function of the Six Factors Controlling the Framework of SCC
Information.

Framework factor/observations

Environment

B Measured crack velocities can differ by over nine orders of magnitude for a single
alloy as a result of a change in the environment.

B Aluminum will not corrode without the presence of water.

B Environments as low as 0.8% relative humidity will promote SCC.

B Environments the most favorable to crack growth are those containing C1-, 1™,
and Br™.

Geometry

B The geometry factor can promote the localization of even mildly corrosive
environments.

B There is a sharp drop in the time to failure when the pH of the bulk solution falls
below 11.

B Crack tips can have a pH of approximately 3.5.

Service temperature

B Temperature excursions in the thermal aging range affect the strength of alloys and
their susceptibility to SCC depending on their position relative to the peak aged
condition and their sensitivity to aging.

B For 7XXX series alloys, the beneficial effects that can result from overaging are
strongly influenced by the presence of copper.

Time

B No model can predict the occurrence of SCC with satisfaction.

B A semiempirical model was developed for 7079 aluminum alloys to predict crack
growth from double cantilever beam test results, but no attempt was made to
validate the model with actual service data.

Stress

B Two concepts are necessary to describe the stress factor: (1) the stress definition with
all its components and (2) the origin of the stresses, which can be external or
internal, such as the wedge action of corrosion products.

B The time to failure vs. applied stress diagrams are often used for empirical
determination of the design life expectancy and stress level where SCC crack growth
initiates (Kigce)-

Material

B The dominant theme for defining the reactivity of materials is the internal
composition of the grain and the grain boundary (GB).

B The composition of the GB can be dominated either by the formation and
concentration of precipitates or by the adsorption and concentration of species
collected from the environment.

B EC fracture is intergranular (IG) unless loading conditions are severe.

B The influence of quench rate upon IG cracking for 2XXX series alloys is relatively
well understood.

B For 7XXX series alloys, it is generally believed that the influence of quench rate
upon SCC is dependent upon an alloy’s copper content.

B The risk of SCC prevents exploitation of the maximum strength of aluminum
because SCC intensity increases with precipitation hardening, reaching a maximum
before peak strength.
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Eq. (4.8), which summarizes this second principle, MB is a measure of
belief in the occurrence of event P given the occurrence of event E, and
MD is a measure of disbelief. And the measure of belief that results
from considering two sources of evidence, rule 1 (R;) and rule 2 (R,),
can be calculated by using Eq. (4.9) when these sources have MBs > 0
or using Eq. (4.10) for MDs > 0. The data and CF values would have
to reflect the knowledge of a given component in a given situation and
at a particular time.

CF(P,E) = MB(P,E) — MD(P,E) (4.8)
CF(P,E) = MB[R,) + MB(R,) [1 — MB (R)) ] (4.9)
CF(P,E) = MD(R,)) + MD(R,) [1 — MD (R,) ] (4.10)

While some certainty factor values were derived from interviewing
experts, others were adapted from the literature. In the first case,
three experts were consulted and asked to assign a value between
—100 and +100 to each subfactor based on its contribution to alu-
minum SCC, and their answers were averaged for the computation of
certainty factors. Table 4.5 details the average values obtained from
the three experts for the surface condition subfactor of Fig. 4.19.

An example of the second case, i.e., using a literature source to assign
CF values, is the way the bulk composition and crystal structure sub-
factors of Fig. 4.16 were given probability values. These values were
obtained by translating a system for rating the resistance to SCC of
various aluminum alloys and their tempers into a linear scale (Table
4.6). This system had been developed by a joint task group of ASTM
and the Aluminum Association to assist in alloy and temper selection.3?
The information contained in ASTM G 64-85, Standard Classification
of the Resistance to Stress-Corrosion Cracking of High-Strength
Aluminum Alloys, was collected from at least 10 random lots which
were tested in accordance with the practice recommended in ASTM G
44, Practice for Evaluating Stress Corrosion Cracking Resistance of
Metals and Alloys by Alternate Immersion in 3.5% Sodium Chloride
Solutions. The highest rating was assigned for results that showed 90
percent conformance at the 95 percent confidence level when tested at
the following stresses:

TABLE 4.5 Average CF Values Gathered from Three Experts on the Impact of Surface
Conditions on the Probability of an SCC Failure with High-Strength Aluminum Alloys

Surface condition = Paint with primer  Without primer Cladding Anodized None

Good —-0.30 -0.10 -0.50 -0.50 0
Poor —-0.10 0 -0.30 -0.30 0.10
Very poor 0.10 0.10 0.10 0.10 0.15

Localized defects 0.10 0.10 0.10 0.10 0.20
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TABLE 4.6 Some CF Values Adapted from ASTM G 64-85 for the Alloy and Temper
Subfactors Contributing to an SCC Failure of Aluminum Alloys

Alloy Temper Direction of rolling® Platef Rod/bar Extrusion Forging

7005 T63 L X X 0 0
LT X X 0 0
ST X X 0.6 0.6
7039 T63/T64 L 0 X 0 X
LT 0 X 0 X
ST 0.6 X 0.6 X
7049 T73 L 0 X 0 0
LT 0 X 0 0
ST 0 X 0.2 0
7075 T6 L 0 0 0 0
LT 0.2 0.2 0.2 0.2
ST 0.4 0.2 04 0.4
7075 T73 L 0 0 0 0
LT 0 0 0 0
ST 0 0 0 0
7075 T76 L 0 X 0 X
LT 0 X 0 X
ST 0.4 X 0.4 X
7079 T6 L 0 X 0 0
LT 0.2 X 0.2 0.2
ST 0.6 X 0.6 0.6
7175 T736 L X X X 0
LT X X X 0
ST X X X 0.2
7475 T6 L 0 X X X
LT 0.2 X X X
ST 0.6 X X X
7475 T73 L 0 X X X
LT 0 X X X
ST 0 X X X

*L = longitudinal, LT = long transverse, ST = short transverse.
Tx means that product not commercially offered.

A. Equal to or greater than 75 percent of the specified minimum
yield strength.

B. Equal to or greater than 50 percent of the specified minimum
yield strength.

C. Equal to or greater than 25 percent of the specified minimum
yield strength or 100 MPa, whichever is higher.

D. Fails to meet the criterion for rating C.

Once the subfactors had been assigned acceptable values, the per-
formance of Failure Predictor was verified with a series of test cases,
and the results obtained with the KBS were compared to diagnoses
given by human experts. Failure Predictor passed, without difficulty,
the Turing test, which states that a KBS is acceptable when its user
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Figure 4.20 An object-oriented representation of the probability of detection of a corro-
sion defect.

cannot differentiate between diagnoses produced by the software and
those produced by credible human experts.3¢

Nondestructive testing. Failure analysis and nondestructive evaluation
(NDE) are two complementary aspects of materials engineering. The
probability of detection of a defect is another multidimensional parame-
ter that could be appropriately represented in an object-oriented archi-
tecture (Fig. 4.20). The integration of NDE into a maintenance program
to extend the life of complex structures has to be based on the probabil-
ity of defect detection by various NDE methods compared with damage
tolerance allowances. The probability of detection itself depends on a
multitude of parameters pertaining to each technique, to operator famil-
iarity with the technique, and to all other factors describing the materi-
als, flaw sizes and shapes, etc. The knowledge base required to decide
which technique to use, when, and by whom can be quite extensive if it
is completely based on classical probability mathematics, since this the-
ory assumes that all possible events are known and that each is as like-
ly to occur as any other.

The object-oriented representation of the probability of detection
of a corrosion defect in Fig. 4.20 illustrates the flexibility of such a
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representation. In a global system, the defect size module would
only be one version of the overall corrosion factor module, and the
attributes specific to defect size and position would be actuated
when necessary. With the help of such a tool, the overall probability
of detection can be computed by loading a database of CFs corre-
sponding to each system investigated. As in the previous example,
the values of the CFs can be determined by the elicitation of believ-
able expertise or, alternatively, by going to the fundamental mecha-
nisms describing the failure modes, which could be computed using
more traditional procedural routines.

Table 4.7 contains an example of CF values adapted from textbook
information®” describing the sensitivity of NDE techniques to SCC
defects as a function of material composition. These CF values do not
take into account defect size, position, and morphology. However, such
values can be used as initial default values during the activation of the
OO module. Subsequent information can then be used to improve and
refine the pertinence of the CF values to the specific context and exper-
tise. The following example illustrates how the rule propagation would
be made with even a limited information base such as that contained
in Table 4.7. In this example, an operator would ask the system if there
would be any advantage in combining two techniques for the inspection
of a component made of austenitic stainless steel. According to the data
in Table 4.7, one would always obtain an increased confidence if two
techniques with positive CFs were used. Table 4.8 illustrates some of
the combinations envisaged in this example and the estimated gain in
probability of detection from using two techniques instead of the better
of the two techniques considered.

4.3 Applications of Artificial Intelligence

The modern world has produced an unprecedented quantity of techni-
cal information that merits being preserved and managed. From a
societal point of view, knowledge and information are synonymous
with energy if one considers the effort required to produce either. This
is illustrated in Fig. 4.21, where knowledge is shown at the top of the
value scale representing all aspects of materials processes, from
extraction to maintenance. In an age of conservation and recycling, it
is important to recognize the fact that the most valuable commodities
are information as a vehicle and knowledge as the essence. It is surely
sensible to preserve and recycle these most valuable commodities.
The rapid development of accessible computing power in the 1980s
has led to the use of computers and direct or indirect applications of
machine intelligence in every sphere of engineering. As a modern sci-
ence philosopher said, “The emergence of machine intelligence during
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TABLE 4.7 Sensitivity of NDE Techniques to SCC Defects in Various Materials

Technique/ UT* Penetrant Radiography Eddy Acoustic
material ShW LoW SuW V F yray Xray current emission  Vigual
SS

Austenitic 20 20 40 60 80 40 60 80 40 40

Martensitic 20 20 40 60 80 40 60 0 40 20

Ferritic 20 20 40 60 80 40 60 0 40 20
Ni alloys 20 20 40 60 80 40 60 80 40 20
Cu alloys 20 20 40 60 80 40 60 80 40 20
Al alloys 20 20 40 60 80 20 60 80 40 20
Ti alloys 20 20 40 60 80 20 60 80 40 20
Steels 40 20 40 60 80 20 60 0 40 40

*ShW = ultrasonic shear, LoW = longitudinal waves, SuW = surface waves.
TV = visible penetrants, F = fluorescent penetrants.
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TABLE 4.8 Examples of Sensitivities Achievable by Using a
Combination of Two NDE Techniques

Combination MB(1) MB(2) MB(1) + MB(2)(1 — MB(1)) Gain (%)

LoW and X ray 20 60 0.2+0.6(1—-0.2) 8
LoW and AE 20 40 0.2+ 0.4(1-0.2) 12
SuW and X ray 40 60 04+06(1-04) 16
SuW and P (F) 40 80 04 +0.8(1—-04) 8
P (F) and X ray 80 60 0.8 +0.6(1—0.8) 12
P (F) and EC 80 80 0.8+ 0.8(1-0.8) 16
EC and X ray 80 60 0.8+ 0.6(1 —0.8) 12
EC and AE 80 40 0.8 +0.4(1-0.8) 8

Maintenance

Produciion\
Proce ssing\

Extraction

Value

Mass or Volume
Figure 4.21 Value scale of materials-related activities.

the second half of the twentieth century is the most important devel-
opment in the evolution of this planet since the origin of life two to
three thousand million years ago.”?® However, efficient methodologies
have to be developed in order to make use of so much new power in
support of human intelligence.

The application of artificial intelligence in performing expert func-
tions has opened new communication channels between various strata
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of corrosion knowledge holders. The adequate transfer and reuse of
information covering corrosion problems and solutions involves the
development of information-processing strategies that can become very
complex. A typical corrosion engineering task involves different types of
knowledge and disciplines such as metallurgy, chemistry, cost engi-
neering, safety, and risk analysis. The expected corrosion behavior of
engineering materials is thus only one component of the multifaceted
life-cycle management of systems. The increasing availability of com-
puterized information is also making the software accessibility and
portability increasingly important. While it has become possible to con-
sult either shallow or very deep information systems at the touch of a
few buttons, it remains difficult to move horizontally between these
systems without going through a series of menus and introductory
screens. Some of the artificial intelligence tools that have been recent-
ly developed in support of corrosion control and protection will be
reviewed in the following sections.

4.3.1 Expert systems

During the 1970s, research in expert systems (ESs) was mostly a lab-
oratory curiosity. The research focus then was really on developing
ways of representing and reasoning about knowledge in a computer
rather than on designing actual systems.?® In 1985 only about 50 sys-
tems had been deployed and reported, but the success of some of these
had captured the attention of many organizations and individuals.
One of the main attractions of ESs for scientists and engineers was the
possibility of transferring some level of expertise to a less skilled work-
force, as illustrated in Fig. 4.22. The corrosion community reacted with
interest to the advent of these new information-processing technolo-
gies by establishing programs to foster and encourage the introduction
of ESs in the workplace. While some of these programs were relatively
modest, others were quite ambitious and important both in scope and
in funding.

The main argument in support of these efforts was that many of the
common failures caused by corrosion could have been avoided simply
by implementing proper measures based on existing information. The
evident gap that exists between corrosion science and the real world,
where a heavy toll is continuously paid to corrosion, was probably the
single main argument for proposing the ES route as a viable alterna-
tive for information processing of corrosion data. But there are several
problems associated with knowledge engineering methodologies that
can contribute to what has been called “the knowledge transformation
bottleneck.”® The availability of cost-effective tools and knowledge
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Figure 4.22 Representation of the transfer-of-expertise process possible with an expert
system.

elicitation techniques is only part of the picture. The eventual inte-
gration of an ES prototype in a user community requires the tacit
approval of all parties involved during the various phases of ES devel-
opment. It also requires the fundamental acceptance of the expertise
being computerized.

The advantages and limitations of using ES technology were ana-
lyzed in great detail in one of the first reported efforts on combating
corrosion with ESs.4! The Stress Corrosion Cracking ES (SCCES) had
been created to calculate the risk of various factors involved in SCC,
such as crack initiation, when evidence was supplied by the user. The
main goal of this effort was to support the decision process of “general”
materials engineers. The system would be initially called on to play
the role of a consultant, but it was anticipated that SCCES had the
potential to become
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® An intelligent checklist

® A trainer

® An expert sharpener

® A communication medium

m A demonstration vehicle

The author of this review has written a more recent paper on a
methodology for assessing the general benefits of ESs in the workplace.*
In this paper, a simple three-level model of benefits is proposed: feature
benefits, task benefits, and role benefits. This model is said to illustrate
how technological features like expert knowledge and explanation facili-
ties can contribute to the eventual success or failure of a system.

ESs in corrosion. On the European continent, work on ESs for Corrosion
Technology (ESCORT), conceived in 1984, served to seed the establish-
ment of a link to the European Strategic Programme on Information
Technology (ESPRIT) and the creation of a series of specialized mod-
ules.*> While ESCORT was to deal with the integration of corrosion-relat-
ed issues such as troubleshooting and selection of preventive measures
(materials, coatings, or inhibitors), each module was to be specialized.
PRIME, which stood for Process Industries Materials Expert, was the
first of these modules. PRIME specifically dealt with the selection of
materials typically encountered in the chemical process industries (CPI).
PRIME could consider complex chemical processes equipment in contact
with a wide range of environments. The materials descriptors were com-
plete with generic information and specialized corrosion behavior.

In the United Kingdom, the experience gained at Harwell in collecting
and structuring corrosion knowledge for a computer-based ES served as
the foundation for the development of two systems: ACHILLES and
MENTOR.* ACHILLES dealt broadly with localized corrosion and pro-
vided general advice on the problems likely to be encountered in process
plants and other similar environments. On the other hand, MENTOR
was said to be a faithful adviser of marine engineers. The experience
gained during these projects was summarized as follows:

® The front-end interface to the user has to be friendly.
® Transparency of the system is essential.
® A good knowledge base should contain a mixture of heuristics and

factual information.

ACHILLES later became the cornerstone of the ACHILLES Club
Project, which was given a mandate to develop a series of ES modules
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that would incorporate a substantial digest of expertise in particular
areas of corrosion and corrosion control. The first two modules dealt
with cathodic protection and microbial corrosion. The intention was to
integrate a number of these modules into a global structure that could
access individual modules during the course of a user consultation.
This pioneering work also led to the creation of SPICES, an inference
engine based on PROLOG, which was said to be particularly adapted
to the multidisciplinary nature of corrosion phenomena.*

During the same period, the National Association of Corrosion
Engineers (NACE) and the National Bureau of Standards [NBS, now
called the National Institute of Standards and Technology (NTIS)] were
establishing a collaborative program to collect, analyze, evaluate, and
disseminate corrosion data.*s In April 1986, the Materials Technology
Institute (MTI) of the Chemical Process Industries decided to sponsor
the development of an ES for material selection. During the following
year, MTI initiated a project within the NACE-NIST Corrosion Data
Program to develop a series of knowledge-based ESs concerning mate-
rials for handling hazardous chemicals. These systems became com-
mercially available and are known as the ChemCor series.

Since the mid 1980s, a multitude of other projects have attempted to
transfer corrosion expertise into ESs. The NACE conference proceedings,
for example, regularly contain papers that illustrate the continuous
interest in the application of knowledge engineering to corrosion.
Unfortunately, many systems reported in the literature have never been
commercialized. This has resulted in a lack of impartial and practical
information concerning the performance and accuracy of these systems.
It is indeed very difficult to believe everything that is said in a paper,
even when the information is apparently there. To remedy this situation,
the European Federation of Corrosion (EFC) and MTI have performed
two surveys, between 1988 and 1990, requesting recognized developers of
ESs in corrosion-related areas to provide very specific information con-
cerning the availability, scope, and performance of their systems.*’

The EFC survey. In the EFC survey, developers of ESs were asked to
elaborate on the following salient features of their systems:

Shell used

Area of application

Language (user language? programming language?)

Hardware (platform and peripherals)

Development expenditure

Field evaluation status
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Table 4.9 summarizes the results of the 1989 EFC survey, which
covered 30 systems developed in 6 countries. A summary of the sur-
vey itself indicated that the development effort reported on 22 sys-
tems averaged 4.1 person-years (PY), with a median of 2 PY; two of
the systems reported efforts exceeding 10 PY. The expenditures for
development reported for 11 systems averaged $490,000/year, with a
median of $127,000/year. Only 4 systems were available at the time of
the survey, but some were expected to be put on the market later. A
total of 17 different software shells were used by the developers, with
each developer tending to stay with a specific shell once a project had
started.

The MTI survey. In the MTI survey, developers of ESs were asked to
provide, in a well-defined grid, answers to some slightly more specific
questions than those in the EFC survey, such as.

® Availability outside own organization (price, terms)

= Primary objective of the system

® Description of development team

Application: diagnostics, prescriptive, monitor/control, design/plan-
ning, training

Development effort and expenditure
® Hardware (development, delivery)

® Audience (targeted users)

The MTI survey, summarized in Table 4.10, encompassed descrip-
tions of 36 systems developed in 9 countries, with only 9 systems over-
lapping those in the EFC survey. Most systems reported were focused
on prescription, diagnosis, and training for corrosion prevention. Only
a few systems dealt with the monitoring and planning aspects of cor-
rosion prevention and control. The median development time, for the
26 systems for which values were given, was 1 to 3 PY, with two sys-
tems again exceeding 10 PY. The average budget for the 16 systems for
which this information was given was $126,000/year, with a median of
$100,000/year.

The survey also revealed that a total of 18 different software shells
were used by the developers, with each developer again tending to stay
with a specific shell once a project had started. Most systems were devel-
oped and distributed on personal computers (PCs), which is very differ-
ent from the practice reported during the early days of ES development.
Seven systems were available for purchase at the time of the MTI sur-
vey, but the survey failed to request information on the validation of the
products themselves.
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Survey of the literature before 1992. A survey of the open literature also
revealed the existence of many ESs dealing with various aspects of cor-
rosion prevention and control.*® The following list indicates the major
areas for which some systems have been reported in support of corro-
sion prevention and control:

m Cathodic protection

® Cooling waters

® Diagnostics

® Inhibitors

Materials selection

Petroleum industries

Reinforced concrete

m Risk analysis

A compilation of the ESs reported in the EFC and MTI surveys was
compared to the literature survey published in 1992.4° Table 4.11 lists
a few of these systems—approximately half of the total number sur-
veyed by EFC and MTI—which overlapped with the literature survey.
A rapid examination of the 49 literature references not related to any
of the systems cited in the surveys of developers indicated that many
of the articles in the literature were published after these surveys had
been initiated (1988). In fact, the average date of publication of the ref-
erences not related to the systems described in the surveys of develop-
ers was 1988.8 (¢ = 1.5 year).

Survey of the literature between 1992 and 1995. The period following the
first literature survey has seen an extremely rapid evolution of avail-
able information-processing tools and a constant progress in the intro-
duction of personal computers in the workplace. Only a few years ago,
the tremendous amount of energy required to produce and maintain
software systems was responsible for a good part of the high price of
development of ESs. It was thus deemed interesting to redo the liter-
ature search for applications of ESs or knowledge-based systems to
prevent and protect against corrosion. The titles of papers gathered in
a search of the recent literature abstracted in the Compendex*Plus
system are presented in Table 4.12. The breakdown of the 37 papers
identified during that search is as follows:

m 1992: 9 papers
m 1993: 5 papers
1994: 13 papers
1995: 10 papers
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TABLE 4.9 Results of the EFC Survey on Expert Systems in Corrosion

Name Country Shell Rules Applications pP* Bf Evaluation Ax
ACHILLES UK SPICES Diagnosis, prediction, 3 660
prevention
ALUSELECT Sweden ORACLE FOCUS 200  Selection of aluminum alloys 2.5 127.5
AURORA Finland LEVEL5 830  Prediction, failure analysis, 3.3 312 + Feedback Buy
materials selection
AURORA-STACOR Finland LEVEL5 126  Prediction (stainless steels) 1.5 120
AUSCOR UK SAVOIR Prediction (austenitic
stainless steels) 6 825
BANDMAT Italy DB CLIPPER Materials selection,
maintenance, monitoring ENI Consult
BENTEN UK ADVISOR 200  Selection inhibitor 2
CAMS4 UK Knowledge-based system (?)
COMETA Italy Database (?) By experts
COREX France GENESTA II 80 Prevention (low-alloy steel, In use (EDF)
atmospheric)
CORRBAS Sweden FOCUS 20  Diagnosis 0.5 22.5
CORREAU France SPECIAL 150  Copper tubing 1 Buy
CORSER France SPECIAL 5000  Materials selection, diagnosis,
prevention 3



CRAI
DB-CTW
DOCES
ERICE

EXPRESS
GRADIENT

H2 DATA
MATEDS
PETROCRUDE
PRIME

PROP

RIACE

SECOND

SMI
STM/H20MON
VASMIT
VULCAIN-BDM

Belgium

Italy
Italy

UK
Belgium
France
Sweden
Belgium
Belgium
Italy

Italy

Belgium
Sweden
Italy
Finland
France

IBM ISE
KAPPA
ART

DBASE
(Minitel)

20
120
200

1000

300

700

500

200

Training, materials selection
Water treatment

Boilers

Monitoring, diagnosis
(power plant)

Pipeline, risk

CAD (heat exchangers)
Database (?)

Selection of aluminum alloys
Prediction (refinery)
Materials selection
Monitoring, diagnosis,

pollution (thermal power plant)

Materials selection (seawater,
exchangers)

Control (cooling tower)
Materials selection

Operator support power plant
Fatigue

Database (?)

1.25

12

0.8

100

115.5

90

2500

50

1 company
Demo only
3 companies

Used (87)

Used 3 plants

Loan
Buy

Loan

*Development effort in person-years.

tDevelopment budget ($000 U.S.).

FAvailability.
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TABLE 4.10 Results of the MTI Survey on Expert Systems in Corrosion

Name Country Shell Applications

ACHILLES UK SPICES Prevention

ACORD Japan OPS83 Prediction (seawater)

ADVICE USA Prediction
(high temperature)

AURORA-STACOR Finland LEVELS5S Prediction (SSs)

AUSCOR UK SAVOIR Prediction (austenitic SSs)

BENTEN UK ADVISOR Selection inhibitor

BLEACH USA EXXYS Materials selection
(beach plant)

BLEACHER Finland KEE Materials selection
(beach plant)

BWR Japan OPS5 Prediction (IGSCC)

CHEM*COR USA KES Materials selection
(hazardous chemicals)

CL2 USA LEVELS5 Materials selection
(CI2 service)

CORRCON Israel OPS5 Design diagnosis

CORREAU France NOVYS Copper tubing

CORRES Japan SOHGEN Prediction

CORSER France Materials selection,
diagnosis, prevention

CRAI Belgium KEE Training, materials selection

DESAD USA PC+ Prevention (desalter unit)

DIASCC Japan OPS83 Risk of SCC (SSs)

ECHOS Japan ESHELL Prediction, maintenance,
shutdowns

FERPRED USA PC+ Ferrite in welds

GENERAL UK Materials selection,
prediction

JUNIPER UK Authoring tools

KISS Germany NEXPERT Materials selection (CPI)

MATGEO New Zealand KES Materials selection
(geothermal plants)

OILSTO Japan Prediction, inspection

PBCORR UK CAMS4 Corrosion of lead

PC6493 UK CAMS4 Defect assessment
(PC6493)

PETRO-COR1 New Zealand KES Materials selection
(sucker rod pumps)

POURBAIX Belgium

PRIME Belgium KEE Materials selection

REFMAIN Japan On-line prediction (refinery)

SECOND Belgium KAPPA Control (cooling tower)

SSCP-PH1 USA PC+ Materials selection (H2S)

WELDPLAN Japan OPS83 Advise (weld parameter)

WELDSEL USA PC+ Advise (weld rod)

WELDSYM USA PC+ Advise (symbol)

*Diagnose (Di), prescribe (Ps), predict (Pd), monitor (M), train (Tr).
T Expert (E), Professional (P), Novice (N).

F#Development effort in person-years.

§Development budget ($000 U.S.).

JAvailability.
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TABLE 4.10 Results of the MTI Survey on Expert Systems in Corrosion (Continued)

Roles™ Target{

Name Di Ps Pd M PI Tr E P N Pt B§ A
ACHILLES * * * * * * * * 10 200
ACORD * * 1 140
ADVICE

* * 3 27
AURORA-STACOR * * * * * * 5 94
AUSCOR * * * * 10 100
BENTEN * * * 3
BLEACH
* * * 1 100
BLEACHER
* * * * * 5
BWR *
CHEM*COR
* woOOK 3 177 Buy
CL2
* * *® ES 05
CORRCON * * * * * 0.5
CORREAU * * * * * 3 20 Buy
CORRES
CORSER
* * * * * * 50 236
CRAI * 1 75
DESAD * * * * * 0.5
DIASCC * * * 0.5 Buy
ECHOS
FERPRED * * Buy
GENERAL
* k £ * % E * 1
JUNIPER * * *
KIS S ES * * ES ES ES ES ES 3 3 5 5
MATGEO
* * * * 0.5 58
OILSTO
PBCORR * * * * * 3 Buy
PC6493
£ ES £ 3 99
PETRO-COR1
* * # * * 3 75 Buy
POURBAIX * * * *
PRIME * * * * 150
REFMAIN
SECOND * * * 50
SSCP-PH1 * * * 1
WELDPLAN
WELDSEL * * Buy

WELDSYM * Buy
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TABLE 4.11 Cross Compilation of the ESs Identified in the
Literature Survey with the EFC and MTI Surveys of

Developers
Name Country EFC MTI

ACHILLES UK * *
ADVICE USA *
AURORA Finland *
AURORA-STACOR Finland * *
AUSCOR UK * *
BENTEN UK * *
CAMS4 UK *
CHEM*COR USA *
COMETA Italy *

COREX France *
CORREAU France * *
CRAI Belgium * *
DOCES Italy *

ERICE Italy *
EXPRESS UK *
GRADIENT Belgium *
JUNIPER UK *
MATGEO New Zealand *
PETRO-COR1 New Zealand *
PETROCRUDE Belgium *

PRIME Belgium * *
PROP Italy *

RIACE Italy *
SECOND Belgium * *
SSCP-PH1 USA *
STM/H20MON Italy *

The list of papers in Table 4.12 is far from a complete inventory of
those published during that period. It does not include, for example,
any of the papers published in NACE International Proceedings or any
thesis work or industrial reports. But, as it stands, this survey can
provide a relatively good indication of the recent trends in the efforts
to develop ESs or KBSs to combat corrosion problems. As can be
observed in Table 4.12, the progress in software technologies has
opened new avenues for developers of intelligent systems in corrosion.
While most of the tools developed up to the early 1990s were primari-
ly constructed using rules and database management principles, the
later systems include object orientation and other paradigms such as
artificial neural networks and case-based reasoning.

While visions of systems that would answer all questions and solve
all corrosion-related problems have faded away, the broad acceptance
of the computer in the workplace has facilitated the introduction of
new concepts and methods to manage corrosion information. Very



TABLE 4.12 Titles of References Related to KBSs and ESs Dealing with Corrosion
Published between 1992 and 1995

1995

B Knowledge-Based Shell for Selecting a Nondestructive Evaluation Technique

B Knowledge-Based Concrete Bridge Inspection System

B Generalized Half-Split Search for Model-Based Diagnosis

B Development of Expert System for Fractography of Environmentally
Assisted Cracking

B Lifetime Prediction in Engineering Systems: The Influence of People

Discovering Expert System Rules in Data Sets

Modeling Contact Erosion Using Object-Oriented Technology

Object-Oriented Representation of Environmental Cracking

Systems Approach to Completing Hostile Environment Reservoirs

Storage and Retrieval of Corrosion Data of Desalination Plant Owners

1994

B Bridging the Gap between the World of Knowledge and the World that Knows

B ESs for Material Selection and Analysis for the Oil Industry: An Application-
Oriented Perspective

B ANN Predictions of Degradation of Nonmetallic Lining Materials from Laboratory

Tests

Reliability Based Inspection Scheduling for Fixed Offshore Structures

Automated Corrective Action Selection Assistant

Fracture Mechanics Limit States for Reassessment and Maintenance of Fixed

Offshore Structures

Corrosion Consultant Expert System

Computer Knowledge-Based System for Surface Coating and Material Selection

Databases and Expert Systems for High Temperature Corrosion and Coatings

CORIS: A Knowledge Based System for Pitting Corrosion

CORIS: An Expert System for the Selection of Materials Used in Sulfuric Acid

Expert System to Choose Coatings for Flue Gas Desulphurisation Plant

ACHILLES Expert System on Corrosion and Protection: Consultations on Aspects

of SCC

1993

B Ways to Improve Computerizing of Cathodic Protective Systems for Pipelines

B Investigation of Corrosion Prevention Method for Determination of Steel Structure
Condition

B Corrosion Control in Electric Power Plants

B Reliability-Based Expert Systems for Optimal Maintenance of Concrete Bridges

B SEM: Un Sistema Esperto per la Scelta dei Materiali nella Progettazione

1992

B Reliability Assessment of Wet HoS Refinery and Pipeline Equipment: A KBSs
Approach

B Exacor: An ES for Evaluating Corrosion Risks and Selecting Precoated Steel Sheets
for Auto Bodies

B Expert Systems in Corrosion Engineering

B Expert Electronic System for Ranking Developments in Sphere of Corrosion
Protection

B Research Needs Related to Forensic Engineering of Constructed Facilities

B Expert Computer System for Evaluating Scientific-Research Studies on the
Development of Methods of Anticorrosion Protection

B DEX: An Expert System for the Design of Durable Concrete

B Automated System for Selection of a Constructional Material

B Informational Component in Systems of Corrosion Diagnostics for Engineering
Equipment
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focused ESs have been integrated into large systems as controllers or
decision support systems to prevent corrosion damage. Other very
focused ESs are also being built and tested to simplify the require-
ments for multidisciplinary expertise associated with corrosion engi-
neering practices. A few of these computerized methodologies have
reached mainstream applications and are readily available. It is
expected that the continuous evolution of information-processing tech-
nologies will greatly facilitate the development of increasingly sophis-
ticated computer tools and their introduction in the corrosion
prevention workplace.

4.3.2 Neural networks

An artificial neural network (ANN) is a network of many very simple
processors, or neurons (Fig. 4.23), each having a small amount of local
memory. The interaction of the neurons in the network is roughly based
on the principles of neural science. The neurons are connected by uni-
directional channels that carry numeric data based on the weights of
connections. The neurons operate only on their local data and on the
inputs they receive via the connections. Most neural networks have
some sort of training rule. The training algorithm adjusts the weights
on the basis of the patterns presented. In other words, neural networks
“learn” from examples. ANNs excel particularly at problems where pat-
tern recognition is important and precise computational answers are
not required. When ANNSs’ inputs and/or outputs contain evolved para-
meters, their computational precision and extrapolation ability signifi-
cantly increase, and they can even outperform more traditional
modeling techniques. Only a few applications of ANN to solving corro-
sion problems have been reported so far. Some of these systems are
briefly described here:

® Predicting the SCC risk of stainless steels. The risk of encountering a
stress corrosion cracking situation was functionalized in terms of the
main environment variables.?® Case histories reflecting the influence
of temperature, chloride concentration, and oxygen concentration were
analyzed by means of a back-propagation network. Three neural net-
works were developed. One was created to reveal the temperature and
chloride concentration dependency (Fig. 4.24), and another to expose
the combined effect of oxygen and chloride content in the environment.
The third ANN was trained to explore the combined effect of all three
parameters. During this project, ANNs were found to outperform tra-
ditional mathematical regression techniques, in which the functions
have to be specified before performing the analysis.
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Figure 4.24 Neural network architecture for the prediction of SCC risk of austenitic
stainless steels in industrial processes.
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m Corrosion prediction from polarization scans. An ANN was put to the
task of recognizing certain relationships in potentiodynamic polariza-
tion scans in order to predict the occurrence of general or localized cor-
rosion, such as pitting and crevice corrosion.?® The initial data inputs
were derived by carefully examining a number of polarization scans for
a number of systems and recording those features that were used for
the predictions. Table 4.13 lists the initial inputs used and how the fea-
tures were digitized for computer input. The variables shown were cho-
sen because they were thought to be the most significant in relation to
the predictions (Table 4.13). The final ANN proved to be able to make
appropriate predictions using scans outside the initial training set.
This ANN was embedded in an ES to facilitate the input of data and
the interpretation of the numerical output of the ANN.

® Modeling CO, corrosion. A CQO; corrosion “worst-case” model based
on an ANN approach was developed and validated against a large
experimental database.??> An experimental database was used to train
and test the ANN. It consisted initially of six elemental descriptors
(temperature, partial CO, pressure, ferrous and bicarbonate ion con-
centrations, pH, and flow velocity) and one output, i.e., the corrosion
rate. The system demonstrated superior interpolation performance
compared to two other well-known semiempirical models. The ANN
model also demonstrated extrapolation capabilities comparable to
those of a purely mechanistic electrochemical CO, corrosion model.

® Predicting the degradation of nonmetallic lining materials. An ANN
was trained to recognize the relationship between results of a sequen-
tial immersion test for nonmetallic materials and the behavior of the
same materials in field applications.?® In this project, 89 cases were
used for the supervised training of the network. Another 17 cases were
held back for testing of the trained network. An effort was made to
ensure that both sets had experimental data taken from the same test
but using different samples. Appropriate choice of features enabled the
ANN to mimic the expert with reasonable accuracy. The successful
development of this ANN was another indication that ANNSs could seri-
ously aid in projecting laboratory results into field predictions.

m Validation and extrapolation of electrochemical impedance data.
The ANN developed in this project had three independent input
vectors: frequency, pH, and applied potential.’* The ANN was
designed to learn from the invisible or hidden information at high
and low frequencies and to predict in a lower frequency range than
that used for training. Eight sets of impedance data acquired on
nickel electrodes in phosphate solutions were used for this project.
Five sets were used for training the ANN, and three for its testing.
The ANN proved to be a powerful technique for generating diag-
nostics in these conditions.
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TABLE 4.13 Data Inputs and Outputs for Predicting Corrosion
Out of Polarization Scans with an Artificial Neural Network

Input parameter

Value of feature

Prepassivation potential

Eprot - Ecorr

Pitting potential Egit — Ecorr
Hysteresis +1 = positive

0 = none

—1 = negative
Current density at scan reversal pA-cm 2
Anodic nose +1 = yes

0 =no
Passive current density pA-cm 2

Potential at anodic-cathodic transition

EAtoC - Ecorr

Output parameter

Value of feature

Crevice corrosion predicted +1 = yes
0 =no

Pitting predicted +1 = yes
0 =no

Should general corrosion be considered? +1 = yes
0 =no

4.3.3 Case-based reasoning

Much of human reasoning is case-based rather than rule-based. When
people solve problems, they frequently are reminded of previous prob-
lems they have faced. For many years, both law and business schools
have used cases as the foundation of knowledge in their respective dis-
ciplines. Within AI, when one talks of learning, it usually means the
learning of generalizations, either through inductive methods or
through explanation-based methods. Case-based reasoning (CBR) is
unique in that it makes the learning little more than a by-product of
reasoning.’®> CBR has met with tangible success in such diverse human
decision-making applications as banking, autoclave loading, tactical
decision making, and foreign trade negotiations. The CBR approach is
particularly valuable in cases containing ill-structured problems,
uncertainty, ambiguity, and missing data. Dynamic environments can
also be tackled, as can situations in which there are shifting, ill-
defined, and competing objectives. Cases in which there are action
feedback loops, involvement of many people, and multiple and poten-
tially changing organizational goals and norms can also be tackled.

A critical issue for the successful development of such systems is
the creation of a solid indexing system, since the success of a diag-
nosis depends heavily on the selection of the best stored case. Any
misdirection can lead a query down a path of secondary symptoms
and factors. It is therefore very important to establish an indexing
system that will effectively indicate or contraindicate the applicability
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of a stored case. Three issues are particularly important in deciding
on the indices:%

® Indices must be truly relevant.

® Indices must be generalized; otherwise, only an exact match will be
the criterion for case applicability.

® But indices shall not be overgeneralized.

Failure analysts and corrosion engineers also reason by analogy
when faced with new situations or problems. Two CBR systems have
been recently developed in support of corrosion engineering decisions.
Both systems derived their reasoning from a combination of two
industrial alloy performance databases. The general architecture of
these two CBR systems is presented in Fig. 4.25. The first, M-BASE,
facilitates the process of determining materials that have a given set
of desired properties and/or specifications. The second, C-BASE, helps
the materials engineer in the difficult task of selecting materials for
corrosion resistance in complex chemical environments.

4.4 Computer-Based Training or Learning

Potential advantages of the computer-based learning approach over a
conventional course offering include access to a larger target popula-
tion and optimization of the shrinking expert instructor pool.
However, experience has shown that, despite advances in software
applications, an enormous investment in professional time for plan-
ning and developing course material is required. Course modules
have been created initially in paper-based format, to place the scien-
tific/technical course content on a sound footing. Selected case studies
and assignments have subsequently been designed in electronic for-
mat to develop skills in applying the knowledge and understanding
gained from the paper-based course notes.

The advantages and disadvantages of computer-based learning (CBL)
and more conventional education techniques have been described as
follows:57:58

Advantages

® Access to a large student and professional “market”

Potential for achieving higher student cognition

Student interaction with course material

Direct linkages to Internet resources

Higher student attention levels through stimulating multimedia
presentations

Rapid updating of information and course materials
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Figure 4.25 Case-based reasoning architecture for the prediction of materials behavior.

® Tracking user interaction with the course material

m Efficient retrieval of specific information using electronic text pro-
cessing

® Optimization of a steadily shrinking expert instructor pool
®m Wider choice of course offerings for students
® Freedom for students to follow individual pace and learning styles

®m Achievement of special learning objectives through computer simu-
lations (for example, key technical concepts, role playing, decision-
making processes and their consequences)

Disadvantages

® Lack of face-to-face interaction and engagement

®m Low inspiration factor, especially when working in isolation

® Lack of teamwork

® Limited communication skills development

® Production of CBL material is (extremely) time-consuming and costly

m Need for special computing and software skills, mainly on the part
of the developers
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® Requirement for expensive hardware
® Nonuniformity of hardware affecting product quality

® Need for support staff

A venture undertaken by a consortium based at the Corrosion &
Protection Centre, UMIST, Manchester, UK, and incorporating the
universities of Nottingham, Aston, Leeds, and Glasgow has resulted in
CBL course materials, called Ecorr, to support the teaching of corro-
sion principles and corrosion control methods to engineering students.
Ecorr takes a case study approach, with the student learning about
corrosion through specific examples of initially simple corrosion phe-
nomena and then real-world corrosion engineering problems. Version
1.0 includes seven case study modules:

Introductory modules:

Introduction to Corrosion
Corrosion of Zinc
Corrosion Kinetics
Potential Measurements

Advanced modules:

® Pipeline Corrosion
® Drill Pipe Failures
® Cathodic Protection

4.5 The Internet and the Web

The Internet has revolutionized both the computer and communica-
tion worlds like nothing before. The invention of the telegraph, tele-
phone, radio, and computer set the stage for this unprecedented
integration of capabilities. The Internet is at once a worldwide broad-
casting capability, a mechanism for information dissemination, and a
medium for collaboration and interaction between individuals and
their computers without regard to geographic location. The Internet
represents one of the most successful examples of the benefits of sus-
tained investment and commitment to research and development of
an information infrastructure. Beginning with the early research in
packet switching, the government, industry, and academia have been
partners in evolving and deploying this exciting new technology.
The first recorded description of the social interactions that could be
enabled through networking was a series of memos written by J. C. R.
Licklider of MIT in August 1962, in which he discussed his “galactic
network” concept.?® He envisioned a globally interconnected network
through which everyone could quickly access data and programs from
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any site. In spirit, the concept was very much like the Internet of
today. The combination of the powerful communication medium with
other advances in computer interfaces and hypertext linkages set the
stage for the creation of a global environment that has revolutionized
modern computing. The timeline of important milestones in the history
of Internet is presented in Fig. 4.26.

The World Wide Web was set up in 1990 by the European Laboratory
for Particle Physics (or CERN) as a way for physicists to track one
another’s progress. The idea was that people working in different places
could learn what others were doing by looking at a hypertextual docu-
ment set up on a computer which could be accessed through the Internet.
This idea grew into the much bigger and large-scale operation that we
now know as the Web. There are currently well over 10,000 Web servers,
the computers which store and handle requests for Web pages, and a
great number of people all over the world access the Web for various rea-
sons every day. The Web is continually being enhanced and developed, as
a result of rapid technological changes and the addressing of various
questions and problems raised by the current state of the Web.

A Web browser is a software application used to locate and display
Web pages. Three of the most popular browsers are Netscape Navigator,
Microsoft Internet Explorer, and Spyglass Mosaic. All of these are graph-
ical browsers, which means that they can display graphics as well as
text. In addition, most modern browsers can present multimedia infor-
mation, including sound and video. A full gamut of tools has also been
developed to navigate the Web and search for specific information. The
speed and functionality of these tools increase at a very fast rate. The
following is only a short list of some of these Web exploratory aids:

®m Metacrawler
= YAHOO
LYCOS

® Open Text

® Infoseek

m Excite

® Webcrawler

®m Galaxy

8 WWWW—the WORLD WIDE WEB WORM

® The Whole Internet Catalog

® World Virtual Tourist (World Map of the Web)
= WebWorld

® Sprawl
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Date Operational Networks

1968 Formation of ARPANET working group
(ARPA = Advanced Research Project Agency)

1969 First ‘packets’ sent by Charley Kline at UCLA

1970 ARPANET hosts start using Network Control
Protocol (NCP)

1971 BBN develops a terminal Interface Message 15 nodes (23 hosts)
Processor (IMP) or TIP that supports up to 64
hosts

1972 The @ sign is chosen for its ‘at’ meaning

1974 Design of a Transmission Control Program (TCP)

1982 TCP and Internet Protocol (IP) are established as
the protocol suite that is known as TCP/IP

1983 First desktop workstations 113 nodes

1984 Moderated newsgroups introduced on USENET > 1,000 hosts
(mod.*)

1987 Email link established between Germany and > 10,000 hosts
China

1989 Creation of ‘Archie’ (archiver for ftp sites) by > 100,000 hosts
Peter Deutsch, McGill U., the first effort to index
the Internet
Development of a new protocol for information
distribution (Tim Berners-Lee, CERN)

1991 Development of ‘gopher’ the first friendly
interface to the Internet
World-Wide-Web (WWW) released by CERN

1992 The term ‘surfing the net’ is coined by Jean > 1,000,000 hosts
Armour Polly

1993 Mosaic, the graphical browser developed by 600+ web sites
Marc Andreessen (Netscape), takes the Internet
by storm

1995 A number of Net related companies go public, > 25,000 web sites
with Netscape leading the pack

1998 Release of Windows 98 with web browser > 3,500,000 web sites

integrated into desktop operating system

Figure 4.26 Timeline of important Internet milestones.
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5.1 Introduction

System failures and subsequent failure investigations have become
increasingly important in modern societies. Besides liability issues, an
important reason for conducting a failure investigation is to identify
the mechanisms and causes of a problem to prevent its reoccurrence.
The recommendation of remedial action is indeed an important aspect
of the failure analysis process. Neglecting to get to the underlying
causes of corrosion failures and to take corrective action can expose an
organization to litigation, liability, and loss of customer and public con-
fidence in its product(s). Such risks are unacceptable in the modern
global competitive business environment.

Conducting a failure analysis is not an easy or straightforward task.
Early recognition of corrosion as a factor in a failure is critical because
much important corrosion information can be lost if a failure scene is
altered or changed before appropriate observations and tests are
made. To avoid these pitfalls, certain systematic procedures have been
proposed to guide an investigator through the failure analysis process.
But failure analysis is ultimately best learned by experience, and a
failure analyst must earn proper credentials by living through actual
investigations and having successfully solved a variety of problems.

The use of correct and consistent terminology in failure analyses is
vital. The value of information in reports is greatly diminished by inat-
tention to this detail, especially if the information is to be subsequently
stored, retrieved, and processed by computers. Unfortunately, critical
terminology is often used too loosely in practice. This chapter starts
with key concepts for identifying corrosion damage. This is followed by
a review of guides for conducting corrosion-failure investigations and
a discussion on the usefulness of case histories in failure analysis. The
chapter concludes with fundamental remedial measures.

5.2 Mechanisms, Forms, and Modes of
Corrosion Failures

In practice, the terms mechanisms, forms, and modes of corrosion fail-
ures are often used interchangeably, leading to some confusion. Such
loose usage does not do justice to the significant serious work that has
been invested in defining these separate concepts. A clearer picture
should emerge from the material that follows.

5.2.1 Forms of corrosion

Form of corrosion is generally well known from one of the most endur-
ing books on corrosion engineering.! The different forms of corrosion
represent corrosion phenomena categorized according to their appear-
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ance. Dillon? considered Fontana’s basic forms of corrosion and divided
them into three groups, based on their ease of identification. The three
categories used are

®m Group 1. Readily identifiable by ordinary visual examination.
® Group 2. May require supplementary means of examination.

® Group 3. Verification is usually required by microscopy (optical,
electron microscopy, etc.).

The main forms of corrosion are shown in Fig. 5.1, together with the
respective group categories. In this figure, the number of forms has
been expanded somewhat from Fontana’s original grouping of eight
basic forms. A description and an example of each basic form of corro-
sion follows.

Uniform (or general) corrosion. Uniform corrosion is characterized by
corrosive attack proceeding evenly over the entire surface area or a
large fraction of the total area. General thinning takes place until
failure. On the basis of tonnage wasted, this is the most important
form of corrosion. However, uniform corrosion is relatively easily mea-
sured and predicted, making disastrous failures relatively rare. In
many cases, it is objectionable only from an appearance standpoint.
The breakdown of protective coating systems on structures often
leads to this form of corrosion. Dulling of a bright or polished surface,
etching by acid cleaners, or oxidation (discoloration) of steel are exam-
ples of surface corrosion. Corrosion-resistant alloys and stainless
steels can become tarnished or oxidized in corrosive environments.
Surface corrosion can indicate a breakdown in the protective coating
system, however, and should be examined closely for more advanced
attack. If surface corrosion is permitted to continue, the surface may
become rough, and surface corrosion can lead to more serious types of
corrosion.

An example of uniform corrosion damage on a rocket-assisted
artillery projectile is illustrated in Fig. 5.2.3 The cause of failure was
poor manufacturing practices, which included acid pickling prior to
the phosphatizing surface protection treatment, inadequate rinsing
after the phosphate coating process, excessive drying temperatures,
and a poor-quality top coat applied without a primer. Undesirable
effects of the corrosion damage include loss of troop confidence (who
would like to handle a rusty container packed with TNT!) and a possi-
ble impairment of accuracy. Specifying an abrasive blast as phosphate
pretreatment, adequate spray rinsing, lower drying temperatures, and
the use of a primer-top coat combination were recommended to over-
come this problem.
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Figure 5.1 Main forms of corrosion regrouped by their ease of recognition.
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Figure 5.2 Uniform corrosion damage on a rocket-assisted
artillery projectile.
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Pitting. Pitting corrosion is a localized form of corrosion by which cav-
ities, or “holes,” are produced in the material. Pitting is considered to
be more dangerous than uniform corrosion damage because it is more
difficult to detect, predict, and design against. Corrosion products
often cover the pits. A small, narrow pit with minimal overall metal
loss can lead to the failure of an entire engineering system. Pitting cor-
rosion, which, for example, is almost a common denominator of all
types of localized corrosion attack, may assume different shapes, as
illustrated in Fig. 5.3. Pitting corrosion can produce pits with their
mouth open (uncovered) or covered with a semipermeable membrane
of corrosion products. Pits can be either hemispherical or cup-shaped.
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In some cases they are flat-walled, revealing the crystal structure of
the metal, or they may have a completely irregular shape.*

Pitting corrosion occurs when discrete areas of a material undergo
rapid attack while most of the adjacent surface remains virtually unaf-
fected. Such localization of the anodic and cathodic corrosion process-
es is characterized by the surface area ratio (S,/S,) for these two
processes, where S, and S, are the areas supporting, respectively, the
anodic and cathodic reactions. The S,/S, ratio, or degree of localiza-
tion, can be an important driving force of all localized corrosion prob-
lems because a corrosion situation corresponds to equal anodic and
cathodic absolutes currents (see the section on Mixed Potential
Diagrams in Chap. 1, Aqueous Corrosion). Corrosive microenviron-
ments, which tend to be very different from the bulk environment,
often play a role in the initiation and propagation of corrosion pits.
This greatly complicates the prediction task. Apart from the localized
loss of thickness, corrosion pits can also be harmful by acting as stress
risers. Fatigue and stress corrosion cracking may initiate at the base
of corrosion pits.

Crevice corrosion. Crevice corrosion is a localized form of corrosion usu-
ally associated with a stagnant solution on the microenvironmental lev-

el. Such stagnant microenvironments tend to occur in crevices (shielded
areas) such as those formed under gaskets, washers, insulation materi-

7 N AT
Y
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Z
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Subsurface Undercutting
% = 7 7
Vertical grain

Horizontal grain attack attack
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Figure 5.3 Typical variations in the cross-sectional shape of pits.
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al, fastener heads, surface deposits, disbonded coatings, threads, lap
joints, and clamps. Because oxygen diffusion into the crevice is restrict-
ed, a differential aeration cell tends to be set up between crevice
(microenvironment) and the external surface (bulk environment). The
cathodic oxygen reduction reaction cannot be sustained in the crevice
area, giving it an anodic character in the concentration cell. This anod-
ic imbalance can lead to the creation of highly corrosive microenviron-
mental conditions in the crevice, conducive to further metal dissolution.
The formation of an acidic microenvironment, together with a high chlo-
ride ion concentration, is illustrated in Fig. 5.4. Filiform corrosion is
closely related to crevice attack. It occurs under protective films such as
lacquers and is characterized by an interconnected trail of corrosion

Local acidification of electrolyte
by the reactions:

Fe* + 2CI — FeCl, (unstable)
FeCl, + 2H,0 — Fe(OH), + 2HCl

Bulk-environment

Inert Mfaterial

' 02 02
/ Fez 03
High O,
0, + 2H,0 + 4e —40H
4e Cathode
Anode ©
Steel

Figure 5.4 Microenvironment created by corrosion in a crevice.
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products. Active corrosion occurs at the head of the filament, where a
corrosive microenvironment is established, whereas the trailing tail is
largely inactive (see Figs. 1.10 and 1.11 in Chap. 1, Aqueous Corrosion).
Even though filiform corrosion is often largely a “cosmetic” problem, the
impeccable appearance of a product can be very important, as, for exam-
ple, in the food packaging industry.

Crevice corrosion damage in the lap joints of aircraft skins has become
a major safety concern, particularly after the Aloha airline incident.
Corrosion damage to aircraft fuselages is an example of atmospheric cor-
rosion, a topic that is described more fully in a separate chapter. On April
28, 1988, a 19-year-old Boeing 737 aircraft, operated by Aloha, lost a
major portion of the upper fuselage near the front of the plane, in full
flight at 24,000 ft.> The extent of the damage is shown schematically in
Fig. 5.5. Miraculously, the pilot managed to land the plane on the island
of Maui, Hawaii, but one flight attendant died, and several passengers
sustained serious injuries. In the Aloha Boeing 737 aircraft, evidence
was found of multiple site fatigue damage leading to structural failure.
The resulting National Transportation Safety Board investigation report
issued in 1989 attributed the incident to the failure of the operator’s
maintenance program to detect corrosion damage.® Earlier, in 1981, a
similar aircraft had suffered an in-flight break-up with more than 100
fatalities. Investigations pointed to corrosion-accelerated fatigue of the
fuselage skin panels as the failure mechanism.”

The three basic types of aircraft fuselage lap splices are shown in
Fig. 5.6. A particular aircraft design normally incorporates two or
three different types of splices in the fuselage. The fuselages of com-
mercial aircraft are typically constructed from 2024 T3 aluminum
alloy. The lap joints are riveted and sealed by some manufacturers,
whereas others employ a combination of riveting and adhesive bond-
ing.? Corrosion damage in the crevice geometry of the lap joints is
highly undesirable. Fatigue cracking in the Aloha case was not antici-
pated to be a problem, provided the overlapping fuselage panels
remained firmly bonded together.’

Corrosion processes in this crevice geometry and the subsequent
buildup of voluminous corrosion products inside the lap joints lead to pil-
lowing, a dangerous condition whereby the overlapping surfaces are sep-
arated (Fig. 5.7). The prevalent corrosion product identified in corroded
fuselage joints is aluminum oxide trihydrate, with a particularly high-
volume expansion relative to aluminum, as shown in Fig. 5.8. The buildup
of voluminous corrosion products also leads to an undesirable increase
in stress levels near critical fastener holes; rivets have been known to
fracture due to the high tensile stresses resulting from pillowing.?

Corrosion damage on commercial and military aircraft, such as the
pillowing in lap splices described above, is becoming a major concern
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Fuselage section fails
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and multiside damage become
major issues in aging aircraft

Figure 5.5 A schematic description of the Aloha “incident.”

in the context of the global aging aircraft problem. By the turn of the
century, 64 percent of the U.S. commercial carrier fleet will be at least
20 years old. In 1970, the average age of this fleet was under 5 years.”
It is well known that the costs and safety risks associated with aircraft
corrosion damage are highest in aging fleets. Lengthy and detailed
inspection and maintenance procedures, as part of periodic checks and
overhauls, represent a substantial portion of the corrosion costs. A per-
tinent example involving a recently inspected 28-year-old Boeing 747
has been documented.® This aging aircraft, placed on a more stringent
inspection program, required 65 days and 90,000 person hours of work
in a major overhaul. Apart from replacement parts and maintenance
personnel costs, the lost revenue resulting from this lengthy ground-
ing must be factored into the operator’s corrosion costs.

Galvanic corrosion. Galvanic corrosion occurs when dissimilar metallic
materials are brought into contact in the presence of an electrolyte. Such
damage can also occur between metals and alloys and other conducting
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Basic Butt Splice with Beauty Strip

Figure 5.6 The three basic types of lap splices used for construction
of aircraft fuselage.

materials such as carbon or graphite. An electrochemical corrosion cell is
set up due to differences in the corrosion potentials of the dissimilar
materials. The material with the more noble corrosion potential then
becomes the cathode of the corrosion cell, whereas the less noble mate-
rial is consumed by anodic dissolution. The area ratio of the two dissim-
ilar materials is extremely important. If the anode-to-cathode surface
area ratio is small, or S,/S, high, the galvanic current can be concen-
trated on a small anodic area. The corrosion rate, visible as thickness
loss over time, can then become very high for the anode. For example, if
aluminum rivets were used on steel plates, the rivets would corrode
extremely rapidly (Fig. 5.9).

The galvanic series (Fig. 5.10) shows the relative nobility of a range of
materials in seawater. In general terms, the further two materials are
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Figure 5.7 Pillowing of lap splices.
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Figure 5.8 Relative volume of aluminum corrosion products.
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Figure 5.9 Galvanic coupling caused by riveting plates.

apart in the galvanic series, the greater the risk of galvanic corrosion.
However, this series does not give any information on the rate of corrosion
attack. Furthermore, the relative position of the materials can change in
other environments. It is important to realize that galvanic corrosion
effects can be manifested not only on the macroscopic level but also with-
in the microstructure of a material. Certain phases or precipitates will
undergo anodic dissolution under microgalvanic effects. Because the prin-
ciple of galvanic corrosion is widely known, it is remarkable that it still
features prominently in numerous corrosion failures. Figure 5.11 illus-
trates the main factors affecting a galvanic corrosion situation.™

One well-known landmark that has undergone severe galvanic cor-
rosion in its history is the Statue of Liberty. An excellent publication
edited by Baboian, Bellante, and Cliver'? details corrosion damage to
this structure and remedial measures undertaken. It also provides a
fascinating historical engineering perspective. The Statue of Liberty
was officially inaugurated on October 28, 1866, on Bedloe’s Island, in
the New York harbor. The design of the statue, which rises more than
91 m into the air, essentially involves a rigid central pylon and a sec-
ondary frame, to which further framework, the armature, and the skin
are attached. The entire skeleton was manufactured out of wrought
iron (more specifically, puddled iron), a common construction material
of that era. Copper was selected as skin material for ease of shaping
the artistic detail, durability, and good strength to weight ratio for
materials commercially available at the time.!3
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Figure 5.10 Galvanic series of some commercial metals and
alloys in seawater.

Crucial components in attaching the copper sheets to the armature
were the copper saddles, depicted in Fig. 5.12. These U-shaped com-
ponents wrapped around the armature iron bars and were riveted to
the copper skin. Some 1500 of these copper saddles were used. During
construction in the United States, shellac-impregnated asbestos was
placed between the armature and the skin, but this disintegrated
with time and, through wicking action, acted as an undesirable trap
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Figure 5.11 Factors affecting galvanic corrosion.

for corrosive electrolyte. The statue was never “water-tight.” For
example, significant leakage took place through the torch where addi-
tional lights had been retrofitted. From the galvanic series and the
unfavorable area ratio, it is apparent that the skin attachment
arrangement is particularly vulnerable to severe galvanic corrosion,
as depicted in Fig. 5.12. The expansive force of the iron corrosion
products disfigured the copper skin extensively. It was this galvanic
corrosion problem that most necessitated a massive restoration
project,’? at a cost exceeding $200 million in private funding.

After testing for galvanic compatibility and considering the need for
mechanical requirements close to those of the original wrought iron, it
was decided to replace the iron armature with one of AISI type 316L
stainless steel. This stainless alloy was selected on the basis that elec-
trical contact with the skin was unavoidable. Inspection of the galvan-
ic series reveals that assuming the stainless steel remains passive, the
larger copper surfaces will tend to act as the anodes. As a further, sec-
ondary precaution, a Teflon barrier was applied between the new
stainless armature and the copper skin and saddles.

Selective leaching. Selective leaching refers to the selective removal of
one element from an alloy by corrosion processes. A common example
is the dezincification of unstabilized brass, whereby a weakened,
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porous copper structure is produced. The selective removal of zinc can
proceed in a uniform manner or on a localized (plug-type) scale. It is
difficult to rationalize dezincification in terms of preferential Zn dis-
solution out of the brass lattice structure. Rather, it is believed that
brass dissolves with Zn remaining in solution and Cu replating out of
the solution.! Graphitization of gray cast iron, whereby a brittle
graphite skeleton remains following preferential iron dissolution, is a
further example of selective leaching.

Erosion corrosion. Erosion corrosion is the cumulative damage
induced by electrochemical corrosion reactions and mechanical effects
from relative motion between the electrolyte and the corroding sur-
face. Erosion corrosion is defined as accelerated degradation in the
presence of this relative motion. The motion is usually one of high
velocity, with mechanical wear and abrasion effects. Grooves, gullies,
rounded edges, and waves on the surface usually indicating direction-
ality characterize this form of damage. Erosion corrosion is found in
systems such as piping (especially bends, elbows, and joints), valves,
pumps, nozzles, heat exchangers, turbine blades, baffles, and mills.
Impingement and cavitation are special forms of erosion corrosion. In
the former, moving liquid particles cause the damage, whereas

Stresses on Rivets, Saddle - Skin Separation

due to Corrosion Product Buildup Wrought Iron

Armature

Copper Saddle
L / Build-up of voluminous

‘ I\-.\I \\\ \_/’__.f‘"/ - Corrosion Products

| eeeiEg,

\ l\:ﬁ? Copper Rivets
P .. %/F

Figure 5.12 Galvanic corrosion of the Statue of Liberty.
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collapsing (unstable) vapor bubbles induce surface damage in the lat-
ter. Fretting corrosion, which refers to corrosion damage at the asper-
ities of contact surfaces, may also be included in this category. This
damage is induced under load and in the presence of repeated relative
surface motion, as induced, for example, by vibration. Pits or grooves
and oxide debris characterize this damage, typically found in machin-
ery, bolted assemblies, and ball or roller bearings. Contact surfaces
exposed to vibration during transportation are exposed to the risk of
fretting corrosion.

Environmental cracking. Environmental cracking (EC) is a very acute
form of localized corrosion. Because of the intrinsic complexity of the
situations leading to different forms of EC, the parameters leading to
this class of problems have often been described in qualitative terms
such as those in Table 5.1. Table 5.1 lists the factors contributing to
one of three forms of EC, that is, stress corrosion cracking (SCC),
fatigue corrosion, and hydrogen embrittlement.

SCC is the cracking induced from the combined influence of tensile
stress and a corrosive medium. The impact of SCC on a material seems

TABLE 5.1 Characteristics of Environmental Cracking

Fatigue Hydrogen induced
Factor SCC corrosion cracking
Stress Static tensile Cyclic + tensile Static tensile
Aqueous corrosive Specific to the alloy  Any Any
Temperature Accelerates Accelerates < Ambient: increases
increase < Ambient: increases
Pure metal Resistant Susceptible Susceptible
Crack morphology Transgranular Transgranular Transgranular
Intergranular Unbranched Intergranular
Branched Blunt tip Unbranched
Sharp tip
Corrosion products  Absent Present Absent
in cracks
Crack surface Cleavagelike Beach marks Cleavagelike
appearance and/or striations
Cathodic Suppresses Suppresses Accelerates
polarization
Near maximum Susceptible but Accelerates Accelerates

strength minor
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to fall between dry cracking and the fatigue threshold of that material
(Fig. 5.13). The required tensile stresses may be in the form of directly
applied stresses or residual stresses. Cold deformation and forming,
welding, heat treatment, machining, and grinding can introduce resid-
ual stresses. The magnitude and importance of such stresses is often
underestimated. The residual stresses set up as a result of welding
operations tend to approach the yield strength. The buildup of corro-
sion products in confined spaces can also generate significant stresses
and should not be overlooked. SCC usually occurs in certain specific
alloy-environment-stress combinations (Fig. 5.14) and has been shown
to be, at least for aluminum alloys, very dependent on grain orienta-
tion (Fig. 5.15).

Usually, most of the surface remains unattacked, but with fine
cracks penetrating into the material. In the microstructure, these
cracks can have an intergranular or a transgranular morphology.
Macroscopically, SCC fractures have a brittle appearance. SCC is
classified as a catastrophic form of corrosion because the detection of
such fine cracks can be very difficult and the damage not easily pre-
dicted. Experimental SCC data is notorious for a wide range of scat-
ter. A disastrous failure may occur unexpectedly, with minimal overall
material loss.

Hydrogen embrittlement is sometimes classified separately from
SCC. It refers to the embrittlement and resulting increased cracking

Ultimate tensile strength

log (stress)

(log) flaw size, a

Figure 5.13 Continuum between failure modes.
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Figure 5.14 The three main factors contributing to the occur-
rence of SCC.
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Figure 5.15 SCC susceptibility of 7075-T651 aluminum alloy immersed in 3.5% NaCl
solution.

risk due to uptake of hydrogen into the material’s structure. The
cathodic reduction of water to form hydrogen is a potential source of
embrittlement. Hydrogen stress cracking and sulfide stress cracking
are terms used for hydrogen embrittlement from interactions with
hydrogen gas and hydrogen sulfide, respectively.
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In practice, materials used for their strength are the most suscepti-
ble to suffer from SCC problems when some environmental elements
render them vulnerable. Such vulnerability exists for stainless steels
when chloride ions are present in the environment, even at very low
concentrations. Unfortunately, the term stainless steel is sometimes
interpreted too literally. Structural engineers need to be aware that
stainless steels are certainly not immune to corrosion damage and can
be particularly susceptible to localized corrosion damage and SCC. The
austenitic stainless steels, mainly UNS S30400 and UNS S31600, are
used extensively in the construction industry. The development of SCC
in S30400 bars, on which a concrete ceiling was suspended in a swim-
ming pool building, had disastrous consequences.

In May 1985, the heavy ceiling in a swimming pool located in Uster,
Switzerland, collapsed with fatal consequences!4 after 13 years of ser-
vice. The failure mechanism was established to be transgranular SCC,
as illustrated in Fig. 5.16. The presence of a tensile stress was clearly
created in the stainless rods by the weight of the ceiling. Chloride
species dispersed into the atmosphere, together with thin moisture
films, in all likelihood represented the corrosive environment. A char-
acteristic macroscopic feature of the failed stainless steel rods was the
brittle nature of the SCC fractures, with essentially no ductility dis-
played by the material in this failure mode.

Subsequent to this failure, further similar incidents (fortunately
without fatalities) have been reported in the United Kingdom,
Germany, Denmark, and Sweden. Although chloride-induced SCC
damage is recognized as a common failure mechanism in stainless
steels, a somewhat surprising element of these failures is that they
occurred at room temperature. As a general rule of thumb, it has often
been assumed that chloride-induced SCC in these alloys is not a prac-
tical concern at temperatures below 60°C.

Under the assumption that a low-pH-high-chloride microenviron-
mental combination is responsible for the SCC failures, several factors
were identified in UK pool operations that could exacerbate the dam-
age. Notable operational changes included higher pool usage and pool
features such as fountains and wave machines, resulting in more dis-
persal of pool water (and chloride species) into the atmosphere. The
importance of eliminating the use of the S30400 and S31600 alloys for
stressed components exposed to swimming pool atmospheres should
be apparent from this example.

Intergranular corrosion. The microstructure of metals and alloys is
made up of grains, separated by grain boundaries. Intergranular cor-
rosion is localized attack along the grain boundaries, or immediately
adjacent to grain boundaries, while the bulk of the grains remain
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Figure 5.16 Transgranular SCC on stainless steel supporting rods.

largely unaffected. This form of corrosion is usually associated with
chemical segregation effects (impurities have a tendency to be
enriched at grain boundaries) or specific phases precipitated on the
grain boundaries. Such precipitation can produce zones of reduced cor-
rosion resistance in the immediate vicinity. A classic example is the
sensitization of stainless steels. Chromium-rich grain boundary pre-
cipitates lead to a local depletion of chromium immediately adjacent to
these precipitates, leaving these areas vulnerable to corrosive attack
in certain electrolytes (Fig. 5.17). This problem is often manifested in
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the heat-affected zones of welds, where the thermal cycle of welding
has produced a sensitized structure.

Knife-line attack, immediately adjacent to the weld metal, is a special
form of sensitization in stabilized austenitic stainless steels. Stabilizing
elements (notably Ti and Nb) are added to stainless steels to prevent
intergranular corrosion by restricting the formation of Cr-rich grain
boundary precipitates. Basically, these elements form carbides in pref-
erence to Cr in the austenitic alloys. However, at the high temperatures
experienced immediately adjacent to the weld fusion zone, the stabiliz-
er carbides dissolve and remain in solution during the subsequent rapid

Microscopic
appearance
of grain

boundaries Cr,3C, precipitates

Cr-depleted zone

<}:||:||:||:|

Zone exposed

Weld decay longest in
sensitization

// temperature
Sensitized HAZ range

Figure 5.17 Sensitization of stainless steel in the heat-adjacent zone.
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cooling cycle. Thereby this zone is left prone to sensitization if the alloy
is subsequently reheated in a temperature range where grain boundary
chromium carbides are formed. Reheating a welded component for
stress relieving is a common cause of this problem. In the absence of the
reheating step, the alloy would not be prone to intergranular attack.

Exfoliation corrosion is a further form of intergranular corrosion
associated with high-strength aluminum alloys. Alloys that have been
extruded or otherwise worked heavily, with a microstructure of elon-
gated, flattened grains, are particularly prone to this damage. Figure
5.18 illustrates the anisotropic grain structure typical of wrought alu-
minum alloys, and Fig. 5.19 shows how a fraction of material is often
sacrificed to alleviate the impact on the susceptibility to SCC of the
short transverse sections of a component. Corrosion products building
up along these grain boundaries exert pressure between the grains,
and the end result is a lifting or leafing effect. The damage often initi-
ates at end grains encountered in machined edges, holes, or grooves
and can subsequently progress through an entire section.

5.2.2 Modes and submodes of corrosion

As part of a framework for predicting and assuring corrosion perfor-
mance of materials, Staehle introduced the concept of modes and sub-
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Figure 5.18 Schematic representation of the anisotropic grain structure of wrought alu-
minum alloys.
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Figure 5.19 Machining for neutralizing the effects of grain
flow on corrosion resistance: (a) saving on material and
loosing on lifetime and (b) loosing on material for increased
lifetime.

modes of corrosion.'® In this context, a corrosion mode was to be defined
by the morphology of corrosion damage, as shown for the four intrinsic
modes in Fig. 5.20. Submode categories were also proposed to differen-
tiate between several manifestations of the same mode, for a given
material-environment system. For example, Staehle illustrated two
submodes of SCC in stainless steel exposed to a boiling caustic solution.
A transgranular SCC submode prevailed at low corrosion potentials,
whereas an intergranular submode occurred at higher potentials. The
identification and distinction of submodes is very important for perfor-
mance prediction because different submodes respond differently to
corrosion variables. Controlling one submode of corrosion successfully
does not imply that other submodes will be contained.

A useful analogy to differentiating corrosion submodes is the distinc-
tion between different failure mechanisms in the mechanical world.
For example, nickel may fracture by intergranular creep or by trans-
granular creep, depending on the loading and temperature conditions.
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Figure 5.20 The four intrinsic modes of corrosion damage.

The organization of corrosion damage into modes and submodes is
important for rationalizing and predicting corrosion damage, in a man-
ner comparable to mechanical damage assessment.

5.2.3 Corrosion factors

Six important corrosion factors were identified in a review of scientif-
ic and engineering work on SCC damage,'® generally regarded as the
most complex corrosion mode. According to Staehle’s materials degra-
dation model, all engineering materials are reactive and their strength
is quantifiable, provided that all the variables involved in a given sit-
uation are properly diagnosed and their interactions understood. For
characterizing the intensity of SCC the factors were material, envi-
ronment, stress, geometry, temperature, and time. These factors rep-
resent independent variables affecting the intensity of stress corrosion
cracking. Furthermore, a number of subfactors were identified for
each of the six main factors, as shown in Table 5.2.
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The value of this scheme, extended to other corrosion modes and
forms, should be apparent. It is considered to be extremely useful for
analyzing corrosion failures and for reporting and storing information
and data in a complete and systematic manner. An empirical correla-
tion was established between the factors listed in Table 5.2 and the
forms of corrosion described earlier (Fig. 5.1). Several recognized cor-
rosion experts were asked to complete an opinion poll listing the main
subfactors and the common forms of corrosion as illustrated in the
example shown in Fig. 5.21. Background information on the factors
and forms of corrosion was attached to the survey. The responses were
then analyzed and represented in the graphical way illustrated in
Fig. 5.22.

TABLE 5.2 Factors and Contributing Elements Controlling the Incidence of a
Corrosion Situation According to Staehle'®

Factor Subfactors and contributing elements

Material Chemical composition of alloy
Crystal structure
Grain boundary (GB) composition
Surface condition

Environment
Chemical definition Type, chemistry, concentration, phase, conductivity
Circumstance Velocity, thin layer in equilibrium with relative humidity,
wetting and drying, heat-transfer boiling, wear and
fretting, deposits
Stress
Stress definition Mean stress, maximum stress, minimum stress, constant

load/constant strain, strain rate, plane stress/plane strain,
modes I, IT, ITI, biaxial, cyclic frequency, wave shape

Sources of stress Intentional, residual, produced by reacted products,
thermal cycling

Geometry Discontinuities as stress intensifiers
Creation of galvanic potentials
Chemical crevices
Gravitational settling of solids
Restricted geometry with heat transfer leading to
concentration effects
Orientation vs. environment

Temperature At metal surface exposed to environment
Change with time
Time Change in GB chemistry

Change in structure

Change in surface deposits, chemistry, or heat-transfer
resistance

Development of surface defects, pitting, or erosion

Development of occluded geometry

Relaxation of stress
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Figure 5.21 Opinion poll sheet for the most recognizable forms of corrosion problems.

The usefulness of this empirical correlation between the visible
aspect of a corrosion problem and its intrinsic root causes has not been
fully exploited yet. It is believed that such a tool could be used to

1. Guide novice investigators. The identification of the most impor-
tant factors associated with different forms of corrosion could serve to
provide guidance and assistance for inexperienced corrosion-failure
investigators. Many investigators and troubleshooters are not corrosion
specialists and will find such a professional guide useful. Such guidelines
could be created in the form of computer application. A listing of the most
important factors would ensure that engineers with little or no corrosion
training were made aware of the complexity and multitude of variables
involved in corrosion damage. Inexperienced investigators would be
reminded of critical variables that may otherwise be overlooked.

2. Serve as a reporting template. Once all relevant corrosion data
has been collected or derived, the framework of factors and forms could
be used for storing the data in an orderly manner in digital databases
as illustrated in Fig. 5.23. The value of such databases is greatly dimin-
ished if the information is not stored in a consistent manner, making
retrieval of pertinent information a nightmarish experience. Analysis
of numerous corrosion failure analysis reports has revealed that infor-
mation on important variables is often lacking.!” The omission of
important information from corrosion reports is obviously not always
an oversight by the professional author. In many cases, the desirable
information is simply not (readily) available. Another application of the
template or framework thus lies in highlighting data deficiencies and
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Figure 5.22 Expert opinion of the factors responsible for pitting corrosion.

the need of rectifying such situations. As such, the factors represent a
systematic and comprehensive information-gathering scheme.

5.2.4 The distinction between corrosion-
failure mechanisms and causes

One thesis is that the scientific approach to failure analysis is a detailed
mechanistic “bottom-up” study. Many corrosion-failure analyses are
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Figure 5.23 The factor/form correlation used as a reporting template.

approached in this manner. A failed component is analyzed in the labo-
ratory using established analytical techniques and instrumentation.
Chemical analysis, hardness testing, metallography, optical and elec-
tron microscopy, fractography, x-ray diffraction, and surface analysis are
all elements of this approach. On conclusion of all these analytical pro-
cedures the mechanism of failure, for example “chloride induced trans-
granular stress corrosion cracking,” can usually be established with a
high degree of confidence by an expert investigator.

However, this approach alone provides little or no insight into the real
causes of failure. Underlying causes of serious corrosion damage that
can often be cited include human factors such as lack of corrosion aware-
ness, inadequate training, and poor communication. Further underlying
causes may include weak maintenance management systems, insuffi-
cient repairs due to short-term profit motives, a poor organizational
“safety culture,” defective supplier’s products, incorrect material selec-
tion, and so forth. It is thus apparent that there can be multiple causes
associated with a single corrosion mechanism. Clearly, a comprehensive
failure investigation providing information on the cause of failure is
much more valuable than one merely establishing the corrosion mecha-
nism(s). Establishing the real causes of corrosion failures (often related
to human behavior) is a much harder task than merely identifying the
failure mechanisms. It is disconcerting that in many instances of tech-
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nical reporting, causes and mechanisms of corrosion damage are used
almost interchangeably. Direct evidence of this problem was obtained
when searching a commercial engineering database.!®

In contrast to the traditional scientific mechanistic approach, sys-
tems engineers prefer the “top-down” approach that broadens the defi-
nition of the system (see Chap. 4, Corrosion Information Management)
and is more likely to include causes of corrosion failures such as human
behavior. This is more consistent with the lessons to be learned from
the UK Hoar Report, which stated that corrosion control of even small
components could result in major cost savings because of the effect on
systems rather than just the components.”

5.3 Guidelines for Investigating Corrosion
Failures

Several guides to corrosion-failure analysis have been published.
These are valuable for complementing the expertise of an organiza-
tion’s senior, experienced investigators. These investigators are rarely
in a position to transfer their knowledge effectively under day to day
work pressures. The guides have been found to be particularly useful
in filling this knowledge “gap.”

The Materials Technology Institute of the Chemical Process
Industries’ Atlas of Corrosion and Related Failures?® maps out the
process of a failure investigation from the request for the analysis to the
submission of a report. It is a comprehensive document and is recom-
mended for any serious failure investigator who has to deal with corro-
sion damage. The step-by-step procedure section, for example, contains
two flow charts, one for the on-site investigation and the other for the
laboratory component. The procedural steps and decision elements are
linked to tables describing specific findings and deductions, supported
by micrographs and actions. Some of the elements of information con-
tained in Sec. 4.5 of the MTI Atlas (the section that relates the origin(s)
of failure to plant or component geometry) are illustrated in Figs. 5.24
and 5.25.

In the NACE guidelines,? failures are classified into the eight forms
of corrosion popularized by Fontana, with minor modifications. The
eight forms of corrosion are subdivided into three further categories to
reflect the ease of visual identification (Fig. 5.1). Each form of corro-
sion is described in a separate chapter, together with a number of case
histories from diverse branches of industry. An attempt was made to
treat each case study in a consistent manner with information on the
corrosion mechanism, material, equipment, environment, time to fail-
ure, comments, and importantly, remedial actions. It is interesting to
note that if stress, geometry, and temperature factors had also been
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Figure 5.24 Decision tree to guide on-site investigations
dealing with corrosion damage.

described for each case history, the complete set of corrosion factors
proposed by Staehle would have been documented.

5.4 Prevention of Corrosion Damage

Recognizing the symptoms and mechanism of a corrosion problem is
an important preliminary step on the road to finding a convenient
solution. There are basically five methods of corrosion control:
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Change to a more suitable material

Modifications to the environment

Use of protective coatings

The application of cathodic or anodic protection

Design modifications to the system or component

Some preventive measures are generic to most forms of corrosion.
These are most applicable at the design stage, probably the most
important phase in corrosion control. It cannot be overemphasized
that corrosion control must start at the “drawing board” and that
design details are critical for ensuring adequate long-term corrosion
protection. It is generally good practice to

® Provide adequate ventilation and drainage to minimize the accumu-
lation of condensation (Figs. 5.26 and 5.27)

i. Gasket or seal has failed

ii. Faces of joint have separated

Findings
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—~ Pt q ]
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+ near liquid/gas interface » formation of pits under debris
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* caused by temperature and pressure
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* caused by stresses

iii. Intergranular penetration
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Figure 5.25 Recommendations for relating the origin(s) of failure to plant geometry.
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® Avoid depressed areas where drainage is inadequate (Fig. 5.27)

® Avoid the use of absorptive materials (such as felt, asbestos, and fab-
rics) in contact with metallic surfaces

® Prepare surfaces adequately prior to the application of any protec-
tive coating system

m Use wet assembly techniques to create an effective sealant barrier
against the ingress of moisture or fluids (widely used effectively in
the aerospace industry)

® Provide easy access for corrosion inspection and maintenance work
Additionally, a number of basic technical measures can be taken
to minimize corrosion damage in its various forms. A brief summary

of generally accepted methods for controlling the various forms of
corrosion follows.

5.4.1 Uniform corrosion

The application of protective coatings, cathodic protection, and mate-
rial selection and the use of corrosion inhibitors usually serves to con-

Moisture collects

Unobstructed

drainage

(b)

Figure 5.26 Lightening holes in horizontal diaphragms.
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Figure 5.27 Water traps and faying surfaces.

trol uniform corrosion. Some of these methods are used in combina-
tion. For example, on buried oil and gas pipelines the primary corro-
sion protection is provided by organic coatings, with the cathodic
protection system playing a secondary role to provide additional pro-
tection at coating defects or weaknesses.

5.4.2 Galvanic corrosion

For controlling galvanic corrosion, materials with similar corrosion
potential values in a given environment should be used. Unfavorable
area ratios (S,/S,) should be avoided. Insulation can be employed to
physically separate galvanically incompatible materials (Fig. 5.28),
but this is not always practical. Protective barrier coatings can be used
with an important provision (i.e., coating the anodic material only is
not recommended) because it can have disastrous consequences in
practice. At defects (which are invariably present) in such coatings,
extremely rapid corrosion penetration will occur under a very unfa-
vorable area ratio. It is much better practice to coat the cathodic sur-
face in the galvanic couple. An example of rapid tank failures that
resulted from a tank design with coated steel side walls (the anode)
and stainless clad tank bottoms (the cathode) is described by Fontana.!



364 Chapter Five

If dissimilar materials junctions cannot be avoided at all, it is sensible
to design for increased anodic sections and easily replaceable anodic
parts. Corrosion inhibitors may be utilized, bearing in mind that their
effects on different materials will tend to be variable.

5.4.3 Pitting

Material selection plays an important role in minimizing the risk of
pitting corrosion. For example, the resistance to chloride-induced pit-
ting in austenitic stainless steels is improved in alloys with higher
molybdenum contents. Thus AISI type 317 stainless steel has a high-
er resistance than the 316 alloy, which in turn is more resistant than
the 304 grade. The following pitting index (PI) [Eq. (5.1)] has been pro-
posed to predict the pitting resistance of austenitic and duplex stain-
less steels (it is not applicable to ferritic grades):

PI = Cr + 3.3Mo + xN (5.1)

where Cr, Mo, and N = the chromium, molybdenum, and nitrogen con-
tents, x = 16 for duplex stainless steel, and x = 30 for austenitic alloys.

Generally speaking, the risk of pitting corrosion is increased under
stagnant conditions, where corrosive microenvironments are estab-
lished on the surface. Drying and ventilation can prevent this accu-
mulation of stagnant electrolyte at the bottom of pipes, tubes, tanks,
and so forth. Agitation can also prevent the buildup of local highly cor-
rosive conditions. The use of cathodic protection can be considered for
pitting corrosion, but anodic protection is generally unsuitable.

Steel or
Aluminum

Copper Insulation

Aluminum

Figure 5.28 Insulating two dissimilar metals for protection against gal-
vanic corrosion.
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Environmental modifications such as deaeration, chloride ion removal,
and the addition of corrosion inhibitors can reduce the risk of pitting.
However, the beneficial effects on existing pits with established high-
ly corrosive microenvironments may be minimal. Furthermore, if the
pitting attack is not eliminated completely through the use of corro-
sion inhibitors, penetration can actually be accelerated due to the con-
centration of metal dissolution onto a smaller area.

5.4.4 Crevice corrosion

Whenever possible, crevice conditions should be avoided altogether.
Welded joints offer alternatives to riveted or bolted joints. In heat
exchangers, welded tube sheets are to be preferred over the rolled vari-
ety. Harmful surface deposits can be removed by cleaning. Filtration
can eliminate suspended solids that could otherwise settle out and
form harmful crevice conditions; agitation can also be beneficial in this
sense. Where gaskets have to be used, nonabsorbent gasket materials
(such as Teflon) are recommended. Cathodic protection can be effective
in preventing crevice corrosion, but anodic protection is generally
unsuitable. Environmental modifications are not usually effective once
crevice corrosion has initiated because the corrosive microenviron-
ment inside the crevice is not easily modified.

5.4.5 Intergranular corrosion

The susceptibility of alloys to intergranular corrosion can often be
reduced through heat treatment. For example, in sensitized
austenitic stainless steels, high-temperature solution annealing at
around 1100°C followed by rapid cooling can restore resistance to
intergranular corrosion resistance. In general, alloys should be used
in heat-treated conditions associated with least susceptibility to inter-
granular corrosion. Composition is also an important factor. Grades of
stainless steels with sufficiently low interstitial element levels (car-
bon and nitrogen) are immune to this form of corrosion. The stabilized
stainless alloys with titanium and/or niobium additions rarely suffer
from this form of corrosion, with the exception of knife-line attack.
The L grades of austenitic stainless steels, such as 304L and 316L
with carbon levels below 0.03 percent, are widely used in industry and
are recommended whenever welding of relatively thick sections is
required.

For aluminum alloys it is advisable to avoid exposure of the short
transverse grain structure. Protective films such as anodizing, plating,
and cladding can reduce the intergranular corrosion risk. Shot peen-
ing to induce cold working in the surface grains can also be beneficial.
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5.4.6 Selective leaching

Selective leaching is usually controlled by material selection. For
example, brass is resistant to dezincification if traces of arsenic, phos-
phorous, or antimony are added to the alloy. Modern brass plumbing
fixtures are made exclusively from these stabilized alloys. Brass with
a low Zn content generally tends to be less susceptible. In more corro-
sive environments the use of cupro-nickel alloys has been advocated.

5.4.7 Erosion corrosion

Materials selection plays an important role in minimizing erosion cor-
rosion damage. Caution is in order when predicting erosion corrosion
behavior on the basis of hardness. High hardness in a material does not
necessarily guarantee a high degree of resistance to erosion corrosion.

Design features are also particularly important. It is generally
desirable to reduce the fluid velocity and promote laminar flow;
increased pipe diameters are useful in this context. Rough surfaces are
generally undesirable. Designs creating turbulence, flow restrictions,
and obstructions are undesirable. Abrupt changes in flow direction
should be avoided. Tank inlet pipes should be directed away from the
tank walls and toward the center. Welded and flanged pipe sections
should always be carefully aligned. Impingement plates of baffles
designed to bear the brunt of the damage should be easily replaceable.
The thickness of vulnerable areas should be increased. Replaceable
ferrules, with a tapered end, can be inserted into the inlet side of heat-
exchanger tubes to prevent damage to the actual tubes.

Several environmental modifications can be implemented to mini-
mize the risk of erosion corrosion. Abrasive particles in fluids can be
removed by filtration or settling, and water traps can be used in steam
and compressed air systems to decrease the risk of impingement by
droplets. Deaeration and corrosion inhibitors are additional measures
that can be taken. Cathodic protection and the application of protec-
tive coatings may also reduce the rate of attack.

For minimizing cavitation damage specifically, steps that can be tak-
en include the minimization of hydrodynamic pressure gradients,
designing to avoid pressure drops below the vapor pressure of the lig-
uid, the prevention of air ingress, the use of resilient coatings, and
cathodic protection.

5.4.8 Stress corrosion cracking

The use of materials exhibiting a high degree of resistance to SCC is a
fundamental measure. Modification of the environment (removal of
the critical species, corrosion inhibitor additions) is a further impor-
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tant means of control. In principle, reduced tensile stress levels is a
means of controlling SCC. In practice, maintaining tensile stress lev-
els below a critical stress intensity level is difficult because residual
stresses often play an important role. These are difficult to quantify.
Stress-relieving heat treatments usually do not eliminate residual
stresses completely. Furthermore the wedging action of corrosion
products can lead to unexpected increases in tensile stress levels.
Stress raisers should obviously be avoided. The introduction of resid-
ual compressive surface stresses by shot peening is a further remedial
possibility. Fit-up stresses should be minimized by close control over
tolerances.

Serious attempts are still being made to elucidate and quantify the
parameters controlling the incidence of cracking. For this purpose
empirical equations have often been derived from laboratory tests.
Equation (5.2), for example, summarizes the effects of different alloy-
ing elements on the resistance of ferritic steels exposed to a boiling
8.75N-NaOH solution during slow strain tests.?! The stress corrosion
index in that environment (SClyy) integrates the beneficial (—) or
deleterious (+) effect of the alloying elements (in %) when the steels
are in contact with such a caustic environment.

SCI,; = 105 — 45C — 40Mn — 13.7Ni — 12.3Cr

— 11Ti + 2.5Al + 87Si + 413Mo (5.2)

OH

The optimum choice of a steel for a particular application should be
made in the light of expressions such as Eq. (5.2), which reflects the
corrosivity of the environment as a function of the metallurgical com-
position and structure. But other practical considerations such as
availability of the materials, maintainability, and economical require-
ments inevitably dictate the use of an alloy out of its safe envelope, in
which case the application of coatings, cathodic protection, and/or
some other protection scheme, appropriate for the operating condi-
tions, have to be considered. Another important consideration is the
accidental damage that can locally modify the pattern of stresses
imposed on a metallic component or can destroy some of the protective
barriers.

Microstructural anisotropy is an important variable in SCC, espe-
cially for aluminum alloys. Tensile stresses in the transverse and
short transverse plane should be minimized. Components should be
designed with grain orientation in mind (Fig. 5.19). The use of cathod-
ic protection for SCC control is restricted to situations where hydro-
gen embrittlement effects do not play any role, because hydrogen
embrittlement-related SCC damage will be accelerated by the
impressed current.
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5.5 Case Histories in Corrosion Failure
Analysis

Most corrosion failures are not unique in nature. For any given failure,
it is likely that a similar problem has been encountered and solved
previously. Practicing failure analysis experts rely heavily on their
experience from previous cases; it is the extensive experience gained
in previous cases that makes them highly effective and successful in
their profession. A number of excellent paper-based resources docu-
ment corrosion case histories.??? Investigators of all experience levels
frequently consult such collections of case histories. By learning as
much as possible from previous cases, the laboratory work and testing
effort of the investigation can be minimized.

A collection of documented corrosion-failure case histories represents
a valuable corporate asset. However, information retrieval from a paper-
based system can be laborious and time consuming. Typically, hundreds
of failure analysis reports are generated each year by an active team of
investigators and thousands of such reports are stored in filing cabinets,
with no convenient mechanism available to reuse this valuable infor-
mation. Searching for patterns in accumulated documents and databas-
es is a process regularly performed in large organizations. The
weakness in managing large volumes of paper-based information tends
to be sporadically compensated by in-depth surveys of available infor-
mation. For example, a survey of failure analysis reports of landing gear
failures in the Canadian Forces revealed that 200 case histories had
been investigated over the past 25 years.?? The survey was successful in
determining the dominant failure mechanisms and ranking the impor-
tance of root causes as shown in Table 5.3.2* However, the fundamental
need for more efficient methodologies for improving knowledge reuse is
not addressed by surveys of this nature. Some new promising options
are emerging from the field of computerized knowledge discovery (see
Chap. 4, Modeling, Life Prediction, and Computer Applications).

TABLE 5.3 Breakdown of Causes of Landing Failures as a Function of the Failure
Mechanism

Material Field
Mechanisms-Causes Design selection Manufacturing maintenance

Overload 8 4 13
Fatigue 59 22 65 24
Cosmetic pitting 3 6 2 6
SCC 7 34 7 6
Structural pitting 22 17 6 41
Wear 9 10

False call 13 16
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6.1 Introduction

In the modern business environment, successful enterprises cannot
tolerate major corrosion failures, especially those involving unsched-
uled shutdowns, environmental contamination, personal injuries, and
fatalities. For this reason, considerable effort must be expended on cor-
rosion control at the design stage and also in the operational phase.
Typically, once a system, a plant, or any piece of equipment is put into
service, maintenance is required in order to keep it operating safely
and efficiently. This is particularly true for aging systems and struc-
tures, many of which may operate beyond their original design life.

The required level of maintenance will vary greatly with the severity
of the operating environment and the criticality of the engineering sys-
tem. Some buildings require only regular repainting and occasional
inspection of electrical and plumbing lines, but chemical processing
plants, power generation plants, aircraft, and marine equipment have
extensive maintenance schedules. Even the best of designs cannot be
expected to anticipate all conditions that may arise during the life of a
system. Corrosion inspection and monitoring are used to determine the
condition of a system and, importantly, to determine how well corrosion
control and maintenance programs are performing. Corrosion monitor-
ing embraces a host of techniques, from simple exposure of coupons to
smart structure computerized sensing systems.

The dividing line between corrosion inspection and corrosion moni-
toring is not always clear. Usually inspection refers to short-term “one-
off” measurements taken in accordance with maintenance and
inspection schedules. Corrosion monitoring describes the measurement
of corrosion damage over a longer time period and often involves an
attempt to gain a deeper understanding of how and why the corrosion
rate fluctuates over time. Corrosion inspection and monitoring are
most beneficial and cost-effective when they are utilized in an inte-
grated manner. They are complementary and should not be viewed as
substitutes for each other. Figure 6.1 illustrates how data from various
sources should be combined to ultimately produce management infor-
mation for decision making.

Inspection techniques for the detection and measurement of corrosion
range from simple visual examination to nondestructive evaluation.
Significant technological advances have been made in the last decade.
For example, the combined use of acoustic emission (AE) and ultrason-
ics (UT) can, in principle, allow an entire structure to be inspected and
growing defects to be quantified in terms of length and depth. Advanced
corrosion monitoring methods have been developed that have both on-
line capability and the ability to detect problems at an early stage. The
oil and gas production and petrochemical industries have assumed a
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Figure 6.1 Integration of corrosion inspection and monitoring programs for producing
management information.

leading role in the advancement of corrosion monitoring. Many tech-
niques that have been accepted in these industries for years are only
beginning to be applied in other industries, such as transportation, min-
ing, and construction.

A considerable catalyst for the advances in corrosion inspection and
monitoring technology has been the exploitation of oil and gas
resources in extreme environmental conditions, such as the North Sea
offshore fields. Operation under such extreme conditions has necessi-
tated enhanced instrument reliability and the automation of many
tasks, including inspection. The development of powerful user-friendly
software has allowed some techniques that were once perceived as
mere laboratory curiosities to be brought to the field. In addition to the
usual uncertainty concerning the onset or progression of corrosion of
equipment, the oil industry has to face everchanging corrosivity of pro-
cessing streams. During the life of an exploitation system, the corro-
sivity at a wellhead can oscillate many times between being benign
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and becoming extremely corrosive.! Such changes require more corro-
sion vigilance in terms of inspection and monitoring.

Considering the many complex forms and mechanisms of corrosion
damage, the limitations of individual plant inspection and monitoring
techniques are considerable. The large number of variables involved
also implies that no single method can be expected to be satisfactory
in all possible conditions and environments. Many of these variables
are described in other parts of the book. The factors involved in the
corrosive environment have, for example, been introduced in Chap. 5,
Corrosion Failures.

6.2 Inspection

Inspection normally refers to the evaluation of the quality of some
characteristic in relation to a standard or a specification. As prod-
ucts and their manufacturing processes have grown more complex
and been divided among many departments, the job of inspection
has also become complex and distributed. A flow diagram is useful
for showing the various materials, components, and processes that
collectively or sequentially make up the system. The main purpose
of inspection is to determine whether components, systems, or prod-
ucts conform to specifications. Inspection consists of the following
series of actions:

® Interpretation of the specifications
m Measurement and comparison with a specification
® Judging conformance
m (Classification of conforming cases
m (Classification of nonconforming cases
®m Recording and reporting the data obtained
In practice, inspectors may experience difficulty in interpreting a

particular specification. Assistance for this task can be provided in
several ways:

m Clearing up the meaning of terminology used. Descriptions of sensory
qualities, such as “cosmetic corrosion defects,” are often confusing.
While such defects may not affect the functionality of a component,
customers may find them objectionable for aesthetic reasons.

m Eliminating vague or incomplete information in specifications.

m Classifying the importance (seriousness) of product characteristics,
to emphasize the most important features of the product.
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® Provision of samples, photographs, or other references to assist in
interpretation of the meaning of a specification. The importance of
visual standards cannot be overemphasized.

® Periodic review and revision of specifications for clarity to eliminate
recurring, chronic problems of interpretation.

6.2.1 Selection of inspection points

The selection of inspection points is of paramount importance, as cor-
rosion factors to be considered are often related to the geometry of sys-
tems and components. Selection of inspection points should be based on
a thorough knowledge of process conditions, materials of construction,
the geometry of the system, external factors, and historical records.

An example of an industrial concern being translated into an inspec-
tion program is the loss of plant profitability due to production losses
associated with boiler tube failures. Underdeposit corrosion in steam-
generating systems is caused or enhanced by the breakdown of a pro-
tective magnetite film and/or the inability to form such a film.
Production losses resulting from reduced steam capacity are far
greater than the actual repair and maintenance costs incurred during
shutdowns. The major contributors to the formation of deposits and
scale are

® Accumulation of corrosion products, mostly consisting of iron oxides
introduced into the boiler from the feedwater and condensate systems

® Contaminants present in the makeup water

® Contaminants introduced to the condensate return from process
equipment

® Solids introduced from leakages

The methods used to detect and monitor underdeposit corrosion
involve an investigation of the water treatment practices accompanied
by an evaluation of the amount of feedwater corrosion product deposited
on the boiler heat-transfer surfaces. The detection and monitoring meth-
ods used in such an environment are presented in Table 6.1, highlighting
the main characteristics of the techniques and their applications.

6.2.2 Process piping

Probably the most important inspection function related to plant reli-
ability involves process piping systems. Piping systems not only con-
nect all other equipment within the unit, but also interconnect units
within the operation. Thus, they can be considered to be an accurate
barometer of conditions occurring within the process. It has been
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TABLE 6.1 Inspection Techniques Useful for the Detection of Underdeposit in
Boiler Systems

Inspection methods Application
On-line
Hydrogen analysis in saturated background General and steam localized corrosion
Tube temperature monitoring Deposit buildup
Chemistry (phosphate and pH) Buffering potential
Off-line

Visual examination (fiberscope, videoprobe)  Steam blanketing
Gouging and tubercles

Tube sampling Deposit amount
Deposit constituents

demonstrated repetitively that if an inspection department has control
over the condition of piping within a unit, the condition of the remain-
ing equipment will also be known with a relatively high degree of con-
fidence.? It is rare that corrosion or other forms of deterioration found
in major components of process equipment are not found in the inter-
connecting piping. The latter is generally more vulnerable to corrosion
and subject to initial failure because

®m The corrosion allowance on piping generally is only one-half that
provided for other pieces of refinery equipment.

® Fluid velocities are often higher in piping, leading to accelerated cor-
rosion rates. (This is not always the case for certain localized corro-
sion processes.)

® Piping design stresses normally are higher, and the piping system
may be subject to external loading, vibration, and thermal stresses
that are more severe than those encountered in other pieces of
equipment.

® The larger number of inspection points in a piping system makes the
task of controlling and monitoring the system bigger.

Leaks in pressurized piping systems are extremely hazardous and
have led to several catastrophes. Components requiring close atten-
tion include
® Lines operating at temperatures below the dew point
® Lines operating in an industrial marine atmosphere

® Points of entry and exit from a building, culvert, etc., where a break
in insulation could occur

® Pipe support condition and fireproofing
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® Piping alignment, provision for thermal expansion, and position of
pipe shoes on supports

®m Welded joints, because they can have elevated stress levels (from
residual stress effects and stress concentrations), geometrical dis-
continuities, complex metallurgical structures, and possible galvanic
cells (preferential weld corrosion)

® Flanged or screwed joints for evidence of leakage

® Geometrical changes that affect fluid flow characteristics (bends,
elbows, section changes, etc.), with a resulting risk of erosion/corrosion

Lines handling corrosive materials such as saltwater ballast, acids,
bases, and brine are subject to internal corrosion and require frequent
inspection until a satisfactory service history is developed. Frequency
and degree of inspection must be individually developed, taking into
consideration rate of deterioration and seriousness of an unpredicted
leak. Testing of piping systems is done using various techniques,
including pressure testing; radiography; and dye-penetrant, magnetic-
particle, and ultrasonic testing. Table 6.2 describes many of the prob-
lems or materials damage commonly encountered in process-industry
piping systems.?

The inspection of a new, unfired pressure vessel should begin at the
time of manufacture and continue through field construction.
Thickness readings and other information obtained during fabrication
and construction should be incorporated into the inspection records and
should constitute the “baseline” to which subsequent readings are com-
pared. During the life of a vessel, various metallurgical changes can
occur in the pressure-holding components that could significantly affect
their physical properties. These changes are not apparent with the use
of normal inspection techniques. However, an inspector should be
aware of these possibilities.

6.2.3 Risk-based inspection

Risk analysis refers to techniques for identifying, characterizing, and
evaluating hazards. Risk-based inspection (RBI) is the application of
risk analysis principles to the management of inspection programs for
plant equipment. RBI has been used in the nuclear power generation
industry for some time and is also employed in refineries and petro-
chemical plants. The ultimate goal of RBI is to develop a cost-effective
inspection and maintenance program that provides assurance of
acceptable mechanical integrity and reliability. Clearly, it has an
important role in today’s competitive business environment, where
limited technical and financial resources have to be optimized. An



TABLE 6.2 Problems or Materials Damage Commonly Encountered in Piping Systems of Process Industries

Carbon steels At temperatures above 400 to 430°C, pearlite will convert to a spheroidal form of carbide and eventually,
under suitable conditions, to graphite. Spheroidization and graphitization lower the yield stress and ultimate
tensile strength, while increasing the ductility. The effect is significant in the heat-affected zone of a welded
joint, where graphite tends to form chains in a form known as “eyebrow” graphitization. This condition can
lead to severe embrittlement. Some weld failures caused by this type of deterioration have been reported in
the literature. In-place metallography and removal of samples can be used to check for this condition. C
steels operating above 430°C should be evaluated for possible graphitization after the first 30,000 h of
operation, and every 50,000 h thereafter.

Carbon-Mo steels Three types of damage to 0.5 Mo C steels are elevated-temperature hydrogen attack, graphitization, and
temper embrittlement. Where 0.5 Mo C steels are used in hydrogen service above the limits of the C-steel
line, pressure vessels (and heat exchangers) should be monitored using ultrasonic attenuation measurements
during unit downtime. Each plate in the vessel should be examined at each turnaround or at a maximum
interval of 2 years. The readings should be in the plate material immediately adjacent to a main seam weld,
which represents an area of maximum residual stress. In addition, any defects identified by other inspection
practices should be investigated by metallographic examination for hydrogen attack.

Low Cr-Mo steels While C steels tend to soften and become more ductile when exposed to temperatures around 400°C, low Cr-
Mo steels tend to undergo temper embrittlement. Embrittlement increases the strength of the material but
markedly decreases toughness by inhibiting plastic deformation. The 2.25 Cr 0.5 Mo steels are more
susceptible to temper embrittlement in the 370 to 480°C range. Not all the factors that affect temper
embrittlement in Cr-Mo steels are fully defined, but some estimate of fracture toughness after service can be
made from the chemical composition. The amount of shift in transition temperature for a 2.25 Cr-Mo
material is commonly expressed by the J factor: J factor = (Si + Mn) (P + Sn) X 10%. Steel containing 1.25 Cr
0.5 Mo may temper-embrittle at a temperature around 400°C if P + Sn exceeds 0.03%. Steels containing 1.0
Cr 0.5 Mo do not undergo a serious loss of room-temperature ductility when used at this temperature.
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Medium Cr-Mo steels

11 to 13% Cr steels

Austenitic stainless steels

Grain size

Hardening

While 5 to 9% Cr materials are often used for pipe and tubing, pressure vessels of this composition are
seldom encountered, because the required corrosion resistance is imparted to the base material by stainless
cladding or weld overlays. Cr-Mo steels with this range of chromium do not markedly temper-embrittle and
retain reasonable room-temperature toughness.

The 12% Cr steels are often used in pressure vessel service, both as a corrosion-resistant cladding and as a
material for trays and other components. All the 12% Cr steels will embrittle in a temperature range of 430
to 540°C (800 to 1000°F). Where room-temperature ductility is an important consideration, the low-carbon
Type 4108 should be selected, because it has the least tendency toward elevated-temperature embrittlement.

While austenitic stainless steels do not lose ductility when heated in the 400 to 510°C temperature range, the
unstabilized grades are subject to carbide precipitation that may affect their corrosion resistance. Weld
overlays normally use a stabilized Type E347 as the last pass for enhanced corrosion resistance. Selection of
stainless materials and/or weldments should be made with regard for such phenomena as sigma-phase
formation, underbead cracking, fissuring, differential thermal expansion, stress corrosion cracking, etc.

Fine-grain steels improve both strength and toughness. Fine grain size promotes a more uniform distribution
of plastic deformation, thus preventing the local buildup of stress, particularly in the area of defects. Use of
coarse-grained materials such as ASTM A515 and use of heat treatments that lead to grain coarsening
should be avoided. Should vessels be involved in unusual conditions, such as unit fires, that may cause
changes in grain size, the affected areas should be checked by field metallography on removed samples.

Low Cr-Mo steels, when welded or when cooled rapidly from elevated temperatures, form hard, inherently
brittle microstructures consisting of martensite and bainite. These structures have limited capacity for
plastic deformation and, thus, have low fracture toughness in the as-welded form. It is of prime importance
in repair welding that the original ductility be restored to these air-hardenable materials by maintaining the
proper preheat and postweld heat treatment requirements of the welding procedure.




TABLE 6.2 Problems or Materials Damage Commonly Encountered in Piping Systems of Process Industries (Continued)

Dissolved hydrogen

Reheat cracking

Lamellar tearing

Hydrogen picked up in the steel during operation will diffuse at atmospheric temperature, and this is
primarily a function of time, temperature, and thickness. Care should be exercised on heavy-wall equipment
to ensure that the cooldown from operating temperature is as slow as practical so that maximum out gassing
can occur, and precautions should be taken during shutdown to avoid unnecessary impact loading. Hydrogen
gas can readily dissolve in the molten weld metal during the welding operation. The source of the hydrogen
is generally moisture from the surrounding atmosphere or from damp electrodes. Because hydrogen trapped
in the weldment can seriously reduce the ductility, cracking can result. Hydrogen exists in steel as an
interstitial atom in the solid lattice. Therefore, detection by normal NDE methods is not possible, and the
embrittling effect will remain undetected. It is mandatory that all low-hydrogen electrodes be kept warm
prior to use, and that sufficient preheat be applied to the base material to ensure a dry weld joint.

Cracking can occur in weldments as a result of the heat treatment used to relieve stresses after welding.
Cracking is generally confined to the HAZ, and is normally intergranular in nature. Reheat cracking is of
particular concern in low Cr-Mo steels that are prone to cracking in the as-welded condition, or in heavy
carbon-steel sections that are highly restrained.

Lamellar tearing is generally found in the HAZ of weldments of tee and corner joints. The cause of cracking
appears to be inclusions that are parallel to the rolling direction of the plate section being welded. The
restraining forces in the welded joint cause the inclusions to open up and run together to form a crack. Set
on-type connections welded to heavy sections are particularly susceptible to this type of defect. Where set on-
type connections are used, shear-wave ultrasonic inspection of the plate in the area of the attachment and of
the completed weld is recommended.




Corrosion Maintenance through Inspection and Monitoring 381

excellent review of RBI, including the relevance of corrosion engineer-
ing, was recently published.?

Risk-based inspection is a methodology for using risk as a basis for
ranking or prioritizing equipment for inspection purposes. Risk is
defined as the combination of probability and consequence. Probability
is the likelihood of a failure occurring, and consequence is a measure
of the damage that could occur as a result of the failure (in terms of
injury, fatalities, and property damage). Increased risk resulting from
increased probability and higher degree of consequence is illustrated
in Fig. 6.2. The highest risk is generally associated with a small per-
centage of plant items.

Risk-based inspection procedures can use either qualitative or quan-
titative methodologies. Qualitative procedures provide a ranking of
equipment, based largely on experience and engineering judgment.
Quantitative risk-based methods use several engineering disciplines
to set priorities and develop programs for equipment inspection. Some
of the engineering disciplines include nondestructive examination,
system and component design and analysis, fracture mechanics, prob-
abilistic analysis, failure analysis, and operation of facilities.
Quantitative analysis methods can be expensive, time-consuming, and
tedious, and are therefore not commonly used. Often, the information

<o0uS Of Ry
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Lower|Risk

Increasing Probability

A B C D E
Increasing degree of consequence

Figure 6.2 Degree of risk as measured by the likelihood of failure and the severity of
failure. In RBI, attention is focused on high-risk items.
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available is insufficient for conducting a quantitative risk analysis.
Two organizations that are currently working on quantitative risk-
based analysis procedures for use by the chemical industry are the
American Society of Mechanical Engineers (ASME) and the American
Petroleum Institute (API).

Probability of failure. To determine the probability of a failure, two fun-
damental issues must be considered: first, the different forms of corro-
sion and their rate, and second, the effectiveness of inspection. Clearly
the input of corrosion experts is required in order to identify the rele-
vant forms of corrosion in a given situation and to determine the key
variables affecting the propagation rate. It is also important to realize
that full consensus and supporting data on the variables involved are
highly unlikely in real-life complex systems and that simplification
will invariably be necessary.

One semiquantitative approach for ranking process equipment is
based on internal probability of failure (POF). The procedure involves
an analysis of equipment process and inspection parameters, and
ranks equipment on a scale of 1 to 3 with 1 being the highest priority.
It requires a fair degree of engineering judgment and experience, and
therefore is dependent on the background and expertise of the analyst.
The procedure is designed to be both practical and efficient. The POF
is intended to be a convenient and reproducible means for establishing
equipment inspection priorities. As such, it facilitates the most effi-
cient use of finite inspection resources when and where 100 percent
inspection is not practical.

The POF approach is based on a set of rules that are heavily depen-
dent on detailed inspection histories, knowledge of corrosion process-
es, and knowledge of normal and upset conditions. The equipment
rankings may have to be changed and can require updating as addi-
tional knowledge is gained, process conditions change, and equipment
ages. Maximum benefits of the procedure depend on fixed equipment
inspection programs that permit the capture, documentation, and
retrieval of inspection, maintenance, and corrosion/failure mechanism
information. However, the POF procedure is only one-half of a risk-
based inspection procedure. The POF ranking has to be combined with
a consequence ranking to provide a true risk-based ranking.

Consequences of failure. To assess the consequences of failure, input
from experts in process engineering, safety, health, environmental
engineering, etc., is obviously important. Three dominant factors are
considered in consequence analysis: the types of species that could be
released into the environment and their associated hazards, the
amount available for release, and the rate of release.? Corrosion and
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materials engineering expertise is required to estimate the amount and
nature of damage that could result. Different corrosion mechanisms
can produce different morphologies of damage. The difference in impact
of the release rate created at a pinhole leak and that at a large rupture
is a good example of this aspect of consequence sensitivity. Another
important field covered by corrosion engineering is that of materials
properties. For example, the risk of a catastrophic explosion as a result
of cracks is obviously greater in a brittle material (where they are asso-
ciated with high release rates) than in a material with higher fracture
toughness. The toughness of a material is a key parameter in determin-
ing so-called leak-before-break safety criteria and the general tolerance
toward defects. An understanding of how toughness can be reduced in
service over time is thus obviously important.

Application of RBI. Horvath has outlined three approaches to risk
reduction that are incorporated in the API RBI program:3

® Optimization of the inspection and monitoring strategy
® Changes in materials of construction

m Control of key process parameters

The inspection and monitoring plan can be reviewed and modified,
essentially to shift inspection from overinspected low-risk to underin-
spected high-risk equipment. Furthermore, inspection techniques
should be selected to address all relevant damage mechanisms identi-
fied in the RBI program. Inspection points should correspond to the
most likely areas of corrosion damage. Inspection intervals need to
reflect the rate of corrosion damage and how it may change over time.

Since RBI analysis includes corrosion rates for different materials,
such data can be used for alloy selection on a risk reduction vs. cost basis.
The RBI methodology will assist in selecting materials rationally, rather
than merely succumbing to the temptation of minimizing initial con-
struction costs. Such a short-term view obviously does not take future
inspection requirements and future materials upgrades into account.

The benefits of identifying key process parameters affecting corro-
sion (and other) damage should be apparent, especially if these
parameters are subsequently monitored to ensure that they remain
within safe operating windows. The impact on risk of any process
changes can also be rationally assessed on the basis of RBI.

6.3 The Maintenance Revolution

Maintenance costs represent a significant portion of operating budgets
in most industrial sectors, particularly where aging structures or plant
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is involved. Modern approaches to maintenance management (some-
times referred to as profit-centered maintenance) are designed to min-
imize these costs and to improve the reliability and availability of plant
and equipment. In this context, maintenance activities are treated as
an investment, not as an organizational liability. However, as part of
overall rationalization, the maintenance function often has to be per-
formed with shrinking technical and financial resources, making focus
on the most critical items a logical development. In many cases, “old”
corrective maintenance and time-based preventive maintenance prac-
tices are inadequate to meet modern demands. The consequences of
poor maintenance practices and/or inadequate investment in the main-
tenance function are the following:

® Reduced production capacity. Not only will there be an increase in
downtime, but, importantly, assets will underperform during
uptime.

® [ncreased production costs. Whenever assets are not performing at
optimal level, real cost and opportunity cost penalties are incurred.

® Lower-quality products and services. The ultimate consequence
will be customer dissatisfaction and probably lost sales.

m Safety hazards. Failures can lead to loss of life, injuries, and major
financial losses.

6.3.1 Maintenance strategies

Four general types of maintenance philosophies or strategies can be
identified, namely, corrective, preventive, predictive, and reliability-
centered maintenance. Predictive maintenance is the most recent
development. In practice, all these types are used in maintaining engi-
neering systems. The challenge is to optimize the balance among them
for maximum profitability. In general, corrective maintenance is the
least cost-effective option when maintenance requirements are high.

Corrective maintenance. Corrective maintenance refers to action taken
only after a system or component failure has occurred. It is thus a
retroactive strategy. The task of the maintenance team in this scenario
is usually to effect repairs as soon as possible. Costs associated with
corrective maintenance include repair costs (replacement components,
labor, and consumables), lost production, and lost sales. To minimize
the effects of lost production and speed up repairs, actions such as
increasing the size of maintenance teams, using backup systems, and
implementation of emergency procedures can be considered.
Unfortunately, such measures are relatively costly and/or effective
only in the short term. For example, if heat-exchanger tubes have
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leaked as a result of pitting corrosion and it is urgent that production
proceed, it may be possible to plug the leaking tubes on a short-term
basis. Obviously, such measures do not assure the longer-term perfor-
mance of a heat exchanger.

Preventive maintenance. In preventive maintenance, equipment is
repaired and serviced before failures occur. The frequency of main-
tenance activities is predetermined by schedules. The greater the con-
sequences of failure, the greater the level of preventive maintenance
that is justified. This ultimately implies a tradeoff between the cost of
performing preventive maintenance and the cost of running the equip-
ment until failure occurs. Of course, preventive maintenance tasks can
also be dictated by safety, environmental, insurance, or other regula-
tory considerations.

Inspection assumes a crucial role in preventive maintenance strate-
gies. Components are essentially inspected for corrosion and other
damage at planned intervals, in order to enable corrective action before
failures actually occur. Performing preventive maintenance at regular
intervals will usually result in reduced failure rates. As significant
costs are involved in performing preventive maintenance, especially in
terms of scheduled downtime, good planning is vital. To maximize asset
value and performance, the basic aim is to perform preventive main-
tenance just before serious damage would set in otherwise.

Furthermore, the level of preventive maintenance activity needs to
be driven by the importance of the equipment to the process and the
desired level of reliability. In modern complex systems, computerized
preventive maintenance systems are used to accomplish these objec-
tives in plants of most sizes. A preventive maintenance system also
needs to be dynamic; for example, there should be some mechanism for
review of preventive tasking to ensure that the tasks are still valid and
to see if any task can be replaced with a predictive task.*

Predictive maintenance. Predictive maintenance refers to maintenance
based on the actual condition of a component. Maintenance is per-
formed not according to fixed preventive schedules, but rather when a
certain change in characteristics is noted. Corrosion sensors that sup-
ply diagnostic information on the condition of a system or component
play an important role in this maintenance strategy. Preventive main-
tenance aims to eliminate unnecessary inspection and maintenance
tasks, to implement additional maintenance tasks when and where
needed, and to focus efforts on the most critical items.

A useful analogy to automobile oil changes can be made. Changing
the oil every 5000 km to prolong engine life, irrespective of whether
the oil change is really needed or not, is a preventive maintenance
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strategy. Predictive maintenance would entail changing the oil based
on changes in its properties, such as the buildup of wear debris. When
a car is used exclusively for long-distance highway travel and is driven
in a very responsible manner, oil analysis may indicate a longer criti-
cal service interval.

Some of the resources required to perform predictive maintenance
will be available from the reduction in breakdown maintenance and the
increased utilization that results from proactive planning and schedul-
ing. Good record keeping is very important in identifying repetitive
problems and the problem areas with the highest potential impact.

Reliability-centered maintenance. Reliability-centered maintenance
(RCM) involves the establishment or improvement of a maintenance
program in the most cost-effective and technically feasible manner. It
utilizes a systematic, structured approach that is based on the conse-
quences of failure. As such, it represents a shift away from time-based
maintenance tasks and emphasizes the functional importance of sys-
tem components and their failure and maintenance history. RCM is not
a particular maintenance strategy, such as preventive maintenance;
rather, it can be employed to determine whether preventive maintenance
is the most effective approach for a particular system component.

The concept of RCM has its roots in the early 1960s. RCM strategies
for commercial aircraft were developed in the late 1960s, when wide-
body jets were introduced into commercial airline service.> A major
concern of airlines was that existing time-based preventive maintenance
programs would threaten the economic viability of larger, more com-
plex aircraft. With the time-based maintenance approach, components
are routinely overhauled after a certain amount of flying time. In con-
trast, as pointed out above, RCM determines maintenance intervals
based on the criticality of a component and its performance history.
The experience of airlines with the RCM approach was that mainte-
nance costs remained roughly constant, but that the availability and
reliability of their planes improved.® RCM is now standard practice for
most of the world’s airlines.

The initial development work was done by the North American civil
aviation industry through “maintenance steering groups,” or MSGs.
The MSGs were established to reexamine everything that was being
done to keep aircraft airborne. These groups consisted of representa-
tives of the aircraft manufacturers, the airlines, and the FAA. The first
attempt at a rational, zero-based process for formulating maintenance
strategies was promulgated by the Air Transport Association in
Washington, D.C., in 1968. This first attempt is now known as MSG 1
(from the first letters of maintenance steering group). A refinement,
now known as MSG 2, was promulgated in 1970.
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In the mid 1970s, the U.S. Department of Defense wanted to know
more about the then state of the art in aviation maintenance think-
ing. It commissioned a report on the subject from the aviation indus-
try. This report was written by Stanley Nowlan and Howard Heap of
United Airlines. They gave it the title “Reliability Centered
Maintenance.” The report was published in 1978, and it is still one of
the most important documents in the history of physical asset man-
agement.®” Nowlan and Heap’s report represented a considerable
advance on MSG 2 thinking. It was used as a basis for MSG 3, which
was promulgated in 1980. MSG 3 has since been revised twice.
Revision 1 was issued in 1988, and revision 2 in 1993. (See Sec. 4.2.2.)
It is used to this day to develop prior-to-service maintenance pro-
grams for new types of aircraft (recently including the Boeing 777
and Airbus 330/340).

Following the application of RCM in commercial aviation and
defense, these methodologies have also been applied to maintenance
programs in the nuclear power, chemical processing, fossil fuel power
generation, and other industries. Potential benefits of RCM include

® Maintaining high levels of system reliability and availability
® Minimizing “unnecessary” maintenance tasks
® Providing a documented basis for maintenance decision making

m Identifying the most cost-effective inspection, testing, and main-
tenance methods

6.3.2 Life-cycle asset management

There are significant improvements, in terms of both costs and effi-
ciency, that can be made through the implementation of asset man-
agement and maintenance systems and practices. It is critical that
assets be fit for their purpose, perform safely and with respect for envi-
ronmental integrity, and, most of all, deliver what the users want,
when and where they want it.® Asset management refers to the effec-
tive management of assets from the time of planning for their acquisi-
tion until their eventual disposal.

In life-cycle asset management, the aim is to maximize the return
on the investment in assets by providing comprehensive information
about their condition and value throughout their life. The emphasis is
not on the short-term costs of an asset, but rather on the total value
(performance) through its entire life. The optimum value of an asset
is dependent upon an optimum level of investment. Both the asset
value and the available investment levels are a function of time, a
variable that assumes major importance in life-cycle asset manage-
ment (Fig. 6.3).
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Value

Time

Investment ($)

Figure 6.3 The three key variables in life-cycle asset management: the value
obtained from an asset and the investment made in the asset, both considered as a
function of time.

The pressure to make sound decisions with respect to construction,
inspection and maintenance methods and priorities is never greater than
during difficult economic times. The main challenge for maintenance
managers is to ensure that (scarce) available resources are applied opti-
mally to the (extensive) maintenance requirements. The most critical
requirements should be addressed first, followed by prioritization of the
remaining maintenance needs. Life-cycle asset management can go a
long way toward providing solutions to this challenge. It can be used to
justify maintenance budgets, prioritize maintenance expenditures, and
predict the need to acquire new assets. Life-cycle asset management
focuses on the application of three basic facility management tools: life-
cycle costing, condition assessment, and prioritization.

Life-cycle costing. Life-cycle costing utilizes universally accepted
accounting practices for determining the total cost of asset ownership
or projects over the service life. The basics of corrosion economics are
detailed in Appendix C. The economic analysis is usually performed in
order to compare competing alternatives. Since the initial capital out-
lay, support and maintenance costs over the service life, and disposal
costs are considered, the time value of money is of major importance
in life-cycle costing. Discounting future cash flows to present values
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essentially reduces all associated costs to a common point in time for
objective comparison.

In practice, defining and controlling life-cycle costs is difficult. The
future behavior of materials is often uncertain, as are the future uses
of most systems, the environmental conditions to which they may be
exposed, and the financial and economic conditions that influence rela-
tionships between present and future costs. An effective life-cycle cost
analysis depends on having a reasonable range of possible alternatives
that are likely to deliver equally satisfactory service over a given ser-
vice life. Substantial obstacles to implementing life-cycle cost control
in practice include®

m Failure of designers to include life-cycle cost goals in their design
criteria

® Failure of owners or managers with short-term responsibility to con-
sider effectively the longer-term impact of their decisions on opera-
tions and maintenance requirements

® General desires to minimize the initial expenditures to create short-
term “gains” that will increase return on investment, meet bud-
getary restrictions, or both

®m Lack of data and accepted industry standards for describing the
maintenance effect and operational performance of components

® Procurement procedures that limit design specificity to enhance
competition

® Administrative separation of responsibilities for design, construc-
tion, and maintenance

Several decades of experience suggest that improved life-cycle cost
management can be achieved through development and application of
systematically structured and comprehensive life-cycle cost manage-
ment. Over the longer term, there is a broad range of actions that
managers should consider:®

® Formally recognize control of life-cycle cost as an essential and effec-
tive element of success.

® Include explicit assessment of design alternatives that influence life-
cycle cost as an element of designers’ scope of work and fees.

®m Assure that value engineering programs and production contract
incentives and other procurement mechanisms demonstrate savings
in expected life-cycle cost.

® Direct designers to document clearly their design decisions made to
control life-cycle cost and the subsequently expected operating con-
sequences.
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® Implement cross training and exchange of design and operations
and maintenance management personnel to assure that life-cycle
cost is controlled at all stages of service life.

m Establish a life-cycle cost management system to maintain opera-
tions and maintenance (O&M) data and design decisions in a form
that supports operations and maintenance.

® Assign accountability for maintenance and repair at the highest lev-
els in the organization. Responsibilities should include effective use
of maintenance and repair funds and other actions required to vali-
date prior facility life-cycle cost management decisions.

Condition assessment. A second major component of life-cycle asset
management is systematic condition assessment surveys (CAS). The
objective of CAS is to provide comprehensive information about the
condition of an asset. This information is imperative for predicting
medium- and long-term maintenance requirements, projecting
remaining service life, developing long-term maintenance and replace-
ment strategies, planning future usage, determining the available
reaction time to damage, etc. Therefore, CAS is in direct contrast to a
short-term strategy of “fixing” serious defects as they are found. As
mentioned previously, such short-sighted strategies often are ulti-
mately not cost-effective and will not provide optimum asset value and
usage in the longer term. CAS includes three basic steps:®

m The facility is divided into its systems, components, and subcompo-
nents, forming a work breakdown structure (WBS).

m Standards are developed to identify deficiencies that affect each
component in the WBS and the extent of the deficiencies.

®m Each component in a WBS is evaluated against the standard.

CAS allows maintenance managers to have the solid analytical infor-
mation needed to optimize the allocation of financial resources for repair,
maintenance, and replacement of assets. Through a well-executed CAS
program, information will be available on the specific deficiencies of a
facility system or component, the extent and coverage of those deficien-
cies, and the urgency of repair. The following scenarios, many of which
will be all too familiar to readers, indicate a need for CAS as part of cor-
rosion control strategies:

® Assets are aging, with increasing corrosion risks.

®m Assets are complex engineering systems, although they may not
always appear to be (for example, “ordinary” concrete is actually a
highly complex material).
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m Assets fulfilling a similar purpose have variations in design and
operational histories.

m Existing asset information is incomplete and/or unreliable.

® Previous corrosion maintenance or repair work was performed but
poorly documented.

® Information on the condition of assets is not transferred effectively from
the field to management, leaving the decision makers ill informed.

® Maintenance costs are increasing, yet asset utilization is decreasing.

® There is great variability in the condition of similar assets, from
poor to excellent. The condition appears to depend on local operating
microenvironments, but no one is sure where the next major prob-
lem will appear.

® The information for long-term planning is very limited or nonexistent.

® An organization’s commitment to long-term strategies and plans for
corrosion control is limited or lacking.

A requirement of modern condition assessment surveys is that the
data and information ultimately be stored and processed using com-
puter database systems. As descriptive terms are unsuitable for these
purposes, some form of numerical coding to describe the condition of
engineering components is required. An example of assigning such
condition codes to galvanized steel electricity transmission towers is
shown in Table 6.3.1° Such numbers will tend to decrease as the sys-
tem ages, while maintenance work will have the effect of upgrading
them. The overall trend in condition code behavior will thus indicate
whether maintenance is keeping up with environmental deterioration.

Prioritization. Prioritizing maintenance activities is central to a
methodical, structured maintenance approach, in contrast to merely
addressing maintenance issues in a reactive, short-term manner.
From the preceding sections, it should be apparent that life-cycle asset
management can be used to develop a prioritization scheme that can
be employed in a wide set of funding decisions, not just maintenance
go—no-go decisions. This entails the methodical evaluation of an action
against preestablished values and attributes. Prioritization method-
ologies usually involve a numerical rating system, to ensure that the
most important work receives the most urgent attention. The critical-
ity of equipment is an important element of some rating systems. Such
an unbiased, “unemotional” rating will ensure that the decisions made
will lead to the best overall performance of an engineering system,
rather than overemphasizing one of its parts. Preventive maintenance
work generally receives a high priority rating.
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TABLE 6.3 Selected Condition Coding Criteria Described by Marshall (1998)'° for
Galvanized Electricity Transmission Towers

Condition code, % Equivalent field assessment
100 New steel; bright, smooth spangled surface. Dark patches on some
thicker members.
90 Surface dulled to a matte gray finish.
60 Threads and heads on nuts and bolts start to develop speckled

rust. Some darkening red-brown on the undersides of light
bracing in cleaner areas, thick crusting in coastal areas.

30 Many bracing members now rusty or turning brown. Large
numbers of bolts need to be replaced to retain structural
integrity.

10 Holes through many light bracing members, some falling off

structure. Severe metal loss on medium-thickness members;
flaking rust on legs.

Computerized asset management and maintenance system. In view of the
potential increase in efficiency, it is not surprising that computerized
asset management and maintenance systems (CAMMS) are becoming
increasingly important. Their acquisition alone, however, does not guar-
antee success in solving problems and increasing profitability. In fact, in
the short term, considerable resources may have to be invested before
longer-term benefits can be realized. Once a decision has been made to
launch a CAMMS initiative, there are six basic issues that deserve spe-
cial consideration: planning, integration, technology, ease of use, asset
management functionality, and maintenance functionality.

Planning. A decision to introduce CAMMS in an organization is a major
one, representing a fundamental shift in business culture. The lack of
proper planning for CAMMS has been identified as one of the biggest
obstacles to success. The planning phase needs to be tackled before the
purchasing phase, and significantly more time and effort should be
spent in planning than in purchasing. The formulation of detailed goals
and objectives is obviously important, together with developing a game
plan for companywide commitment to the implementation process.

Integration. The vast number of capabilities and features of modern
CAMMS can be overwhelming and confusing. Furthermore, an enor-
mous amount of data will typically have to be collected and entered into
the computer system. A sensible approach, therefore, is to gradually
integrate CAMMS into the existing system. Implementation in an incre-
mental manner is assisted by software that has a modular architecture.
Planning this incremental integration has been shown to be a keystone
for success. In this strategy, CAMMS is initially complementary to the
existing system while providing long-term capabilities for full integra-
tion with other company divisions, such as human resources, finance,
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scheduling, regulation, condition monitoring, etc. The compatibility of
computerized data and information used across different departments
with CAMMS is an important requirement in the longer run.

Technology. The investment in computerization is obviously a consid-
erable one in terms of both software and hardware. While the technol-
ogy should obviously be up to date and leading edge, it is also
important to consider how adaptable it is for future use and how easi-
ly it can be upgraded, to avoid having to make major reinvestments.
At present, a good example of positioning products for future use is a
focus on network (intranet and Internet) applications. The nature of
the hardware platforms and software development tools used is impor-
tant in this respect. If these are of a “mainstream” nature, they are
more likely to be flexible and adaptable to future requirements.
Furthermore, compatibility across different departments is more likely
to be achieved with mainstream software development tools and oper-
ating systems.

Ease of use. User-friendliness is obviously a key element for the suc-
cessful implementation of CAMMS. If PC software is based on a dom-
inant operating system, user confidence in it will be greater. After-sale
support and service will invariably be required in order to make opti-
mal use of the product, unless a sizable information management
department is available in-house to give comprehensive support. In
selecting a CAMMS vendor, therefore, the ability to provide support
service should be factored in. Multilingual capabilities may be
required for corporations with multilanguage needs. Several coun-
tries, such as Canada, have more than one official language. In such
cases, government departments/agencies and their suppliers typically
have multilanguage needs. User-friendliness is also most important to
the (major) task of inputting data/information and doing so accurate-
ly. Spelling and typing mistakes in data entry can prove to be a major
headache in subsequent information retrieval. Modern database soft-
ware tools can make provision for validating data entries in a user-
friendly manner.

Asset management functionality. The key function of CAMMS is to track
and measure the output and contribution of the company’s mainte-
nance operation relative to overall operations. When comparing one
computerized maintenance management solution to another, the abil-
ity to measure the impact of maintenance on producing quality goods
and services through the use of the organization’s assets is ultimately
the most important factor. If this requirement is satisfied, mainte-
nance managers will ultimately benefit because they can justify the
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human and financial resources used for maintenance tasks to senior
management.

Maintenance functionality. The maintenance functionality of the system
represents the core operations that need to be carried out by the main-
tenance department. Desired features include the capabilities of man-
aging the maintenance budgets, purchasing functions, and work order
scheduling, as well as project and materials management. For exam-
ple, daily work orders can be uploaded from CAMMS by middle man-
agement for use by shop-floor maintenance supervisors. At the end of
the day, these processed orders can be downloaded back into CAMMS.
Modern computing networks and software can facilitate the seamless
transfer of such information. Thus, using CAMMS, this information
can be processed, stored, and retrieved in a highly efficient manner. In
an alternative “conventional” system, a work order would have to be
drawn up on paper; it would then change hands several times and ulti-
mately be filed manually. If, say, 50 paper-based work orders are
processed daily in this manner, the risk of losing information and the
human effort of storing, retrieving, and reporting information are con-
siderably greater than with the CAMMS alternative.

6.3.3 Maintenance and reliability in the field

The minimization or elimination of corrective maintenance is impor-
tant from the perspective of introducing statistical process control,
identifying bottlenecks in integrated processes, and planning an effec-
tive maintenance strategy. Process data are obviously of vital impor-
tance for these aspects, but processes operating in a breakdown mode
are not stable and yield data of very little, if any, value.

The shift from reactive corrective maintenance toward proactive
predictive maintenance represents a significant move toward
enhanced reliability. However, efforts designed to identify problems
before failure are not sufficient to optimize reliability levels.
Ultimately, for enhanced reliability, the root causes of maintenance
problems have to be determined, in order to eliminate them. The high-
est-priority use of root cause analysis (RCA) should be for chronic,
recurring problems (often in the form of “small” events), since these
usually consume the majority of maintenance resources. Isolated prob-
lems can also be analyzed by RCA.

RCA is a structured, disciplined approach to investigating, rectifying,
and eliminating equipment failures and malfunctions. RCA procedures
are designed to analyze problems to much greater depth (the “roots”)
than merely the mechanisms and human errors associated with a fail-
ure. The root causes lie in the domain of weaknesses in management
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systems. For example, a pump component may repeatedly require
maintenance because it is being damaged by a general corrosion mech-
anism. The root cause of the problem may have been incorrect pur-
chasing procedures.

The maintenance revolution at electric utilities. Douglas has described
the changing maintenance philosophy at electric utilities. The mainte-
nance revolution in electric utility operations has been driven by sev-
eral factors. A brief summary of these follows:51

®m Markets are becoming more open and competitive, leading to
emphasis on cost issues.

®m Operating and maintenance costs can be directly controlled by a
utility.

®m The relative importance of operating and maintenance costs has
been rising for more than a decade.

® Assets are aging, leading to increasing maintenance requirements,
especially on the fossil fuel generation side.

® At the turn of the century, nearly 70 percent of U.S. fossil fuel plants
(43 percent of fossil fuel generation capacity in the United States)
will be more than 30 years old, with many critical plants approach-
ing the end of their nominal design life. Utilities are often planning
to extend the service life of these plants even further, possibly even
under more severe operating conditions.

To meet the above challenges, two fundamental initiatives are under
way, namely, shifts to reliability-centered maintenance and predictive
maintenance. Broadly speaking, prior to the maintenance revolution,
the utilities’ maintenance approach had essentially been one of pre-
ventive maintenance on “all” components after “fixed” time intervals,
irrespective of the components’ criticality and actual condition. The
shortcomings of this approach included the following: (1) overly con-
servative maintenance requirements, (2) limited gains in reliability
from investments in maintenance, (3) inadequate preventive mainte-
nance on key components, and (4) added risk of worker exposure to
radiation through unnecessary maintenance. Anticipated benefits of
the revised approach are related not only to reduced maintenance
costs but also to improved overall operational reliability.

The nuclear power generating industry followed the aviation sector
in RCM initiatives, with an emphasis on preventing failures in the
most critical systems and components (those with the most severe con-
sequences of failure). The following three tasks dominated the imple-
mentation of RCM in nuclear power generation:
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® Failure modes and effects analysis (FMEA) to identify the components
that were most vital to overall system functionality

® Logic tree analysis to identify the most effective maintenance proce-
dures for preventing failure in the most critical parts

® Integration of RCM into the existing maintenance programs

The introduction of RCM procedures into fossil fuel plants and pow-
er delivery systems can be streamlined because of less restrictive reg-
ulations. For example, the FMEA and logic tree analyses were
combined into a process called criticality analysis. The main difference
in implementing RCM in power generation compared with the avia-
tion industry is that for power plants, RCM has to be implemented in
existing plants with existing “established” maintenance practices. The
airline industry had the benefit of creating new RCM programs for
new aircraft, in collaboration with suppliers of the new airliners.
Successes cited by Douglas from the implementation of RCM programs
include the following:®

® Savings in annual maintenance costs (excluding benefits from
improved plant availability), with a payback period of about four
and a half years

®m Reduced outage rate at a nuclear plant and an estimated direct
annual maintenance cost saving of half a million dollars

m A 30 percent reduction in annual maintenance tasks in the ash
transport system of a fossil fuel plant

m A fivefold reduction in annual maintenance tasks in a wastewater
treatment system

® Maintenance cost savings and increased plant availability at fossil
fuel generating units

® In the long term, improved design changes for improved plant reli-
ability

The predictive maintenance component involves the use of a variety
of modern diagnostic systems and is viewed as a natural outcome of
RCM studies. Such “smart” systems diagnose equipment condition
(often in real time) and provide warning of imminent problems. Hence,
timely maintenance can be performed, while avoiding unnecessary
maintenance and overhauls.

Two types of diagnostic technologies are available. Permanent, on-
line systems provide continuous coverage of critical plant items. The
initial costs tend to be high, but high levels of automation are possible.
Systems that are designed for periodic condition monitoring are less
costly in the short term but more labor-intensive in the long run.
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Developments in advanced sensor technologies, some of them spin-offs
from military and space programs, are expected to expand predictive
maintenance capabilities considerably. Ultimately, the information
obtained from such sensors is to be integrated into RCM programs.

Even with automated and effective diagnostic systems in place,
plant personnel have experienced some difficulties with data evalua-
tion. These problems arose when diagnostic systems provided more
data than maintenance personnel had time to evaluate, or when the
systems provided inaccurate or conflicting data. Efforts to correct such
counterproductive situations have required additional corporate
resources for evaluating, demonstrating, and implementing diagnostic
systems, together with increased focus on automation and computeri-
zation of analysis and reporting tasks.

The use of corrosion sensors in flue gas desulfurization (FGD) sys-
tems falls into the predictive maintenance domain. This application,
initiated by the Electric Power Research Institute (EPRI), was related
to corrosion of outlet ducts and stacks, a major cause of FGD system
unavailability.’? If condensation occurs within the stack and ducting,
rapid corrosion damage will occur in carbon steel as a result of the for-
mation of sulfuric acid. Options for corrosion control include main-
taining the temperature of the discharged flue gas above the dew point
and the introduction of a corrosion-resistant lining material. Both
these options have major cost implications. The corrosion sensors were
of the electrochemical type and were designed specifically to perform
corrosion measurements under thin-film condensation conditions and
to provide continuous information on the corrosion activity. Major ben-
efits obtained from this information included a delay in relining the
outlet ducts and stack (estimated cost saving of $3.2 million) and more
efficient operations with reduced outlet gas temperatures.

PWR corrosion issues. The significance of corrosion damage in electric
utility operations, in terms of its major economic and enormous public
safety implications, is well illustrated in the technical history of nuclear
pressurized water reactors (PWRs). The majority of operational nuclear
power reactors in the United States are of this reactor design. The prin-
ciple of operation of such a reactor is shown schematically in Fig. 6.4. In
the so-called reactor vessel, water is heated by nuclear reactions in the
reactor core. This water is radioactive and is pressurized to keep it from
boiling, thereby maintaining effective heat transfer. This hot, radioac-
tive water is then fed to a steam generator through U-shaped tubes. A
reactor typically has thousands of such tubes, with a total length of sev-
eral kilometers. In the steam generator, water in contact with the out-
side surfaces of the tubes is converted to steam. The steam produced
drives turbines, which are connected to electricity generators. After
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passing over the turbine blades, the steam is condensed in a heat
exchanger and returned to the steam generator.

Steam generator problems, notably deterioration of the steam gen-
erator tubes, have been responsible for forced shutdowns and capacity
losses. These tubes are obviously a major concern, as they represent a
fundamental reactor coolant pressure boundary. The wall thickness of
these tubes has been compared to that of a dime. The safety issues con-
cerning tube failures are related to overheating of the reactor core
(multiple tube ruptures) and also release of radioactivity from a rup-
ture in the pressurized radioactive water loop. The cost implications of
repairing and replacing steam generators are enormous: replacement
costs are $100 to $300 million, depending on the reactor size. Costs of
forced shutdowns of a 500-MW power plant may exceed $500,000 per
day. Costs of decommissioning a plant because of steam generator
problems run into hundreds of millions of dollars.

Corrosion damage in steam generator tubes. The history of corrosion damage
in steam generator tubes has been described in detail elsewhere.!!3
The problems have mainly been related to Alloy 600 (a Ni, Cr, Fe alloy)
and have contributed to seven steam generator tube ruptures, numer-
ous forced reactor shutdowns, extensive repair and maintenance work,
steam generator replacements, and also radiation exposure of plant
personnel. A brief summary follows.
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Figure 6.4 Schematic layout of a PWR utility plant.
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In the early to mid-1970s, problems of wall thinning were identified.
Tube degradation resulted in a need for steam generator replacement
in several plants after only 10 to 13 years of operation, a small fraction
of the design life and licensing period. Initially, water treatment prac-
tices were based on experience from fossil fuel plants. While the water
chemistry was obviously closely controlled and monitored to minimize
corrosion damage, a fundamental phenomenon tended to lead to more
corrosive conditions than had been anticipated from the bulk water
chemistry. The formation of steam on the external tube surfaces
implied that boiling and drying out could occur in numerous crevices
between the tubes and the support structures. Clearly, this could lead
to a concentration of corrosive species and the formation of highly cor-
rosive microenvironments. Furthermore, corrosion products tended to
accumulate at the bottom of steam generators, again creating crevice
corrosion conditions together with surface drying, and producing high-
ly corrosive microenvironments. This effect proved to be very severe at
the tube sheet, where the tubes enter the reactor. Not surprisingly,
excessive local tube thinning was found to occur at such crevice sites.

The early corrosion problems were partly addressed by replacing
sodium phosphate water treatment with an all-volatile treatment
(AVT), whereby water was highly purified and ammonia additions
were made. The addition of volatile chemicals essentially does not
add to the total dissolved solids in the water, and hence concentra-
tion of species is ameliorated. However, with AVT, a new corrosion
problem was manifested, namely, excessive corrosion of carbon steel
support plates. The buildup of voluminous corrosion products at the
tube—support plate interface led to forces high enough to dent the
tubes. These problems were overcome by modifications to the water
treatment programs.

A more recent corrosion problem identified is intergranular corro-
sion, again in the crevices between tubes and tube sheets, where
deposits tend to accumulate. In the presence of stresses, either residual
or operational, the problem can be classified as intergranular stress
corrosion cracking (IGSCC). This form of cracking has been common in
the U-bend region of tubes and also where tubes have been expanded
at the top of tube sheets, where residual fabrication stresses prevail.
Most recently, localized intergranular corrosion damage has been
observed in older steam generators in the vicinity of support plates.

Inspection and maintenance for steam generator tubes. The scope and frequency
of steam generator tube inspections depends on the operating history of
the individual plant. In cases where operating records show extensive
tube degradation, all the tubes are inspected at each shutdown. Modern
inspection techniques are listed in Table 6.4, and Table 6.5 shows what
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TABLE 6.4 Advanced Inspection Techniques for the Characterization of

Equipment Integrity

Inspection method

Special advantage

X-ray

Gamma radiography

Magnetic particle

Contact ultrasonic

Visible and fluorescent liquid penetrant
Eddy-current/electromagnetic

Infrared inspection
Metallographic/replication

Acoustic emission

Interior of opaque parts

Heavy material sections
Discontinuities near the surface
Simple geometries—all materials
Surface discontinuities
Discontinuities

Temperature differentials

Grain growth-life expectancy
Active/growing defects

TABLE 6.5 Summary of Corrosion Mechanisms
Detected by In-Service Inspection Methods in

LWR, BWR, and PWR systems

Uniform corrosion

Visual, leakage testing
Service corrosion

Leakage testing
Microbiologically influenced corrosion

Visual, leakage testing
Pitting corrosion

Visual, leakage testing

Eddy-current, optical scanner

Sonic leak detector
Intergranular stress corrosion cracking

Surface examination

Visual, leakage testing

Weld inspection, ultrasonic

Moisture-sensitive tape
Transgranular stress corrosion cracking

Visual, leakage testing
Differential aeration

Visual, leakage testing
Galvanic corrosion

Visual, leakage testing
Erosion corrosion

Wall thickness, eddy-current

Surface examination

Ultrasonic

Radiography
Fatigue/corrosion

Surface examination
Thinning

Eddy-current
Stress corrosion cracking

Visual

Surface examination
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corrosion mechanisms have been detected with certain inspection tech-
niques in the nuclear power generation industry.

If severe damage is detected, two basic choices are available: The
tube can be either plugged (provided that the fraction of plugged tubes
is only 10 to 20 percent) or covered with a metallic sleeve. Initial guide-
lines established by the Nuclear Regulatory Commission (NRC) called
for such actions when the defect size reached 40 percent of wall thick-
ness. Efforts are under way to refine this approach by considering
allowable flaw sizes in relation to the mechanism of degradation, the
material type, the tube dimensions, and the expected stress levels.
New experimental initiatives in tube repair include laser welding of
sleeves, direct laser melting of damaged tubes to cover damaged areas,
and laser repairs using additional alloy wire.

Corrosion prevention measures have included even more stringent
water treatment and removal of problematic corrosion product
deposits. Chemical cleaning guidelines have been established for crit-
ical areas, and a robotic device for inspection and high-water-pressure
cleaning of crevice geometries has been developed.

Replacement generators feature more corrosion-resistant materials,
such as Alloy 690 tubes and stainless steel support plates, and new fab-
rication methods designed to minimize residual stresses in the tubes.
The methodologies for removal and replacement of steam generators
have also been improved, especially the design of the containment
structures, which originally did not consider a need for replacement.

Aircraft maintenance. Despite the intense media coverage of air
tragedies, flying remains the safest mode of transportation by far. The
reliability and safety record of aircraft operators is indeed enviable by
most industrial standards. This success is directly attributable to the
fact that modern aircraft maintenance practices are far removed from
reliance on retroactive corrective procedures. Other industries can
learn several valuable lessons from current aircraft maintenance
methodologies.

In the design of modern aircraft, ease of maintenance is a critical
item. Manufacturers elicit feedback from operators on maintenance
issues as part of the design process. As discussed earlier, RCM is fun-
damental to maintenance programs in modern aircraft operations.
Importantly, RCM principles are already invoked at the design stage.

Preventive maintenance is particularly important on a short-term
day-to-day basis. Strict scheduling and adherence to regulations are
rigorously employed. Documentation is also an essential part of air-
craft maintenance; essentially, all maintenance procedures have to be
fully documented. The extent of preventive maintenance procedures
increases with increasing flying time. A so-called D check represents a
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major maintenance overhaul, with major parts of the aircraft disman-
tled, inspected, and rebuilt. Hoffman has provided a fascinating
insight into such inspection and maintenance procedures, including
the issue of finding and repairing aircraft corrosion damage.'* For
example, on a Boeing 747, one-quarter of a D check involved 38,000
planned hours of labor, tens of thousands of unplanned hours, comple-
tion of a 5000-page checklist, and some 1600 nonroutine discrepancies.
A North American airline performs these preventive maintenance pro-
cedures after every 6200 hours of flight. As aircraft get older, the time
between maintenance checks is decreased.

The galley and washroom areas on aircraft are notorious for their
high risk of corrosion, particularly because of the corrosive effects of
beverage (e.g., coffee) and human excrement spills. An aircraft opera-
tor reported to one of the authors a reduction in corrosion maintenance
tasks following the replacement of notoriously awkward stand-up
washroom facilities in military transport planes!

Predictive maintenance efforts are directed at ensuring long-term
aircraft reliability. The nature of these programs is evolving as a result
of technology innovations and improvements. While several forms of
diagnostic procedures are available for on-line condition assessment,
such as advanced engine diagnostic telemetry, the aircraft industry
still lags behind in this area, as discussed in a separate section.

There are several organizational and human factors that contribute
to the success of aircraft maintenance programs. Technical mainte-
nance information flows freely across organizations, even among busi-
ness competitors. Procedures are documented, and a clear chain of
responsibility exists, with special emphasis on good, open communica-
tion channels. Airline mechanics receive intense training and rigorous
testing before certification. Ongoing training and skills upgrading is
standard for the industry. Efforts are made to feed maintenance infor-
mation back to aircraft design teams. Computer technology is used
extensively by the larger airlines to track and manage aircraft main-
tenance activities. This is further supported by the provision of com-
puterized technical drawings, parts lists, and maintenance to aircraft
maintenance personnel. Figures 6.5 to 6.8 illustrate how advances in
information technology have made the collection and presentation of
historical data quite straightforward for maintenance personnel.'?

Measuring reliability—downtime. One of the most visible effects of
improvements in maintenance is a reduction in downtime, with
higher equipment availability. In most industries, a reduction in
downtime is vital to commercial success. The aircraft industry pro-
vides an excellent example of the direct major economic implications
that arise from downtime caused by corrosion or other damage. The
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obvious starting objective is a reduction in unscheduled downtime.
The shift away from purely corrective maintenance is at the core of
this task. To show progress in maintenance programs and maintain
momentum in improvement initiatives, cost savings resulting from
reduced unscheduled downtime and the prevention of component
failures should be recorded and communicated effectively. Scheduled
shutdowns are usually of significantly shorter duration than an
unscheduled shutdown resulting from corrosion (or some other) fail-
ure. A sensible initial maintenance goal would therefore be a shift
from unplanned, unscheduled downtime to planned, scheduled
downtime.

In several industries, scheduled shutdowns are an integral part of
preventive maintenance. Valid concerns about losing production
during such scheduled interruptions can be raised, and there is an
obvious incentive to increase the time between such scheduled shut-
downs and to minimize their duration by implementing predictive
maintenance. Following the minimization of unscheduled downtime,
a reduction in scheduled downtime is the next essential challenge.*

To maximize the use of scheduled downtime, good planning of all
maintenance work is essential. Critical path analysis can be used for
such purposes. The ultimate goal is to run the equipment at its max-
imum sustainable rate, at the desired level of quality and with maxi-
mum availability. To initiate such predictive maintenance efforts, the
following methodologies have been suggested for industrial plants:*

m Categorizing the importance of equipment and how the equipment
in each category will be monitored

® Identifying database architectures, including point identification,
analysis parameter sets, alarm limits, etc.

® Defining the frequency and quantity of data points collected for each
unit

® Performing planning and walk-through inspections
® Defining data review and problem prioritization
® Identifying means of communicating the equipment’s condition

® Determining methods of identifying repetitive problems and dealing
with them

® Defining repair follow-up procedures
The development of these methodologies represents a starting

point; they can be refined further as data and information are ana-
lyzed.
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6.4 Monitoring and Managing Corrosion
Damage

Corrosion monitoring refers to corrosion measurements performed
under industrial operating conditions. In its simplest form, corrosion
monitoring may be described as acquiring data on the rate of material
degradation. However, such data are generally of limited use. They have
to be converted to information for effective decision making in the man-
agement of corrosion control. This requirement has led to the expansion
of corrosion monitoring into the domains of real-time data acquisition,
process control, knowledge-based systems, smart structures, and condi-
tion-based maintenance. Additional terminology, such as “corrosion sur-
veillance” and “integrated asset management,” has been applied to
these advanced forms of corrosion monitoring, which are included in
this section.

An extensive range of corrosion monitoring techniques and systems for
detecting, measuring, and predicting corrosion damage has evolved, par-
ticularly in the last two decades. Developments in monitoring techniques
coupled with the development of user-friendly software have permitted
new techniques that were once perceived as mere laboratory curiosities
to be brought to the field. Noteworthy catalysts to the growth of the cor-
rosion monitoring market have been the expansion of oil and gas pro-
duction under extremely challenging operating conditions (such as the
North Sea), cost pressures brought about by global competition, and the
public demand for higher safety standards. A listing of corrosion moni-
toring applications in several important industrial sectors is presented in
Table 6.6. In several sectors, such as oil and gas production, sophisticated
corrosion monitoring systems have achieved successful track records and
credibility, while in other sectors their application is only beginning.

6.4.1 The role of corrosion monitoring

Fundamentally, four strategies for dealing with corrosion are available
to an organization. Corrosion can be addressed by

® Jgnoring it until a failure occurs

® Inspection, repairs, and maintenance at scheduled intervals

m Using corrosion prevention systems (inhibitors, coatings, resistant
materials, etc.)

= Applying corrosion control selectively, when and where it is actually
needed

The first strategy represents corrective maintenance practices,
whereby repairs and component replacement are initiated only after a
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TABLE 6.6 Examples of Industrial Corrosion Monitoring Activities

Industrial sector Corrosion monitoring applications
Oil and gas production Seawater injection systems, crude piping systems, gas
piping systems, produced water systems, offshore
platforms
Refining Distillation columns, overhead systems, heat

exchangers, storage tanks

Power generation Cooling-water heat exchangers, flue gas desulfurization
systems, fossil fuel boilers, steam generator tubes
(nuclear), air heaters, steam turbine systems, vaults,
atmospheric corrosion, gasification systems, mothballing

Petrochemical Gas pipelines, heat exchangers, cooling-water systems,
atmospheric corrosion, storage tanks

Chemical processing Chemical process streams, cooling-water circuits and
heat exchangers, storage tanks, ducting, atmospheric
corrosion

Mining Mine shaft corrosivity, refrigeration plants, water piping,
ore processing plants, slurry pipelines, tanks

Manufacturing Cooling-water systems and heat exchangers, ducting

Aerospace On-board and ground level, storage and mothballing

Shipping Wastewater tanks, shipboard exposure programs

Construction Reinforced concrete structures, pretensioned concrete
structures, steel bridges, hot and cold domestic water
systems

Gas and water distribution  Internal and external corrosion of piping systems
(including stray current effects)

Paper and pulp Cooling water, process liquors, clarifiers

Agriculture Crop spraying systems, fencing systems

failure has occurred. In this reactive philosophy, corrosion monitoring
is completely ignored. Obviously this practice is unsuitable for safety-
critical systems, and in general it is inefficient in terms of mainte-
nance cost considerations, especially in extending the life of aging
engineering systems.

The second strategy is one of preventive maintenance. The inspec-
tion and maintenance intervals and methodologies are designed to
prevent corrosion failures while achieving “reasonable” system usage.
Corrosion monitoring can assist in optimizing these maintenance and
inspection schedules. In the absence of information from a corrosion
monitoring program, such schedules may be set too conservatively,
with excessive downtime and associated cost penalties. Alternatively,
if inspections are too infrequent, the corrosion risk is excessive, with
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associated safety hazards and cost penalties. Furthermore, without
input from corrosion monitoring information, preventive inspection
and maintenance intervals will be of the routine variety, without
accounting for the time dependence of critical corrosion variables. In
the oil and gas industry, for example, the corrosivity at a wellhead can
fluctuate significantly between being benign and being highly corro-
sive over the lifetime of the production system. In oil-refining plants,
the corrosivity can vary with time, depending on the grade (hydrogen
sulfide content) of crude that is processed.

The application of corrosion prevention systems is obviously crucial
in most corrosion control programs. However, without corrosion moni-
toring information, the application of these systems may be excessive
and overly costly. For example, a particular inhibitor dosage level on a
pipeline may successfully combat corrosion damage, but real-time cor-
rosion monitoring may reveal that a lower dosage would actually suf-
fice. Ideally, the inhibitor feed rate would be continuously adjusted
based on real-time corrosion monitoring information. Performance
evaluation of in-service materials by corrosion monitoring is highly
relevant, as laboratory data may not be applicable to actual operating
conditions.

In an idealized corrosion control program, inspection and mainte-
nance would be applied only where and when they are actually need-
ed, as reflected by the “maintenance on demand” (MOD) concept. In
principle, the information obtained from corrosion monitoring sys-
tems can be of great assistance in reaching this goal. Conceptually,
the application of a monitoring system essentially creates a smart
structure, which ideally reveals when and where corrective action is
required.

The importance of corrosion monitoring in industrial plants and in
other engineering systems should be apparent from the above. However,
in practice it can be difficult for a corrosion engineer to get manage-
ment’s commitment to investing funds for such initiatives. Significant
benefits that can be obtained from such investments include

Improved safety

Reduced downtime

Early warning before costly serious damage sets in

Reduced maintenance costs

Reduced pollution and contamination risks
® Longer intervals between scheduled maintenance
®m Reduced operating costs

m Life extension
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6.4.2 Elements of corrosion monitoring
systems

Corrosion monitoring systems vary significantly in complexity, from
simple coupon exposures or hand-held data loggers to fully integrated
plant process surveillance units with remote data access and data
management capabilities. Experience has shown that the potential
cost savings resulting from the implementation of corrosion monitor-
ing programs generally increase with the sophistication level (and
cost) of the monitoring system. However, even with simple monitoring
devices, substantial financial benefits are achievable.

Corrosion sensors (probes) are an essential element of all corrosion
monitoring systems. The nature of the sensors depends on the specific
techniques used for monitoring (refer to Sec. 6.4.4, Corrosion
Monitoring Techniques), but often a corrosion sensor can be viewed as
an instrumented coupon. A single high-pressure access fitting for
insertion of a retrievable corrosion probe (Fig. 6.9) can accommodate
most types of retrievable probes (Fig. 6.10). With specialized tools (and
brave specialist operating crews!), sensor insertion and withdrawal
under pressurized operating conditions can be possible (Fig. 6.11).

The signal emanating from a corrosion sensor usually has to be
processed in some way. Examples of signal processing include filtering,
averaging, and unit conversions. Furthermore, in some corrosion sensing
techniques, the sensor surface has to be perturbed by an input signal to
generate a corrosion signal output. In older systems, electronic sensor
leads were usually employed for these purposes and to relay the sensor
signals to a signal-processing unit. Advances in microelectronics are facil-
itating sensor signal conditioning and processing by microchips, which
can essentially be considered to be integral to the sensor units. The devel-
opment of reinforcing steel and aircraft corrosion sensors on these prin-
ciples has been described.’®'” Wireless data communication with such
sensing units is also a product of the microelectronic revolution.

Irrespective of the sensor details, a data acquisition system is required
for on-line and real-time corrosion monitoring. For several plants, the
data acquisition system is housed in mobile laboratories, which can be
made intrinsically safe. Real-time corrosion measurements are highly
sensitive measurements, with a signal response taking place essentially
instantaneously as the corrosion rate changes. Numerous real-time cor-
rosion monitoring programs in diverse branches of industry have
revealed that the severity of corrosion damage is rarely (if ever) uniform
with time. Rather, serious corrosion damage is usually sustained in time
frames in which operational parameters have deviated “abnormally.”
These undesirable operating windows can be identified only with the
real-time monitoring approach.
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A computer system often performs a combined role as a data acqui-
sition, data processing, and information management system. In data
processing, a process is initiated to transform corrosion monitoring
data (low intrinsic value) into information (higher intrinsic value).
Complementary data from other relevant sources, such as process
parameter logging and inspection reports, can be acquired along with
the data from corrosion sensors, for use as input to the management
information system. In such a system, more extensive database man-
agement and data presentation applications are employed to trans-
form the basic corrosion data into management information for
decision-making purposes (Fig. 6.1).

6.4.3 Essential considerations for
launching a corrosion monitoring program

One of the most important decisions that have to be made is the selec-
tion of the monitoring points or sensor locations. As only a finite number
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of points can be considered, it is usually desirable to monitor the worst-
case conditions, the points where corrosion damage is expected to be
most severe. Often, such locations can be identified by reasoning from
basic corrosion principles, analysis of in-service failure records, and con-
sultation with operational personnel. For example, the most corrosive
conditions in water tanks are usually found at the water/air interface. In
order to monitor corrosion under these conditions, corrosion sensors
could be attached to a floating platform so that the location of the sensor
would change as the water level changes.

Dean has presented an example of identifying critical sensor loca-
tions in a distillation column.'® The feed point, overhead product
receiver, and bottom product line represent locations of temperature
extremes and also points where products with different degrees of
volatility concentrate. In many cases, however, the highest corrosivity
is encountered at an intermediate height in the column, where the
most corrosive species concentrate. Initially, therefore, several moni-
toring points would be required in such a column, as shown in Fig.
6.12. As monitoring progresses and data from these points become
available, the number of monitoring points could be narrowed down.

In practice, the choice of monitoring points is also dictated by the
existence of suitable access points, especially in pressurized systems.
It is usually preferable to use existing access points, such as flanges,
for sensor installations. If it is difficult to install a suitable sensor in a
given location, additional bypass lines with customized sensors and
access fittings may be a practical alternative. One advantage of a
bypass is that it provides the opportunity to manipulate local condi-
tions to highly corrosive regimes in a controlled manner, without
affecting the actual operating plant.

It is imperative that the corrosion sensors be representative of the
actual component being monitored. If this requirement is not met, all
subsequent signal processing and data analysis will be negatively
affected and the value of the information will be greatly diminished or
even rendered worthless. For example, if turbulence is induced locally
around a protruding corrosion sensor mounted in a pipeline, the sen-
sor will in all likelihood give a very poor indication of the risk of local-
ized corrosion damage to the pipeline wall. A flush-mounted sensor
should be used instead (Fig. 6.13).

The surface condition of the sensor elements is also very important.
Surface roughness, residual stresses, corrosion products, surface
deposits, preexisting corrosion damage, and temperature can all have
an important influence on corrosion damage and need to be taken into
account in making representative probes. Considering these factors, it
can be desirable to manufacture corrosion sensors from precorroded
material that has experienced actual operational conditions. Corrosion
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sensors may also be heated and cooled, using special devices, so that
their surface conditions reflect certain plant operating domains.
Sensor designs such as spool pieces in pipes and heat-exchanger tubes,
flanged sections of candidate materials, or test paddles bolted to agi-
tators also represent efforts to make the sensors’ environment repre-
sent actual operational conditions.

Numerous corrosion monitoring techniques and associated sensors
are available. All of these techniques have certain advantages and
disadvantages, which are discussed in detail in Sec. 6.4.4. There are
many pitfalls in selecting suitable techniques, and the advice of a cor-
rosion monitoring expert is usually required. An algorithm, described
by Cooper,'® for evaluating the suitability of two commonly utilized
techniques, LPR (one of the electrochemical techniques) and ER (elec-
trical resistance), is shown in Fig. 6.14.
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In general, it can be said that no individual technique alone is suit-
able for monitoring corrosion under complex industrial conditions.
Therefore, a multitechnique approach is advocated. In many cases,
this approach does not require a higher number of sensors, but rather
only an increased number of sensor elements for a given probe and
access fitting. Considering the overall costs of supporting a corrosion
monitoring program such as the one shown in Fig. 6.1, the additional
costs associated with a multitechnique philosophy are usually insignif-
icant. Furthermore, greater confidence can be placed in the sensor
data if several techniques provide the same response.

Another important consideration is that, irrespective of the technique,
instrumented sensors usually provide semiquantitative corrosion dam-
age information at best. It is thus sensible to correlate monitoring data
from these sensors with long-term coupon exposure programs and actu-
al plant damage. Unfortunately, nonspecialists may put too much faith
in the numerical corrosion rate displayed by a commercial corrosion
monitoring device. A suitable example is the LPR technique used in
many commercial monitoring systems to derive a certain corrosion rate,
commonly displayed as mm/year or milli-inches/year (mpy). Such sys-
tems are used extensively in industry for monitoring the effectiveness of
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Figure 6.14 Algorithm for suitability of ER and LPR corrosion monitoring techniques.
(Adapted from Cooper.1?)

water treatment additives and various other applications. From funda-
mental theoretical considerations, the derived LPR corrosion rate is sub-
ject to the following assumptions, which, strictly speaking, rarely apply
under actual operating conditions:

® There is only one simple anodic reaction.

® There is only one simple cathodic reaction.

m The anodic and cathodic Tafel constants are known and invariant
with time.
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® The corrosion reactions proceed by a simple charge transfer mecha-
nism under activation control, which essentially implies that the
corroding surface is clean, without corrosion product buildup, scale
deposits, or solids settled out of solution.

m Corrosion proceeds in a uniform manner (whereas the vast majority
of industrial corrosion problems are related to localized attack).

® The solution resistance is negligible. (Some instruments make a solu-
tion resistance compensation, but this is not necessarily accurate.)

® The corrosion potential has reached a steady-state value.

Following the selection of the sensors and monitoring techniques,
the type and location of the ancillary monitoring hardware need to be
considered. Many industrial plants have intrinsic safety requirements
that impose important restrictions on corrosion monitoring systems.
To ensure flexibility in large plants, some organizations have adopted
the strategy of using a “mobile” corrosion monitoring laboratory that
meets their safety regulations. Such a laboratory housing the corro-
sion monitoring instrumentation can be conveniently moved to differ-
ent locations as required, to overcome the problems associated with
excessive lengths of sensor leads. Furthermore, this arrangement pro-
vides a protective environment for measuring and data storage hard-
ware, which could otherwise be damaged in corrosive atmospheres.
Mobile laboratories have also been used for corrosion measurements
on treated-water circuits. In this case, the corrosion sensors can be
“lab-based” along with the instrumentation, through the use of a water
bypass flowing through the mobile laboratory.

6.4.4 Corrosion monitoring techniques

To the uninitiated engineer, the plethora of available corrosion moni-
toring techniques can be overwhelming in the absence of a categoriza-
tion scheme. The first classification can be to separate direct from
indirect techniques. Direct techniques measure parameters that are
directly associated with corrosion processes. Indirect techniques mea-
sure parameters that are only indirectly related to corrosion damage.
For example, measurements of potentials and current flow directly
associated with corrosion reactions in the linear polarization resis-
tance technique represent a direct corrosion rate measurement. The
measurement of the corrosion potential only is an indirect method, as
there is at best an indirect relationship between this potential and the
severity of corrosion damage.

A second categorization scheme is into intrusive and nonintrusive
forms. Intrusive techniques require direct access to the corrosive envi-
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ronment through a structure (pipe wall, aircraft skin, etc.). Sensors and
test specimens typify this approach. Nonintrusive methods require no
additional hardware to perform a corrosion measurement. A further
distinction is possible between on-line and off-line techniques. On-line
techniques are those with continuous monitoring capabilities during
operation, whereas off-line methods require periodic sampling and sep-
arate analysis. The basic principles for selecting important corrosion
monitoring techniques are described below, and the advantages and
limitations of these techniques are listed in Table 6.7.

Direct techniques

Corrosion coupons (intrusive). In what is perhaps the simplest form of cor-
rosion monitoring, small specimens are exposed to an environment for
a specific period of time and subsequently removed for weight loss
measurement and more detailed examination. Even though the prin-
ciple is very simple, there are numerous potential pitfalls, which can
be avoided by following the recommendations of a comprehensive
ASTM guide (ASTM G4 standard).

Electrical resistance (intrusive). The underlying principle of the widely
used electrical resistance (ER) probes is the simple concept that there
is an increase in electrical resistance as the cross-sectional area of a
sensing element is reduced by corrosion damage. Since temperature
has a strong influence on electrical resistance, ER sensors usually
measure the resistance of a corroding sensor element relative to that
of an identical shielded element. Commercial sensor elements are in
the form of plates, tubes, or wires (Fig. 6.15). Reducing the thickness
of the sensor elements can increase the sensitivity of these sensors.
However, improved sensitivity involves a tradeoff with reduced sensor
lifetime. ER probe manufacturers provide guidelines showing this
tradeoff for different sensor geometries (Fig. 6.16). The useful life of
ER probes other than wire sensors is usually up to the point where
their original thickness has been halved. For ER wire sensors the life-
time is lower, corresponding to loss of a quarter of the original thick-
ness. It is obvious that erroneous results will be obtained if conductive
corrosion products or surface deposits form on the sensing element.
Iron sulfide formed in sour oil/gas systems or in microbial corrosion
and carbonaceous deposits in atmospheric corrosion are relevant
examples.

Inductive resistance probes (intrusive). This recently developed technology is
a derivative of ER corrosion sensing.?’ The reduction in the thickness of
a sensing element is measured by changes in the inductive resistance
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TABLE 6.7 Advantages and Disadvantages of Corrosion Monitoring Techniques

Advantages

Disadvantages

Corrosion Coupons

Coupon exposures are simple and usually of low cost. Many forms of
corrosion can be monitored if detailed analysis is performed subsequent
to the exposure, but erosion and heat-transfer effects are not easily
simulated with coupons.

Long exposure periods may be required to obtain meaningful and
measurable weight loss data. Coupons have to be removed from plant
or equipment for analysis and corrosion rate determination. (Note:
Sample removal and cleaning affects the corrosion rate if the coupons
are subsequently reexposed.) These devices provide cumulative
retrospective information only. For example, if a stress corrosion crack
is found in a coupon after a 12-month exposure period, it is not
possible to say when the crack initiated and what specific conditions
led to the initiation or propagation of this crack. Importantly, the crack
growth rate also cannot be established with confidence, as the time of
its initiation is unknown. The cleaning, weighing, and microscopic
examination of coupons is usually labor-intensive.

Electrical Resistance (ER)

ER results are easily interpreted, and the technology is well supported
by several commercial suppliers. Continuous corrosion monitoring and
correlation with operational parameters are possible, provided
sufficiently sensitive sensor elements are selected. ER probes are more
convenient than coupons in the sense that results can be obtained
without retrieval and weight loss measurements. A combined thickness
loss due to corrosion and erosion can be measured.

ER probes are more convenient than coupons in the sense that results
can be obtained without retrieval and weight loss measurements. A
combined thickness loss due to corrosion and erosion can be measured.
ER probes are essentially suitable for monitoring only uniform
corrosion damage, whereas localized corrosion is usually of more
concern to industry. Generally, the sensitivity of ER probes is
insufficient to qualify for real-time corrosion measurements, with
transients of short duration going undetected. The probes are
unsuitable in the presence of conductive corrosion products or deposits.

Inductive Resistance

The measurement principle of detecting a thickness change in the

sensor element is relatively simple, and sensitivity is improved over that
of ER probes. The sensor signals are affected by temperature changes to

a lesser degree than electrical resistivity signals are.

The technique has been introduced only recently. In its present
commercial form, it would appear to be largely applicable to uniform
corrosion measurements only.
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Linear Polarization Resistance (LPR)

Interpretation of the measurements is straightforward. Continuous
on-line monitoring is possible, as the measurements take only take a few
minutes. The high sensitivity of this technique facilitates real-time
monitoring in appropriate environments.

The technique is based on uniform corrosion principles only. An
environment with relatively high ionic conductivity is required for
accurate measurements. Unstable corrosion potentials will produce
erroneous results. Even though the applied sensor perturbation is
small, repeated application over long times can lead to “artificial”
surface damage. In long-term exposures, surface colors visibly different
from those on freely corroding sensor elements have been noted on LPR
sensors. Idealized theoretical polarization conditions are assumed,
which is not necessarily the case in practice (see Sec. 7.3). The short-
circuiting of electrodes by conductive species will preclude valid
measurements.

Electrochemical Impedance Spectroscopy (EIS)

This technique is more suited to low-conductivity environments than DC
polarization and can also provide information on the state of organic
coatings. Recently, EIS-based systems for practical coating integrity
assessment have been introduced. Detailed characterization of the
corroding surface is theoretically possible.

The instrumentation and interpretation required to obtain full results
are typically complex. Consequently, full-frequency spectrum analysis
is very rarely applied in the field. Limited-frequency units, which are
comparable to LPR devices, have been developed specifically for field
use. The corrosion potential has to be very stable to permit meaningful
measurements at low frequencies. The technique is essentially limited
to uniform corrosion damage only, although it may be possible to detect
pitting damage in certain systems. The applied potential perturbation
may influence the condition of the corroding sensor element, especially
in repeated application over long time periods.

Harmonic Analysis

Theoretically, a rapid determination of all important kinetic parameters
may be possible.

At present, the reliability and application of this technique remain
essentially unproven. The instrumentation and theoretical basis of the
technique are complex and require specialized electrochemical
knowledge.
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TABLE 6.7 Advantages and Disadvantages of Corrosion Monitoring Techniques (Continued)

Advantages

Disadvantages

Electrochemical Noise (EN)

The technique is highly sensitive and performs well under conditions of
limited conductivity, such as thin-film corrosion. It is one of the very few
techniques with the ability to detect localized corrosion damage, such as
pitting damage to otherwise passive surfaces and certain submodes of
stress corrosion cracking.

Although the number of applications has grown considerably, the
technique remains somewhat controversial. The data analysis
requirements are complex, and substantial experience is required for
interpreting “raw” noise records.

Zero Resistance Ammetry (ZRA)

These measurements represent a simple method of monitoring galvanic
corrosion and the effect of treatments to prevent it.

The measured currents may not represent actual galvanic corrosion
rates, as this form of corrosion is highly dependent on the anode:cathode
area ratio. An increase in current readings is not always directly
associated with an actual increase in corrosion rates.

Potentiodynamic Polarization

Kinetic information and an overall picture of the material’s corrosion
behavior can be obtained relatively quickly (compared to, say, coupon
exposures).

These techniques are usually limited to laboratory studies, as specialized
skills are required to interpret the data. The applied polarization levels
may change the sensor surface irreversibly, especially if pitting damage
is induced in the anodic cycle. These measurements are generally
applicable only to fully immersed probes in conducting solutions.
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Thin-Layer Activation (TLA)

The measurement principle of the technique is relatively simple, and the
direct measurement on actual components is a desirable feature.
Selected small areas can be irradiated, to monitor the degradation of a
particular weld zone, for example. The technique can be applied to study
erosion effects.

The instrumentation used to irradiate the surfaces can accommodate
only small components. The technological infrastructure required to
perform the surface activation is substantial and is not readily
accessible in all countries. From fundamental principles, the
measurements are meaningful only if the radioactive isotopes are
removed from the surface undergoing corrosion damage. If they remain
in the corrosion products building up on surfaces, the thickness
reduction will not be detected. The sensitivity of the technique is
generally relatively low. The technique is not yet widely utilized.

Electrical Field Signature Method (EFSM)

Corrosion damage is monitored over large sections of actual structures.
Once the instruments are installed, corrosion monitoring can be
performed over many years with m