Cusksd pas g Jloio

Probability and Uncertainty

U Since Zadeh proposed the fuzzy concept in 1965, there have
been many discussions about the relationship between the fuzzy

theory and probability theory.

U Both theories express uncertainty, have their values in the
range of [0, 1], and have similarities in many aspects.

A In this section, we review the definitions of the two theories
and compare them.

Probability Theory

Probability theory deals with the probability for an element to
occur in universal set. We call the element as event and the
set of possible events as sample space. In the sample space,
the elements, i.e., events are mutually exclusive.
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Example 7.1 When we play a six-side-dice, the sample space is S={l, 2,
3, 4, 5, 6}. Among these six events, only one event can occur. The
probability for any of these six events is 1/6.

An event might contain multiple elements. Consider two events A and B
as follows.

A= {35, B=1{23].
The union and the intersection of these two events are,
AuB={1235}, AnB={13}
and the complement of the event A is
A={246}. =«

Definition (Probability distribution) To express the probability of events
to occur in the sample space, we can define the probability distribution as
follows.

The probability distrivution P is a numerically valued function that
assigns a number P(4) to event A so that the following axioms hold. In
the axioms, S denotes the sample space.

i) 0sP(A)=<1,

ii) P(S)=1,

iii) For the mutually exclusive events A;, 4,, ... (that is, for any i+ J,

AN 4; =)

P(;A,):iP(A,.). 0

If the probability distribution is defined, the following properties are
satisfied.
(1) P(AUB)=P(A)+ P(B)—P(ANB).
2) P(AUB)=P(A)+P(B),if AnB=0.

(3) P(A)+P(A)=1.
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Now assume that there are two sample spaces S and S', and an event 4
can occur in § and B in §'. When these events can occur in the mutually
independent manner, the joint probability P(AB) for both 4 and B to occur
is

P(AB)=P(A)- P(B).
The conditional probability P(A|B) for A provided that the event B has
occurred is

P(AB)

P(A| B) = o

7.1.2 Possibility Distribution

Fuzzy set A is defined on an universal set X and each element in the
universal set has its membership degree in [0, 1] for the set 4.

M (x)>0 for xe 4

=0 otherwise.

The membership function 4 4 can be defined as a possibility
distribution function for the set A on the universal set X. The possibility of

element x is denoted as [ 4(x) and these possibilities define the fuzzy set
A.

We know the probability distribution P is defined on a sample space S
and the sum of these probabilities should be equal to 1. Meanwhile, the
possibility distribution is defined on an universal set X but there is not limit
for the sum.
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Example 7.2 Suppose the following proposition :
*“ Sophie has x sisters. ”
xE N={1,2,3,4,... 10}.

Both probability distribution and possibility distribution can be used to
define the variable x in N (Table 7.1). If we use the probability distribution
P, the probability of having x sister(s) is defined by P(x). By the
possibility distribution £, we define the possibility with x sisters as
L a(x). The set N is considered as a sample space in the probability
distribution and as a universal set in the possibility distribution.

Table 7.1. Possibility and Probability

6 7 8 9 10

wh

X 1 2 3 4

P(x) 04 03 02 0.1 0 0 0 0 0 0

(x) 0.9 1.0 1.0 0.7 0.5 0.2 0.1 0 0 0
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We see that the sum of the probabilitis is equel to 1 but that of
the possibilities is greater than 1. In (Table 7.1.),

we can see that higher possibility does not always means higher
probability.

But lower possibility leads to lower probability.

So we can say that the possibility is the upper bound of the
probability.

7.1.3 Comparison of Probability and Possibility

Probability and possibility have something in common: they both describe
uncertainty. The possibility can be regarded as the upper bound of proba-
bility value. That is, the possibility z(A4) and probability P(4) of an
event A have the following relation.

Hu(A) =z P(A).

If the events A, A, ..., 4, are mutually exclusive, the probability of
union of these events is equivalent to the sum of the probabilities of each
event, and that of intersection is equivalent to the multiplication.

P(UA)=>) P(4)

P(NA)=P(A4)-P(4,)-.... P(4,).

The possibility for union of those events has the maximum value and that
for intersection has the minimum. (Table 7.2) compares the characteristics
of possibility with those of probability.
p(UA)=Max u(A)
i i

#(OA) = Min u(4)
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Table 7.2. Comparison of Possibility and Probability

Possibility Probability
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Fuzzy Event

When dealing with the ordinary probability theory, an event has its precise
boundary. For instance, if an-event is 4={1,3,5}, its boundary is sharp and
thus it can be represented as a crisp set. When we deal an event whose
boundary is not sharp, it can be considered as a fuzzy set, that is, a fuzzy
event. For example,

B = * small integer ” = {(1, 0.9), (2, 0.5), (3, 0.3)}

How would we deal with the probability of such fuzzy events?
We can identify the probability in two manners:

» One is dealing with the probability as a crisp value(crisp
probability)

» and the other as a fuzzy set(fuzzy probability).

7.2.1 Crisp Probability of Fuzzy Event

Let a crisp event A be defined in the space R” All events in the space

R” are mutually exclusive and the probability of each event is,

P(4) = [aP

and for discrete event in the space ‘R",

P(4) =) P(x).

xeAd

Let u,(x) be the membership function of the event(set) 4 and the

expectation of u (x) be E,(u,). Then the following relationship is
satisfied.

P(A) = (u,dP = E,(1,)

for discrete elements,

P(A)=Y u,(x)P(x).

xeAd
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Definition (Crisp probability of fuzzy event) Let event 4 be a fuzzy
event or a fuzzy set considered in the space R":

A={(x,u,(x))| xeRN"}
The probability for this fuzzy set is defined as follows:

P(A) = [p,dP=E,(u,)

and alternatively,

P(A) =) p,(x)P(x). o

xeAd

Example 7.3 Assume that the sample space S={a,b,c,d} is given as in (Fig
7.1.) Each element is mutually exclusive, and each probability is given as,
P(a) =0.2, P(b) = 0.5, P(c) = 0.2, P(d) = 0.1.

Think about a crisp event 4={a,b,c} in the sample space S with its
characteristic function given as (Fig 7.2),
Hya)=p,b)=p,(c)=1, pu,(d)=0
the probability of the crisp event 4 can be calculated from the following

procedure.
P(A)=1-02+1-0.5+1-0.2=0.9.

A f 3
Pl 4, (x)
1 1
0.5
05 (.2 02 0.5
b— 0'] f—
0.2 l—l 0.2
0.1 S 0.1 >
a b ¢ d a b (- d
Fig. 7.1. Sample space S and Probability Fig. 7.2. Crisp event A
A
A (x) 1.0
L F
0.5
0s|
= 0.1
0.2} 2
0.1 ] »

a b [ d

Fig. 7.3. Fuzzy event A
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now consider the event 4 as a fuzzy event (Fig 7.3). That is,

A=1{(a,0.5),(b,1),(c,0.1)}.
The crisp probability for the fuzzy event 4 is,
P(A)=05-0.24+1-0.5+0.1-0.2=0.62.

7.2.2 Fuzzy Probability of Fuzzy Event

Given the following fuzzy event in the sample space S,

A={(x,p1,(x)| xS},

The a-cut set of the event(set) A is given as the following crisp set.
A, ={x|p,(x)2a}.

a

The probability of the a-cut event is as following:

P4, Y= P(x);

xeAd,

Here, A, is the union of mutually exclusive events. The probability of
A, is the sum of the probability of each event in the a-cut set A, . For the
probability of the a.-cut event, we can say that

“The possibility of the probability of set A, to be P(A, ) is a”
taking this interpretation, there are multiple cases for the fuzzy probability
P(A) according to the value a.

3/6/2011
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Definition (Fuzzy probability of fuzzy event) Fuzzy event A, its a-cut

event A, and the probability P(A,) are provided from the above procedure.

The fuzzy probability P(A) is defined as follows:
P(A)={(P(4,),@)|x€[0]1]}. o

Of course, the value of @ is an element in the level set of fuzzy set 4. We

used the same kind of interpretation when we discussed about the fuzzy
cardinality of fuzzy set in chapter 1.

Example 7.4 Assume the probability of each element in the sample space
S={a,b,c,d} as shown in (Fig 7.4.)
P(a) = 0.2, P(b) = 0.3, P(c) = 0.4, P(d) = 0.1
A fuzzy event A4 is given in (Fig 7.5.)
A ={(a,)),(,0.8),(c,0.5),(d,0.3)}
taking the a-cut event A, , we get crisp events.

A,, ={a,b,c,d}
A, ={a,b,c}

A,z ={a,b}.
A
P(x)
1 F
05 0.4
0.4 0.3
03 02
0.2
7 il | >
a b c d g
h
Fig. 7.4. Sample space S = {a,b,c,d} ;ﬂ(x)‘ 1.0
i F
It 0.8
0.8
I8 05
0.5
= 03
0.3

Fig. 7.5. Fuzzy event A
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A, ={a}
since these are crisp events, we can easily calculate the probabilities of
each a-cut event.

P(4,,)=02+03+04+0.1=1
P(4,5)=024+03+04=09
P(A,.)=02+03=0.5

P(A4,)=0.2.
Now, the possibility for this fuzzy event 4 to be P(A, )is a, and the
probability of the fuzzy event 4 is given as follows (Fig7.6):
P(A) =1{(1,0.3),(0.9,0.5),(0.5,0.8),(0.2,1)} . o
a 4
il
0.8

1.0

05

0.5
03

0.2 05 09 1 P(AD

Fig. 7.6. Fuzzy probability

Uncertainty
7.3.1 Uncertainty Level of Element

Suppose students a, b, ¢ and d take the entrance examination for college 4.
The possibility for each student to enter the college is 0.2, 0.5, 0.9 and 1
respectively. At this point, the possibilities can be identified as a fuzzy set.
That is, let the college be a fuzzy set 4 and a, b, ¢ and d be the elements of
A. The possibilities to be contained in 4 can be expressed as the values of
membership function (Fig 7.7).

n(a)=02, u,(b)=0J5, m,(c)=09, pu,(d)=1.

When discussing the possibilities to be in A, which of
these elements a, b, c and d has the largest
uncertainty?

3/6/2011
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First, the element d has the concrete possibility, we say it has the least
uncertainty. The element a, on the other hand, has almost no possibility to
pass the examination. This student doesn’t expect too much for his success
and we might say he has relatively less uncertainty. However, the student b
might have the most uncertainty since he has the possibility 0.5.

» When the possibility is near to 0.5, the uncertainty gets the
highest.

» As the possibility approaches 0 or 1, the uncertainty decreases.

u ot
1 -
0.9

0.2"[_
>

a b ¢ d

Fig. 7.7. Fuzzy set A

7.3.2 Fuzziness of Fuzzy Set

Suppose students a, b, ¢ and d apply to B college and consider B as a fuzzy
set, the possibilities for those students to succeed in the entrance
examination are shown in the following membership functions (Fig 7.8).

H(a)=04, u,(6)=0.7, p,(c)=0.6, u,(d)=0.5.

Comparing the fuzzy sets A and B, which one is more uncertain?

u u
1| L=
0.9
0.7
0.6~
0ar 0.5
- war |_
|
AT x a b ¢ d .
X
Fig. 7.8. Fuzzy set B Fig. 7.7. Fuzzy set A
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» Comparisons element by element, the elements of B are more
uncertain (the values of membership functions are closer to 0.5).

» So, the fuzzy set B has more uncertain states comparing with
A.

» So as to speak, B is relatively more fuzzy.
» If we consider another fuzzy set C, each element of which

having its membership degree 0.5, the fuzzy set C has the
largest degree of fuzziness (uncertainty).

Measure of Fuzziness

Fuzziness is termed for the case when representation of uncertainty level is

needed. The function for this fuzziness is called measure of fuzziness. The
function f'denoting the measure of fuzziness is
f:PX)—R.

In the function, P(X) is the power set gathering all subsets of the

universal set X, and R is the real number domain. The function f grants the

real value f{4) to the subset A of X, and the value indicates the fuzziness of

set A, there are three conditions for the measures to observe.

(Axiom F1) f{4) = 0 iff 4 is a crisp set.

The fuzziness should have the value 0 when the set is crisp (Fig 7.9).

3/6/2011
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(Axiom F2) When the uncertainty of A4 is less than that of B , the
measured value f{4) should be less than f{B). When we denote it by 4
< B and say that A4 is sharper than B, the following relation should be
satisfied.

f4) < AB).

The relation implies the monotonicity property.

Hy (A
F

Fig. 7.10. When A is sharper than B, fl4) = f(B).

Example 7.5 When two fuzzy sets 4 and B are presented (Fig 7.10), the
fact that A is sharper than B is defined as following. That is, if 4 < B
holds, then the followings are satisfied.

i) when g (x)<3, m,(x)< uy(x)
ii) when g (x)=1, u,(x)2= uy(x)
By the axiom F2, the relation f(A)< f(B) should be satisfied. o

(Axiom F3) If the fuzziness is the maximum, the measure f{B) should
have the maximum value.

3/6/2011
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Example 7.6 For the deep understanding of the axiom F3, think of the case
that the uncertainty is the maximum. If the membership degree of each
element x in fuzzy set A4 is 0.5, the uncertainty has the maximum. That is,
for all elements x&=A4,  4(x)=0.5, and then the fuzziness measure f{4) is
also the maximum (Fig 7.11). =)

Hy (-’:)A

0.5

Fig. 7.11. Maximum uncertainty f{A4).

7.4.2 Measure using Entropy

In this section, a fuzziness measure based on Shannon’s entropy is
explained. Shannon’s entropy is widely used in measuring the amount of
uncertainty or information, and is considered as the fundamental theory in
the information theory.

Definition (Shannon’s entropy)
H(P(x))=-Y P(x)log,P(x), VxeX. o
xelX

In the rest of the section, P(x) denotes the probability distribution in the
universal set X for all x € X.

3/6/2011
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Example 7.7 To know more about the entropy, consider the following
examples with two probability distributions P and P".

i) Probability distribution P
For the universal set X={a,b,c}, the probability distribution P is given
as,

P(a)=1/3, P(b)=1/3, P(c)=1/3,
P(a)+ P(b)+ P(c)=1.

The probabilities of all elements in X are equal to each other, and the
sum of the probabilities is 1. The uncertainty of one element’s
occurrence is measured by the Shannon’s entropy.

H(P) =—{}log, } +4log,  +1log, 4]

=-log, + =log, 3=1.6.

ii) Probability distribution P’
Assume there is a probability distribution P’ for X as follows.

P'(a)=1/2, P(b)=1/2, P'(c)=0
The uncertainty is, -
H(P')=-[tlog, 1 +1log, 1 +0]
=-log,+=1log, 2 =1.

The uncertainty for P is greater than that of P’ (Fig 7.12). o

3/6/2011
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In the above example, when the probability distribution is P’, the
possibility for the element ¢ to occur is 0. So we do not need to consider c.
But in the probability distribution P, we need to consider the three
elements, a,b,c. So the uncertainty H(P) is greater than H(P’). When there
are only two events and the probability of each event is 0.5, the amount of
information is the maximum at 1 as in the case P’

Since the Shannon’s entropy is based on the probability distribution, the
total probabilities of all elements is 1.

Y P(x)=1.
X

But for fuzzy sets, this restriction is unnecessary. If a fuzzy set 4 is
defined in the universal set X by a membership function u 4(x), the
following restriction is not required.

Zp_,, (x)=1 (not necessary).
£

Definition (measure of fuzziness)

F(A) == [, (x)log, 1,(x)+ (1 - p,(x))log,(1 - ,(x))].

xeX

This is the sum of the uncertainties of a fuzzy set 4 defined by the

membership function & 4(x) and its complement A defined by[1-4 4(x)]

The normalized measure f'(A) of the measure f{4) is defined as the
following
2 J/(4)
A)=——.
I X]
In the above,|X] denotes the cardinality of the universal set X and the
normalized measure observes this relation

0< f(4)<1

this measure satisfies the axiom (F1) and (F2).

3/6/2011
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Example 7.8 Suppose that there are two fuzzy sets 4 and A4’ in X={a,b,c}
(Fig 7.13).
i) Assume that a fuzzy set 4 is given as
A ={(a,0.5),(6,0.2),(c,])}.
The fuzziness of the fuzzy set A is,
f(A)=—0.5log 0.5+0.5log 0.5+0.2log, 0.2+0.8log 0.8+1log 1+0)

$1p 5 P2y g P2

1 4 5
=log,2+—log,5+—log, —
2, 5 g, 5 &4

=log,5-0.6=1.7.
and the normalized measure yields,
A, A [y
Fo=tSD 1 5.
x| 3
'y A
I ! §
0.5 0.5
0.4
0.3
02l )
0.1 - - - - . : . "
fuzzy set A fuzzy set A'
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ii) The fuzzy set A’ is given as follows.

A" ={(a,0.5),(6,0.5),(c,0.5)}
The fuzziness for the fuzzy set 4 is,
f(A)=—0.51og, 0.5+0.51lo0g, 0.5+0.51log, 0.5
+0.5log, 0.5+0.51log, 0.5+0.510g, 0.5)
=—(3log, 0.5) =3log, 2 =3,

and the normalized measure is,

o f(A) 3
Ply= =l

The membership degrees of all elements in 4" are 0.5. So the
uncertainty of the fuzzy set A’ is larger. Consequently, the fuzziness of 4’

is greater than that of 4
f(A)<f(4). o

We state that the uncertainty is the largest when the membership
degrees are all 0.5. And the normalized fuzziness of such fuzzy set is 1.

7.4.3 Measure using Metric Distance

Another measure of fuzziness is the one that is based on the concept of
metric distance. We talked about Hamming distance and Euclidean
distance in sec 2.5. A crisp set C that corresponds to a fuzzy set A4 is
introduced for the distance measure (Fig 7.14).

Uo(x)=0 i jAx)sS

He(x)=1 if p,(x)>

R = | =

3/6/2011
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A
1 A
a b [
A
1
C
0.5 )
>
a b ¢

Fig. 7.14. Fuzzy set A and its corresponding Crisp set C

Definition (Hamming distance) The measure of fuzziness fl4) is
expressed as,

fA) =Y |, x)-pe(x)|. o

xe X

Definition (Euclidean distance) The measure of fuzziness f{4) is,
I

f(A)=(Z[,u,4(x)—,u(-(x)]2]2.

xeX
The closer to 0.5 the values of membership function are, the larger the
fuzziness is measured.
Definition (Minkowski distance) Generalizing Hamming distance and

Euclidean distance, the following Minkowski's measure yields
i

f(A) = [Zl;:,,(x) — e (0" ) .

xeX

O
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The Minkowski’s measure holds for w & [/, 2©]|. When w=1, it becomes
Hamming distance, and when w=2, it is Euclidean distance. We easily see
that the previously introduced measures of fuzziness also satisfy the
axioms (F1) and (F2).

Example 7.9 Consider the sets 4 and A'in (Fig 7.13.) Hamming
distances f(A) and f(A") can be calculated as in the following.

f(4)=0.5-0|+]0.2— 0 +|1 1|
=0.5+02+0=0.7
f(A)=(0.5-0[+|0.5-0]+[0.5-0f
=0.5+0.5+05=1.5.
The relation f(A)< f(A") holds in the above. The Hamming

measure of fuzziness can be normalized like this.

y f(A)
Ay==2> "2
0< f(A)<1.

The symbol |X] denotes the cardinality of the universal set X. The
normalized measure of the previous example is

- 0.7
A)= =0.47.
J(4) T o
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