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Chapter 1

Primary Decomposition

1.1 Ring Theory Background

In this talks, by a ring we always understand a commutative ring with unit; ring

homomorphisms ϕ : R −→ S are assumed to take the unit element of R into

the unit element of S. When we say that R is a subring of S it is understood

that the unit element of R and S coincide.

Recall. Let I, J be ideals of a ring R, and let {Iα}α∈Λ be a family of ideals of

R. Then

(1) I + J := {a+ b|a ∈ I, b ∈ J},

(2)
∑
α∈Λ Iα := {

∑
α∈Λ′ xα|Λ′ is a finite subset of Λ},

(3) IJ := {a1b1 + a2b2 + . . .+ anbn|ai ∈ I, bi ∈ J},

(4) Spec(R):= the set of all prime ideals of R,

(5) V (I) := {p ∈ Spec(R)|I ⊆ p},

(6) Min(I) := MinV (I) = Min{p ∈ Spec(R)|I ⊆ p},

(7) Min(R) := Min(0) = Min(Spec(R)),

(8) Max(R):= the set of all maximal ideals of R= Max(Spec(R)),

(9)
√
I := {a ∈ R|an ∈ I for some n ∈ N} =

⋂
p∈V (I) p =

⋂
p∈Min(I) p,

(10) (I :R J) = (I : J) =: {a ∈ R|aJ ⊆ I}.

2
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Definition 1.1.1. (Extension and Contraction). Let f : R −→ S be a ring

homomorphism. If I is an ideal in R, the set f(I) is not necessarily an ideal of

S. The extension Ie (or IS) of I is the ideal

Ie = IS :=< f(I) >=< f(x)|x ∈ I > .

If J is an ideal in S, then f−1(J) is always an ideal of R. The contraction Jc

of J is the ideal

Jc = f−1(J) = {x ∈ R|f(x) ∈ J}.

Exercise 1. Let I, J,K be ideals of a ring R, and let {Iα}α∈Λ be a family of

ideals of R. Show that:

(1) (I : J) is an ideal of R,

(2) I ⊆ (I : J),

(3) ((I : J) : K) = (I : JK) = ((I : K) : J),

(4) (
⋂
α Iα : J) =

⋂
α(Iα : J),

(5) (J :
∑
α∈Λ Iα) =

⋂
α(J : Iα).

Exercise 2. Let f : R −→ S be a ring homomorphism and I, I1, I2 are ideals

of R and J, J1, J2 are ideals of S. Show that:

(1) I ⊆ Iec and Jce ⊆ J ,

(2) Iece = Ie and Jcec = Jc,

(3) (I1 + I2)e = Ie1 + Ie2 and (J1 + J2)c ⊇ Jc1 + Jc2 ,

(4) (I1 ∩ I2)e ⊆ Ie1 ∩ Ie2 and (J1 ∩ J2)c = Jc1 ∩ Jc2 ,

(5) (I1I2)e = Ie1I
e
2 and (J1J2)c ⊇ Jc1J

c
2 ,

(6) (I1 : I2)e ⊆ (Ie1 : Ie2) and (J1 : J2)c ⊆ (Jc1 : Jc2),

Exercise 3. Let f : R −→ S be a homomorphism and I, I1, I2 are ideals of R

and J is an ideal of S. Show that:

(1) I ⊆
√
I,

(2)
√√

I =
√
I,

(3)
√
I1I2 =

√
I1 ∩ I2 =

√
I1 ∩

√
I2,
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(4)
√
I1 + I2 =

√√
I1 +

√
I2,

(5)
√
I = R⇐⇒ I = R,

(6)
√
I1 +

√
I2 = R =⇒ I1 + I2 = R,

(7)
√
In =

√
I, for all n ∈ N,

(8) if
√
I is finitely generated, then there exists n ∈ N such that (

√
I)n ⊆ I,

(9) if p is a prime ideal of R,
√

pn = p, for all n ∈ N,

(10) (
√
I)e ⊆

√
Ie and (

√
J)c =

√
Jc.

Theorem 1.1.2. Let I be an ideal of a ring R. Then the following are equiva-

lent:

(1) The set Min(I) is finite,

(2) For any p ∈ Min(I) there exists a finitely generated ideal p∗/I of R/I such

that p∗ ⊆ p and Min(p∗) is finite.

Proof. Without loss of generality we may assume that I = 0.

(1) =⇒(2): Let p∗ = 0.

(2) =⇒(1): Let S denote the collection of finitely generated ideals I of R such

that Min(I) is finite. Set

T = {J |J is an ideal of R such that I 6⊆ J for any I ∈ S}.

If 0 6∈ T , then 0 ∈ S and hence Min(R) is finite. Thus we may assume

that 0 ∈ T . Since the collection T is nonempty and elements of S is finitely

generated, T is inductive and hence by Zorn’s Lemma has a maximal element q.

We show that q is a prime ideal of R. If q is not prime then there exist a, b ∈ R\q

such that ab ∈ q. Therefore there exist I1, I2 ∈ S such that I1 ⊆ q + Ra and

I2 ⊆ q +Rb. So, we have

I1I2 ⊆ (q +Ra)(q +Rb) ⊆ q2 + qRb+ qRa+Rab ⊆ q.

On the other hand, Min(I1I2) ⊆ Min(I1) ∪Min(I2). Therefore I1I2 ∈ S, which

is a contradiction. Thus q is a prime ideal of R. Let p be a minimal prime ideal

of R such that p ⊆ q. There exists p∗ ∈ S such that p∗ ⊆ p. Thus q 6∈ T and

this is also a contradiction.
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The following result is the main result of [1].

Theorem 1.1.3. (Anderson’s Theorem). Let I be an ideal of a ring R. If

each p ∈ Min(I) is finitely generated ideal, then Min(I) is finite.

Proof. This follows immediately from the above theorem.

Theorem 1.1.4. Let R be a ring. Then the following are equivalent:

(1) R is Artinian.

(2) R is Noetherian and Spec(R) = Max(R).

Proof. See Chapter 2 of [10] or Corollary 8.45 of [12].

1.2 Primary Ideals

Definition 1.2.1. A proper ideal q of a ring R is said to be a primary ideal

if, for a, b ∈ R, we have

ab ∈ q =⇒ a ∈ q or b ∈
√

q.

Lemma and Definition. Let q be a primary ideal of R. Then p :=
√

q is a

prime ideal of R, and we say that q is p−primary.

Proof. Let ab ∈ √q. Then there is an element n ∈ N such that anbn = (ab)n ∈ q.

Since q is primary, we have that an ∈ q or bn ∈ √q. It follows that a ∈ √q or

b ∈
√√

q =
√

q. Therefore,
√

q is a prime ideal and the proof is complete.

Theorem 1.2.2. Let q1, q2, . . . , qn be p−primary ideals of R. Then
⋂n
i=1 qi is

also a p−primary ideal of R.

Proof. By Exercise 3(3), we have
√⋂n

i=1 qi =
⋂n
i=1

√
qi = p. Now let ab ∈⋂n

i=1 qi and a 6∈
⋂n
i=1 qi. Then there exists 1 ≤ j ≤ n such that a 6∈ qj . Since

ab ∈ qj and qj is p−primary, we have b ∈ √qj = p. This proves the theorem.

Theorem 1.2.3. Let q be an ideal of a ring R, and
√

q = m ∈ MaxR. Then q

is m−primary.
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Proof. q is a proper ideal, since q ⊆ √
q = m  R. Now, let ab ∈ q and

b 6∈ √q = m. Then bR +
√

q = R and so
√
bR +

√
q = R. From the Exercise

3(6), we have bR+ q = R. It follows that br + q = 1 for some r ∈ R and q ∈ q.

Therefore a = abr + aq ∈ q. This proves the theorem.

Notation. Let I be an ideal of R and x ∈ R. Then (I : Rx) may be denoted

simply by (I : x).

Theorem 1.2.4. Let q be a p−primary ideal of R. Then

(1) if x ∈ q, then (q : x) = R,

(2) if x 6∈ q, then (q : x) is p−primary,

(3) if x 6∈ p, then (q : x) = q.

Proof. (1): Trivial.

(2): First we show that
√

(q : x) = p. We have

q ⊆ (q : x) ⊆
√

q =⇒
√

q ⊆
√

(q : x) ⊆
√

q =⇒
√

(q : x) =
√

q = p.

Now let ab ∈ (q : x) and a 6∈ (q : x). Then abx ∈ q and ax 6∈ q. By definition

we have b ∈ √q = p =
√

(q : x) and so (q : x) is p−primary.

(3): Clearly (q : x) ⊆ q. Now let a ∈ (q : x), then ax ∈ q and hence a ∈ q, by

definition.

Theorem 1.2.5. Let ϕ : R −→ S be a ring homomorphism, let q be a p−primary

ideal of S. Then qc is pc−primary ideal of R.

Proof. qc is proper, since

q 6= S =⇒ 1S = ϕ(1R) 6∈ q =⇒ 1R 6∈ qc =⇒ qc 6= R.

Now let ab ∈ qc and a 6∈ qc. Then ϕ(a)ϕ(b) ∈ q and ϕ(a) 6∈ q. Therefore

ϕ(b) ∈ √
q and so b ∈ √

qc. Hence the assertion follows from the fact that
√

qc =
√

qc = pc.

Exercise 4. Let ϕ : R −→ S be an epimorphism and let q be a p−primary

ideal of R such that kerϕ ⊆ q. Show that qe is pe−primary ideal of S.
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1.3 Associated prime ideals

Definition 1.3.1. Let N,K be two submodules of an R-module M . We denote

the ideal

{a ∈ R|aK ⊆ N}

by (N : K) (or (N :R K) if it is desired to emphasize the underlying ring

concerned). In special case in which N = 0, the ideal (0 :R K) is called the

annihilator of K and denoted by AnnRK or AnnK.

If x ∈M , then AnnR(Rx) may be denoted simply by AnnRx or Annx.

Exercise 5. Let N be a submodule of an R-module M , and let {Nα}∈α be a

family of submodules of M . Show that:

(1) (
⋂
αNα : N) =

⋂
α(Nα : N),

(2) (N :
∑
α∈ΛNα) =

⋂
α(N : Nα).

Definition 1.3.2. Let M be an R-module. Then the set of associated prime

ideals of M is defined as follows:

AssRM = AssM := {p ∈ SpecR|∃0 6= x ∈M : p = Annx}.

It is clear that ifM andM ′ are isomorphic R-modules, then AssM = AssM ′.

Theorem 1.3.3. Let M be a module over a Noetherian ring R. Then

M 6= (0) ⇐⇒ AssM 6= ∅.

Proof. (⇐=) : Trivial.

(=⇒) : Set

Σ = {Annx|0 6= x ∈M}.

Let Annx0 be a maximal element of Σ. It is enough to show that Annx0 is a

prime ideal of R. Let ab ∈ Annx0 and a 6∈ Annx0. Since Annx0 ⊆ Annax0, by

the maximality of Annx0, we have Annx0 = Annax0. Thus b ∈ Annx0. This

proves the theorem.
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Proposition 1.3.4. Let N be a submodule of an R-module M . Then:

(1) AssN ⊆ AssM ,

(2) If M ∼= R/p for some p ∈ Spec(R), then AssM = {p} (in fact, p = AnnRx

for any 0 6= x ∈M),

(3) p ∈ AssM ⇐⇒ ∃M1 ≤M such that M1
∼= R/p.

Proof. (1): Trivial.

(2): Let ϕ : M −→ R/p be an isomorphism. If 0 6= x ∈M , then 0 6= ϕ(x) ∈

R/p and hence AnnRx = AnnRϕ(x) = p.

(3)(⇒): Let p ∈ AssM . Then there exits x ∈M such that p = Annx. Define

ϕ : R −→ Rx

r 7−→ rx.

Then ϕ is an epimorphism and Kerϕ = Annx = p. Therefore Rx ∼= R/p. Now

the assertion follows if we take M1 := Rx.

(⇐): Let M1
∼= R/p. If 0 6= x ∈ M1, then Annx = p by part (1). It follows

that p ∈ AssM .

This proposition will be used several times in the sequel.

Recall. Let M be an R-module. The set of all zero divisors on M is:

Z(M) = {a ∈ R|∃0 6= x ∈M : ax = 0}.

Theorem 1.3.5. Let M be a module over a Noetherian ring R. Then

Z(M) =
⋃

p∈AssM

p.

Proof. ⊇: Trivial.

⊆: Let a ∈ Z(M). Then there exists 0 6= x ∈M such that ax = 0. Let N = Rx.

By Theorem 1.3.3, AssN 6= ∅. So, there exits r ∈ R such that p := Annrx ∈

AssN . It follows from Proposition 1.3.4(1) that a ∈ p ⊆
⋃

p∈AssM p.

Exercise 6. Let M be a non zero R-module and let p ∈ SpecR. Show that:

p ∈ Min(AnnM) =⇒ p ⊆ Z(M).
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Theorem 1.3.6. Let M be a non zero finitely generated module over a Noethe-

rian ring R. Then there exists a chain

(0) = M0 ⊆M1 ⊆ · · · ⊆Mn = M

of submodules of M such that for each i we have Mi/Mi−1
∼= R/pi with pi ∈

Spec(R).

Proof. Since M 6= (0), then there exists a submodule M1 of M such that M1
∼=

R/p1 with p1 ∈ Spec(R). If M/M1 6= (0), then there exists a submodule

M2/M1 of M/M1 such that M2/M1
∼= R/p2 with p2 ∈ Spec(R). Since M is

Noetherian the above process must terminate, and hence there is n ∈ N such

that M/Mn = (0). This concludes the proof.

Theorem 1.3.7. Let 0 −→ N −→ M −→ K −→ 0 be an exact sequence of

R-modules. Then

AssN ⊆ AssM ⊆ AssN ∪AssK.

Proof. Without loss of generality, we may assume N ⊆ M and K = M/N . By

Proposition 1.3.4(1), AssN ⊆ AssM . Now let p ∈ AssM . Then there exists

a submodule M1 of M such that M1
∼= R/p with p ∈ Spec(R). We have two

cases:

Case 1: M1 ∩ N = (0). In this case we have (M1 + N)/N ∼= M1 and so

p ∈ Ass(M1 +N)/N ⊆ Ass(M/N).

Case 2: M1 ∩ N 6= (0). If 0 6= x ∈ M1 ∩ N , then by Proposition 1.3.4(3),

p = Annx and so p ∈ AssN .

Theorem 1.3.8. Let M be an R-module and let (0) = M0 ⊆M1 ⊆ · · · ⊆Mn =

M be a chain of submodules of M such that for each i we have Mi/Mi−1
∼= R/pi

with pi ∈ Spec(R). Then

AssM ⊆ {p1, . . . , pn}.

Proof. We use induction on n. If n = 1, there is nothing to prove. Assume

inductively that n > 1 and the result settled for all i < n. From the above
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theorem and induction hypothesis, we have

AssM ⊆ AssMn−1 ∪Ass(M/Mn−1) = AssMn−1 ∪ {pn} ⊆ {p1, . . . , pn}.

Corollary 1.3.9. Let M be a finitely generated module over a Noetherian ring

R. Then |AssM | <∞.

Proof. The assertion follows from Theorem 1.3.6 and Theorem 1.3.8.

Theorem 1.3.10. Let {Mi}ni=1 be a family of R-modules. Then

Ass(⊕ni=1Mi) = ∪ni=1AssMi.

Proof. The right-hand side is clearly included in the left-hand side; we prove

the converse by induction on n. If n = 1, there is nothing to prove. Assume

inductively that n > 1 and the result settled for all i < n. From the exact

sequence

0 −→M1 −→ ⊕ni=1Mi −→ ⊕ni=2Mi −→ 0

and the induction hypothesis, we have

Ass(⊕ni=1Mi) ⊆ AssM1∪Ass(⊕ni=2Mi) ⊆ (AssM1)∪(∪ni=2AssMi) = ∪ni=1AssMi.

Exercise 7. Let {Mi}i∈I be a family of R-modules. Then

Ass(⊕i∈IMi) = ∪i∈IAssMi.

Corollary 1.3.11. Let {Ni}ni=1 be a family of submodules of an R-module M .

If N = ∩ni=1Ni, then

Ass(M/N) ⊆ ∪ni=1Ass(M/Ni).

Proof. It is clear that the map
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ϕ : M/N −→ ⊕ni=1M/Ni

(x+N) 7−→ (x+N1, · · · , x+Nn).

is a monomorphism. Hence the Theorem 1.3.11 implies

Ass(M/N) = Assϕ(M/N) ⊆ Ass⊕ni=1 (M/Ni) = ∪ni=1Ass(M/Ni).

Theorem 1.3.12. (Bourbaki’s Theorem [3]). Let M be a Noetherian R-

module and B ⊆ AssM . Then there exists a submodule N of M such that

Ass(M/N) = B,

AssN = AssM − B.

Proof. Set

Σ = {K ≤M |AssK ⊆ AssM − B}.

Let N be a maximal element of
∑

. First we show that Ass(M/N) ⊆ B. If

p ∈ Ass(M/N), then there exists a submodule F of M such that F/N ∼= R/p

with p ∈ SpecR. By maximality of N and the fact that

AssF ⊆ AssN ∪Ass(F/N) ⊆ (AssM − B) ∪ {p},

we have p ∈ AssF and p 6∈ AssM − B. Therefore p ∈ B.

Now we show that AssM −B ⊆ AssN . Let p ∈ AssM −B. Then p ∈ AssM

and p 6∈ Ass(M/N). So p ∈ AssN .

Finally, we show that B ⊆ Ass(M/N). Let p ∈ B. Then p 6∈ AssM − B and

so p 6∈ AssN . Thus p ∈ Ass(M/N).

Exercise 8. Show that the Bourbaki’s Theorem holds even without the assump-

tion that M is Noetherian.



12 CHAPTER 1. PRIMARY DECOMPOSITION

1.4 Primary Decomposition

Definition 1.4.1. A proper submodule Q of an R-module M is said to be a

primary submodule if for any r ∈ R and x ∈M , we have

rx ∈ Q =⇒ x ∈ Q or r ∈
√

AnnM/Q.

Exercise 9. Let Q be a proper submodule of an R-module M . Then Q is

primary submodule if and only if Z(M/Q) =
√

AnnM/Q.

Lemma and Definition. If Q is a primary submodule of M , then p :=√
AnnM/Q is a prime ideal of R. We say that Q is a p-primary submodule

of M .

Proof. It is enough to show that AnnM/Q is a primary ideal of R. Let ab ∈

AnnM/Q and a 6∈ AnnM/Q. Then there is an element x ∈M such that ax 6∈ Q.

Since abx ∈ Q, by definition we have b ∈
√

AnnM/Q and so we are done.

Exercise 10. Let M be an R-module. Show that if Q1, . . . , Qn are p-primary

submodules of M , then so too is ∩ni=1Qi.

Exercise 11. Let M be a module over the Noetherian ring R and y ∈ M and

p ∈ SpecR. Then the maximal element of

Σ = {Annx|Anny ⊆ Annx ⊆ p}

is a prime ideal of R.

Proof. Let Annx be the maximal element of Σ. We show that Annx is a prime

ideal. Suppose that ab ∈ Annx and a 6∈ Annx. We claim that Annax ⊆ p

Suppose on the contrary that Annax 6⊆ p. Let r ∈ Annax \ p. Then Annx ⊆

Annrx ⊆ p. Therefore Annx = Annrx and hence a ∈ Annx, which is a contra-

diction. Thus we must have Annax ⊆ p. Then Annx ⊆ Annax ⊆ p and hence

Annx = Annax. Therefore b ∈ Annx.

Theorem 1.4.2. Let R be a Noetherian ring and M be a finitely generated

R-module. Then

Q is p-primary ⇐⇒ AssM/Q = {p}.
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Proof. (=⇒) : q ∈ AssM/Q implies that q ⊆ Z(M/Q) = p. On the other

hand there exists x ∈ M such that AnnM/Q ⊆ Ann(x + Q) = q. Hence√
AnnM/Q ⊆ √

q and so p ⊆ q. Therefore p = q and hence AssM/Q = {p}.

(⇐=) : First we show that p =
√

AnnM/Q. Let q ∈ Min(AnnM/Q). As-

sume that M = Rx1 + · · ·+Rxn. Then

AnnM/Q = Ann(Rx1 + · · ·+Rxn +Q) = ∩ni=1Ann(xi +Q) ⊆ q.

Since q is prime, there exists 1 ≤ j ≤ n such that Ann(xj +Q) ⊆ q. Set

Σ = {Ann(x+Q)|Ann(xj +Q) ⊆ Ann(x+Q) ⊆ q}.

Let Ann(x0 + Q) be a maximal element of Σ. Then Ann(x0 + Q) ∈ Spec(R),

by Exercise 11. Since

AnnM/Q ⊆ Ann(x0 +Q) ⊆ q,

and q ∈ Min(AnnM/Q), we have that q = Ann(x0 +Q) ∈ AssM/Q and hence

q = p. Therefore √
AnnM/Q =

⋂
q∈Min(AnnM/Q)

= p.

Now we have

Z(M/Q) =
⋃

p∈AssM/Q

p = p.

Therefore, by Exercise 9 we have Q is p-primary, which completes the proof.

Definition 1.4.3. A submodule N of M is said to be irreducible if N =

N1 ∩N2 where N1, N2 are submodules of M implies N = N1 or N = N2.

Theorem 1.4.4. Let R be a Noetherian ring. Then every irreducible proper

submodule of a finitely generated R-module is primary.

Proof. Let N be an irreducible proper submodule of M . Suppose to the con-

trary, p1, p2 ∈ AssM/N . Then M/N has distinct submodules N1/N and N2/N

such that N1/N ∼= R/p1 and N2/N ∼= R/p2. It is easy to see that N = N1∩N2.

So it follows from the above definition that N = N1 or N = N2, a contradiction.
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Theorem 1.4.5. Let M be a Noetherian R-module. Then every proper sub-

module N of M is an intersection of finitely many irreducible submodules of

M .

Proof. Let

Σ = {K ≤M |K is not a finite intersection of irreducible submodules ofM}.

We claim that Σ = ∅. For if not, Σ has a maximal element N . But N is not

irreducible and so N = N1 ∩ N2 where N1 and N2 are submodules of M and

N 6= N1 and N 6= N2. Therefore N1 and N2 are finite intersection of irreducible

submodules and so is N , a contradiction.

Definition 1.4.6. A primary decomposition of a submodule N of M is the

finite intersection N = Q1 ∩ . . . ∩ Qn where each Qi is primary submodule of

M . A primary decomposition N = Q1 ∩ . . . ∩ Qn in which Qi is pi-primary is

said to be minimal if

(1) p1, . . . , pn are different prime ideals of R,

(2) no Qi can be omitted from the intersection N = Q1 ∩ . . . ∩Qn.

Exercise 12. (1): (Existence of Primary Decomposition). Let M be a

Noetherian R-module. Show that every proper submodule N of M has minimal

primary decomposition.

(2): (Uniqueness of Primary Decomposition I). Let

N = Q1 ∩ . . . ∩Qn, where Qi is pi − primary,

N = Q′1 ∩ . . . ∩Q′m, where Q′i is p′i − primary

be two minimal primary decompositions of N . Show that

{p1, . . . , pn} = Ass(M/N) = {p′1, . . . , p′m}.

(3): (Uniqueness of Primary Decomposition II) Let

N = Q1 ∩ . . . ∩Qn, where Qi is pi − primary,

N = Q′1 ∩ . . . ∩Q′n, where Q′i is pi − primary
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be two minimal primary decompositions of N . If pj ∈ Min{p1, . . . , pn}, show

that Qj = Q′j .

We now give an application of primary decomposition which is the starting

of the theory of completeness.

Theorem 1.4.7. (Krull’s Intersection Theorem). Let M be a Noetherian

R-module and let a be an ideal of R. If N =
⋂∞
i=1 aiM , then aN = N .

Proof. If aN = M , then the claim is clear, and so we assume that aN is a proper

submodule of M . Then aN has a primary decomposition

aN = Q1 ∩ · · · ∩Qn,

where each Qi is a pi-primary submodule of M for some pi ∈ SpecR. It suffices

to show that N ⊆ Qi for every 1 ≤ i ≤ n. Let i (1 ≤ i ≤ n) be fixed. We show

that N ⊆ Qi. Consider two following cases:

Case 1: a ⊆ pi. Then there is an integer m such that pmi M ⊆ Qi (why?).

Therefore

N =
∞⋂
i=1

aiM ⊆ amM ⊆ pmi M ⊆ Qi.

Case 2: a * pi. Then there exists r ∈ a such that r 6∈ pi. If N * Qi, then there

exists n ∈ N \Qi. Since rn ∈ aN ⊆ Qi, n 6∈ Qi and Qi is primary, rmM ⊆ Qi

for some m ≥ 0. It follows that r ∈ pi, which is a contradiction. Therefore

N ⊆ Qi.

The following important result follows easily from the above theorem and

Nakayama’s Lemma.

Corollary 1.4.8. Let M be a Noetherian R-module and let a be an ideal of R

such that a ⊆ J(R). Then
∞⋂
i=1

aiM = 0.
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1.5 Rings of Fractions

Definition 1.5.1. A multiplicatively closed subset of a ring R is a subset

S of R such that

(1) 1 ∈ S,

(2) s1, s2 ∈ S =⇒ s1s2 ∈ S.

Example 1.5.2. (1): If p is a prime ideal of a ring R, then R \ p is a multiplica-

tively closed subset of R. More generally, if {pi : i ∈ I} is a family of prime

ideals of a ring R, then R \ ∪i∈Ipi is a multiplicatively closed subset of R.

(2): Let R be a ring. Then the set S = R \ Z(R) is a multiplicatively closed

subset of R.

(3): Given any element a of a ring R, the set S = {an : n ∈ N0} of powers

of a is a multiplicatively closed subset of R.

Definition 1.5.3. Let S be a multiplicatively closed subset of R. Define a

relation ∼ on R× S as follows. Given any (a, s), (b, t) ∈ R× S.

(a, s) ∼ (b, t) ⇐⇒ u(at− bs) = 0 for some u ∈ S.

It is easy to see that the relation ∼ is an equivalence relation. Let us denote

the equivalence class of (a, s) ∈ R × S by a/s, and let S−1R denote the set of

equivalence classes of elements of R× S. That is,

S−1R = {a/s | a ∈ R, s ∈ S}.

Theorem 1.5.4. S−1R is a commutative ring under the usual rules for calcu-

lating with fractions:

(a/s) + (b/t) = (ta+ sb)/st, (a/s)(b/t) = (ab)/(st).

Proof. Left to the reader as an exercise.

Example 1.5.5. Let R be an integral domain and S = R − {0}. Let a/s be

a non zero element of S−1R. Then a 6= 0. It follows that s/a ∈ S−1R and

(a/s)(s/a) = 1. Hence S−1R is a field. S−1R is called the quotient field or
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the field of fractions of R. Note that in this case the equivalence relation ∼

on R× S takes the simpler form. In fact, we have:

a/s = b/t⇐⇒ (a, s) ∼ (b, t) ⇐⇒ at = bs

More generally, if R is a ring and S = R−Z(R), then S−1R is called the total

quotient ring of R.

Definition 1.5.6. The ring S−1R is called the ring of fractions or the lo-

calization of R with respect to multiplicatively closed subset S. If p is a prime

ideal of R, then S = R \ p is a multiplicatively closed subset of R. In this case,

we write Rp for S−1R, and call it the localization of R at p.

The next example explains why S−1R is called localization.

Example 1.5.7. Let S = R \ p, where p is a prime ideal of R. The set pS−1R :=

{a/s : a ∈ p, s ∈ S} is an ideal of S−1R and an element of S−1R that is not in

pS−1R is a unit in S−1R. It follows that pS−1R is the only maximal ideal of

the ring S−1R. In other words, S−1R is a local ring.

Exercise 13. Let X be any subset of R. Define S−1X = {x/s|x ∈ X, s ∈ S}.

Let I, J be two ideals of R. Show that:

(1) S−1I is an ideal of S−1R.

(2) S−1(I + J) = S−1I + S−1J ,

(3) S−1(IJ) = (S−1I)(S−1J),

(4) S−1(I ∩ J) = (S−1I) ∩ (S−1J),

(5) S−1I is a proper ideal of S−1R if and only if S ∩ I = ∅.

Definition 1.5.8. The ring homomorphism ϕ : R −→ S−1R given by ϕ(a) =

a/1 is called the natural ring homomorphism.

Lemma 1.5.9. Let ϕ : R −→ S−1R be the natural ring homomorphism, and

let I be an ideal of R. Then

Ie = {λ ∈ S−1R|λ = a/s for some a ∈ I, s ∈ S}.
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Proof. ⊇: It is clear that, for all a ∈ I and s ∈ S, we have a/s = (1/s)ϕ(a) ∈ Ie.

⊆: Let λ ∈ Ie. There exist n ∈ N, h1, . . . , hn ∈ I and a1, . . . , an ∈ R such that

λ =
n∑
i=1

(ai/si)(hi/1) =
n∑
i=1

(aihi)/si = a/s.

Remark. (1): λ = a/s ∈ Ie /=⇒ a ∈ I,

(2): λ = a/s ∈ Ie =⇒ λ = b/t such that b ∈ I.

Lemma 1.5.10. Let ϕ : R −→ S−1R be the natural ring homomorphism, and

let q be a primary ideal of R such that q ∩ S = ∅. If λ = a/s ∈ qe, then a ∈ q.

Furthermore qec = q.

Proof. Let λ = a/s ∈ qe. Then there exist b ∈ q and t ∈ S such that b/t = a/s.

Therefore there exits u ∈ S such that u(sb − ta) = 0. Hence (ut)a = usb ∈ q.

Now ut ∈ S, and since q ∩ S = ∅, it follows that ut 6∈ √q. But q is a primary

ideal, and so a ∈ q, as required. Now we show that qec = q. Clearly q ⊆ qec.

For the reverse inclusion, let a ∈ qec. Thus a/1 ∈ qe , and so, by what we have

just proved, a ∈ q.

Exercise 14. Let ϕ : R −→ S−1R be the natural ring homomorphism, and let

I, J be ideals of R. Show that:

(1) (I ∩ J)e = Ie ∩ Je,

(2)
√
I
e

=
√
Ie,

(3) Ie = S−1R if and only if I ∩ S 6= ∅.

Exercise 15. Let ϕ : R −→ S−1R be the natural ring homomorphism. Show

that:

(1) if p ∈ SpecR and p ∩ S = ∅, then pe ∈ SpecS−1R,

(2) if p ∈ SpecS−1R, then pc ∈ SpecR and pc ∩ S = ∅. Also pce = p,

(3) SpecS−1R = {pe|p ∈ SpecR, p ∩ S = ∅}.

Theorem 1.5.11. Let ϕ : R −→ S−1R be the natural ring homomorphism.

Then



1.5. RINGS OF FRACTIONS 19

(1) if q is a p−primary ideal of R such that q∩S = ∅, then qe is a pe−primary

ideal of S−1R,

(2) if q is a p−primary ideal of S−1R, then qc is a pc−primary ideal of R such

that qc ∩ S = ∅. Also qce = q.

(3) the set of all primary ideals of S−1R is

{qe|q is primary ideal of R, q ∩ S = ∅}.

Proof. (1): By Exercise 14, we have qe 6= S−1R and
√

qe =
√

qe = pe. Now let

(a/s)(b/t) ∈ qe and (b/t) 6∈ pe. Then ab ∈ q and b 6∈ p. Since q is p−primary,

we must have a ∈ q, so that a/s ∈ qe. Hence qe is a pe−primary ideal of S−1R.

(2): By Theorem 1.2.5, qc is a pc−primary ideal of R. Now we show that

qce = q. Clearly qce ⊆ q. For the reverse inclusion, let a/s ∈ q. Then

a/1 = (s/1)(a/s) ∈ q =⇒ a ∈ qc

=⇒ a/1 ∈ qce =⇒ (a/s) = (1/s)(a/1) ∈ qce.

If qc ∩ S 6= ∅, then q = qce = S−1R, which is a contradiction. Thus qc ∩ S = ∅

and the proof of part (2) is complete.

(3): Let Ω be the set of all primary ideals of S−1R. By part (1), we have

Ω ⊇ {qe|q is primary ideal of R, q ∩ S = ∅}.

Now, let Q ∈ Ω. Suppose that q := Qc. Then by part (2), we have Q = Qce = qe

and q is primary ideal of R and q ∩ S = ∅. It follows that

Ω ⊆ {qe|q is primary ideal of R, q ∩ S = ∅},

and the proof of part (3) is complete.

Exercise 16. Let R be an integral domain with field of fractions K. Consider

any ring of fractions of R as a subring of K. Show that:

R =
⋂

m∈MaxR

Rm.
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Exercise 17. Let R be a Noetherian ring, and let p ∈ SpecR and ϕ : R −→ Rp

be the natural ring homomorphism. Show that

Kerϕ =
⋂

q is p−primary
q.

Exercise 18. Let R be a ring and let p a prime ideal of R. Let ϕ : R −→ Rp

be the natural ring homomorphism. The nth symbolic power is defined to be

p(n) = (pn)ec.

Show that

(1) p(n) is p-primary ideal of R,

(2) p(n) = pn ⇐⇒ pn is p-primary.

1.6 Modules of Fractions

The construction of S−1R can be carried through with an R-module M in place

of the ring R.

Definition 1.6.1. Let M be an R-module and let S be a multiplicatively closed

subset of R. Define a relation ∼ on M × S as follows. Given any (x, s), (y, t) ∈

M × S.

(x, s) ∼ (y, t) ⇐⇒ u(tx− sy) = 0 for some u ∈ S.

It is easy to see that the relation ∼ is an equivalence relation. Let us denote

the equivalence class of (x, s) ∈M × S by x/s, and let S−1M denote the set of

equivalence classes of elements of M × S. That is,

S−1M = {x/s |x ∈M, s ∈ S}.

Theorem 1.6.2. If we define addition in S−1M and scalar multiplication by

elements of S−1R by

(x/s) + (y/t) = (tx+ sy)/st, (a/t)(x/s) = (ax)/(ts),
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then S−1M becomes an S−1R-module.

Exercise 19. Prove the above theorem.

Definition 1.6.3. The module S−1M is called the module of fractions or

the localization of M with respect to multiplicatively closed subset S.

Proposition 1.6.4. Let S be multiplicatively closed subset of R and ϕ : M −→

N be an R−module homomorphism. Then the induced map

S−1ϕ : S−1M −→ S−1N

x/s 7−→ ϕ(x)/s

is an S−1R-module homomorphism.

Proof. Assume that x/s = y/t. Then there exists u ∈ S such that u(tx−su) = 0.

Therefore u(tϕ(x) − sϕ(y)) = 0 and hence ϕ(x/s) = ϕ(y/t). Hence ϕ is well-

define. Now it is easy to check that S−1ϕ is an S−1R−homomorphism

Exercise 20. Let L,M,N be R−modules, and let S be multiplicatively closed

subset of R. Let ϕ,ϕ′ : M −→ N and ψ : N −→ L be R−homomorphism.

Show that:

(1) S−1(ϕ+ ϕ′) = S−1ϕ+ S−1ϕ′,

(2) S−1(ψϕ) = S−1ψS−1ϕ,

(3) S−1(1M ) = 1S−1M ,

(4) if ϕ is an R−isomorphism, then S−1ϕ is an S−1R−isomorphism.

Theorem 1.6.5. Let L,M,N be modules. Then

(1) If L
ψ−→ M

ϕ−→ N is an exact sequence of R-modules, then S−1L
S−1ψ−→

S−1M
S−1ϕ−→ S−1N is an exact sequence of S−1R-modules,

(2) if N is a submodule of M , then S−1(M/N) ∼=S−1R S
−1(M)/S−1(N).

Proof. (1): Since ϕψ = 0, we have S−1ϕS−1ψ = 0 by part (2) of the above Ex-

ercise. Therefore ImS−1ψ ⊆ kerS−1ϕ. Now we show that kerS−1ϕ ⊆ ImS−1ψ.

Let x/s ∈ kerS−1ϕ. Then ϕ(x/s) = ϕ(x)/s = 0. Thus there exists u ∈ S such
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that uϕ(x) = 0, whence ϕ(ux) = 0. It follows that there exists y ∈ L such that

ψ(y) = ux. Now we have

ψ(y/su) = ψ(y)/su = (ux)/(su) = x/s.

(2): Follows from (1) by considering the exact sequence 0 −→ N −→ M −→

M/N −→ 0.

Exercise 21. Let M,N be R-modules.

(1)S−1M ∼=S−1R S
−1R⊗RM ,

(2) S−1R is a flat R-module,

(3) S−1(M ⊗R N) ∼=S−1R S
−1M ⊗S−1R S

−1N .

Exercise 22. Let ϕ : R −→ S−1R be the natural ring homomorphism, and

let N1, N2 be submodules of the R-module M . Let I be an ideal of R, and let

a ∈ R. Show that:

(1) S−1(IM) = IeS−1M ,

(2) S−1(aM) = (a/1)S−1M ,

(3) S−1(N1 +N2) = S−1N1 + S−1N2,

(4) S−1(N1 ∩N2) = S−1N1 ∩ S−1N2,

(5) if M is a finitely generated R-module, then S−1M is a finitely generated

S−1R-module,

(6) if M is a Noetherian R-module, then S−1M is a Noetherian S−1R-module,

(7) if M is an Artinian R-module, then S−1M is an Artinian S−1R-module,

(8) if M is a free R-module, then S−1M is a free S−1R-module,

(9) if M is a projective R-module, then S−1M is a projective S−1R-module,

(10) if M is a flat R-module, then S−1M is a flat S−1R-module.

Theorem 1.6.6. Let L,N be submodules of the module M over the ring R, and

let S be multiplicatively closed subset of R. Then

(1) If N is finitely generated, then S−1(L :R N) = (S−1L :S−1R S
−1N).

(2) If M is finitely generated, then S−1AnnRM = AnnS−1RS
−1M .
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Proof. (1) ⊆: Let λ ∈ S−1(L :R N), and consider a representation λ = a/s,

where a ∈ (L :R N) and s ∈ S. Then aN ⊆ L and hence (a/s)S−1N ⊆ S−1L.

Therefore a/s ∈ (S−1L :S−1R S
−1N).

⊇: Let N = Rx and λ = a/s ∈ (S−1L :S−1R S
−1Rx). Then (a/s)(x/1) ∈ S−1L.

It follows that there exists u ∈ S such that uax ∈ L. Therefore (a/s) =

(au/su) ∈ S−1(L :R Rx). Now, let N = Rx1 + · · · + Rxn and λ = a/s ∈

(S−1L :S−1R S
−1N). Then

S−1(L :R N) = S−1
n⋂
i=1

(L :R Rxi)

=
n⋂
i=1

(S−1L :S−1R S
−1Rxi)

= (S−1L :S−1R S
−1Rx1 + · · ·+ S−1Rxn)

= (S−1L :S−1R S
−1N).

This proves the part (1).

(2): Follows from part (1).

Theorem 1.6.7. Let M be a module over a Noetherian ring R, and let S be a

multiplicatively closed subset of R. Then

AssS−1RS
−1M = {pS−1R|p ∈ AssRM and p ∩ S = ∅}.

Proof. ⊇: Let p ∈ AssRM be such that p ∩ S = ∅. Then pS−1R ∈ SpecS−1R,

and there there exists x ∈ M such that p = AnnRx. It follows that pS−1R =

AnnS−1Rx/1 ∈ SpecS−1R, and so pS−1R ∈ AssS−1RS
−1M , as desired.

⊆: Let q ∈ AssS−1RS
−1M . Since q ∈ SpecS−1R, it follows that there is a

p ∈ SpecR such that q = pS−1R and p ∩ S = ∅. Also there exist x ∈ M and

s ∈ S such that q = AnnS−1Rx/s. We have

S−1p = AnnS−1Rx/s = AnnS−1Rx/1.

Let p =< a1, . . . , an >. Thus aix/1 = 0S−1M for all i = 1, . . . , n. Hence, for each

i = 1, . . . , n there exists si ∈ S such that siaix = 0. Set s = s1 . . . sn. We claim

that p = AnnRsx. Since saix = 0 for all i = 1, . . . , n, we have p ⊆ AnnRsx.
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Now, let r ∈ AnnRsx. Thus rsx = 0, so that (rs/1)(x/1) = 0S−1M . Hence

(rs/1) ∈ AnnS−1Rx/1 = S−1p. Therefore rs ∈ p; since p is prime and s 6∈ p, we

have r ∈ p. Thus p = AnnRsx and the proof is complete.

Definition 1.6.8. Let M be an R-module and let p be a prime ideal of R.

Suppose that S = R− p. In this case S−1M and S−1ϕ are denoted by Mp and

ϕp respectively. We say that Mp is the localization of M at p.

A property P of a ring R (or of an R-module M) is said to be a local

property if the following holds.

R (or M) has P if and only if Rp (or Mp) has P for all p ∈ SpecR.

The following theorem gives an example of a local property.

Theorem 1.6.9. Let M be an R-module. Then the following are equivalent:

(1) M = 0,

(2) Mp = 0 for all p ∈ SpecR,

(3) Mm = 0 for all m ∈ MaxR.

Proof. (1) =⇒ (2) =⇒ (3) are clear.

(3) =⇒ (1): Let x ∈ M and m ∈ MaxR. Then x/1 ∈ Mm = 0. Hence there

exists u ∈ R \ m such that ux = 0. If follows that Annx * m. Therefore

Annx = R and hence x = 0.

Corollary 1.6.10. Let ϕ : M −→ N be an R-module homomorphism. Then

the following are equivalent:

(1) ϕ is injective,

(2) ϕp is injective for all p ∈ SpecR,

(3) ϕm is injective for all m ∈ MaxR.

Proof. Use the above theorem on kerϕ.

Exercise 23. Let ϕ : M −→ N be an R-module homomorphism. Show that

the following are equivalent:

(1) ϕ is surjective,
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(2) ϕp is surjective for all p ∈ SpecR,

(3) ϕm is surjective for all m ∈ MaxR.

Exercise 24. Let M be an R-module homomorphism. Show that the following

are equivalent:

(1) M is flat,

(2) Mp is flat for all p ∈ SpecR,

(3) Mm is flat for all m ∈ MaxR.

Exercise 25. Let R be a Noetherian ring, and let ϕ : M −→ N be an R-

module homomorphism. Then ϕ is injective if and only if ϕp is injective for all

p ∈ AssM .

Exercise 26. Let M and N be two modules over a local ring (R,m). If

Mm
∼=Rm Nm, prove that M ∼=R N .

Exercise 27. Let M be an R-module, let S be a multiplicatively closed subset

of R and let p ∈ SpecR be such that p ∩ S = ∅. Prove that

(S−1R)pS−1R
∼= Rp,

(S−1M)pS−1R
∼= Mp.

Exercise 28. (Uniqueness of Primary Decomposition II). Let p ∈

Min(AssM/N). Then the p-primary component of minimal primary decom-

position of N is uniquely determined by M,N and p.

Proof. Suppose that N = Q1 ∩ . . . ∩ Qn is a minimal primary decomposition,

and that Q = Q1 is the p−primary component with p = p1. We show that Q =

ϕ−1
p (Np), where ϕp : M −→Mp is the natural homomorphism, and therefore it

is uniquely determined by M,N and p. For i > 1, pi * p and pi =
√

AnnM/Qi.

It follows that there exist k ∈ N and ai ∈ pi \ p such that aki (M/Qi) = 0. Hence

(M/Qi)p = 0 and so Mp = Qip for all i > 1. We have

Q ⊆ ϕ−1
p (Qp) = ϕ−1

p (Qp ∩Mp) = ϕ−1
p (Q1p ∩Q2p ∩ . . . ∩Qnp) = ϕ−1

p (Np).
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It is enough to show that ϕ−1
p (Np) ⊆ Q. Let x ∈ ϕ−1

p (Np) = ϕ−1
p (Qp). Then

x/1 = q/t for some q ∈ Q and t ∈ R \ p. It follows that (ut)x ∈ Q for some

u ∈ R \ p. Since ut ∈ R \ p and Q is p-primary, we have x ∈ Q. This completes

the proof.

1.7 Support

Definition 1.7.1. Let M be an R-module. The support of M is

SuppRM = SuppM := {p ∈ SpecR|Mp 6= 0}.

Theorem 1.7.2. Let M be an R-module. Then

SuppM = {p ∈ SpecR|Annx ⊆ p for some x ∈M}.

Proof. ⊆: Let p ∈ SuppM . Then there is 0 6= x/s ∈ Mp. It follows that

Annx ⊆ p.

⊇: Let Annx ⊆ p for some x ∈ M . Then 0 6= x/1 ∈ Mp and hence p ∈

SuppM .

Exercise 29. Let M be a finitely generated R-module. Show that

SuppM = V (AnnM).

Theorem 1.7.3. Let M be an R-module. Then

(1) AssM ⊆ SuppM ,

(2) M 6= 0 if and only if SuppM 6= ∅,

(3) if R is Noetherian, then MinSuppM ⊆ AssM ,

(4) if R is Noetherian, then MinSuppM = MinAssM .

Proof. (1) and (2): Trivial.

(3): Let p ∈ MinSuppM . Then there exists y ∈M such that Anny ⊆ p. Set

Σ = {Annx|Anny ⊆ Annx ⊆ p}.

Let Annx0 be a maximal element of Σ. By Exercise 11, Annx0 is a prime ideal

of R and hence p = Annx0 ∈ AssM .
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(4)⊆: Let p ∈ MinSuppM . Then by (3), we have p ∈ AssM . Now let

q ∈ AssM such that q ⊆ p. By (1), q ∈ SuppM and hence p = q. Therefore

p ∈ MinAssM .

⊇: Let p ∈ MinAssM . If q ∈ SuppM and q ⊆ p, then there exists y ∈ M

such that Anny ⊆ q. Set

Σ = {Annx|Anny ⊆ Annx ⊆ q}.

Let Annx0 be a maximal element of Σ. By Exercise 11, Annx0 is a prime

ideal of R and hence p = Annx0 ∈ AssM . Therefore q = p and hence p ∈

MinSuppM .

Theorem 1.7.4. Let 0 −→ M ′ −→ M −→ M ′′ −→ 0 be an exact sequence of

R-modules. Then

SuppM = SuppM ′ ∪ SuppM ′′.

Proof. Let p ∈ SpecR. From the exact sequence 0 −→M ′
p −→Mp −→M ′′

p −→

0, we have

p ∈ SuppM ⇐⇒Mp 6= 0 ⇐⇒M ′
p 6= 0 orM ′′

p 6= 0 ⇐⇒ p ∈ SuppM ′ ∪ SuppM ′′.

Theorem 1.7.5. Let M be an R-module and let

(0) = M0 ⊆M1 ⊆ · · · ⊆Mn = M

be a chain of submodules of M such that for each i we have Mi/Mi−1
∼= R/pi

with pi ∈ Spec(R). Then

AssM ⊆ {p1, . . . , pn} ⊆ SuppM.

Proof. AssM ⊆ {p1, . . . , pn}, by Theorem 1.3.9. Since

(Mi)pi
/(Mi−1)pi

= (Mi/Mi−1)pi
∼= (R/pi)pi

∼= (Rpi
/piRpi

) 6= 0,

we have (Mi)pi
6= 0 and hence pi ∈ SuppM . Therefore {p1, . . . , pn} ⊆ SuppM.
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Exercise 30. Let M be an R-module, and let S be a multiplicatively closed

subset of R. Show that

SuppS−1RS
−1M = {pS−1R|p ∈ SuppRM and p ∩ S = ∅}.

Exercise 31. Show that if M,N are finitely generated R-modules, then

Supp(M ⊗N) = SuppM ∩ SuppN.

Exercise 32. Show that if R is a Noetherian ring, M is a finitely generated

R-module, and N is an R-module, then

AssHom(M,N) = SuppM ∩AssN.

Exercise 33. Let R be a Noetherian ring, and let N be a submodule of an

R-module M . Show that

AssM/N ⊆ AssM ∪ SuppN.



Chapter 2

Integral Extensions

The theory of algebraic field extensions has a useful analogue to ring extensions,

which is discussed in this chapter.

2.1 Integral Extensions

Definition 2.1.1. (1): If R is a subring of a ring S we say that S is an exten-

sion ring of R.

(2): An element s of S is said to be integral over R if s is a root of a monic

polynomial with coefficients in R, that is if there is a relation of the form

sn + a1s
n−1 + · · ·+ an = 0

with ai ∈ R. If every element of S is integral over R we say that S is integral

over R, or that S is an integral extension of R.

(3): We say that a homomorphism ϕ : R −→ S is integral if and only if S is

integral over its subring Imϕ.

Lemma 2.1.2. (Determinant Trick) Let R be a subring of S. Let M be an

S-module that is finitely generated as an R-module. Let s ∈ S and let I be an

ideal of R such that sM ⊆ IM . Then there exits ai ∈ Ii for i = 1, . . . , n such

29
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that

sn + a1s
n−1 + · · ·+ an ∈ AnnSM.

Proof. Suppose that M = Rx1 + Rx2 + · · · + Rxn. Then there exist aij ∈ I

such that sxi =
∑n
j=1 aijxj . Then


s− a11 −a12 · · · −a1n

−a21 s− a22 · · · −a2n
...

...
. . .

...

−an1 −an2 · · · s− ann




x1

x2
...

xn

=


0

0
...

0


If A = [aij ]n×n, B = sIn − A and X = [xi]n×1, then by Theorem 4 of

Chapter 5 of [7], we have

(detB)X = (detB)InX = (adjB)BX = 0.

Hence detB ∈ AnnSM . Finally, it follows from the definition of determinant

that

detB = sn + a1s
n−1 + · · ·+ an

with ai ∈ Ii for i = 1 . . . , n.

Theorem 2.1.3. Let R be a subring of S, with s ∈ S. The following conditions

are equivalent:

(1) s is integral over R,

(2) R[s] is a finitely generated R-module,

(3) R[s] is contained in a subring R′ of S that is a finitely generated R-module,

(4) There is a faithful R[s]-module M that is finitely generated as an R-module.

Proof. (1)=⇒(2): From (1) we have sn+r = −(a1s
n+r−1 + · · · + ans

r) for all

r ≥ 0, hence by induction, all positive powers of s lie in the R-module generated

by 1, s, . . . , sn−1. Hence R[s] is generated (as an R-module) by 1, s, . . . , sn−1.

(2)=⇒(3): Take R′ = R[s].

(3)=⇒(4): TakeM = R′, which is a faithfulR[s]-module (since a ∈ AnnR[s]R
′ =⇒
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a = a1 = 0).

(4)=⇒(1): Let M be a faithful R[s]-module which is finitely generated as R-

module. Since M is an R[s]-module, sM ⊆ RM . Now, we can apply the above

lemma with S = R[s] and I = R to see that there exist n ∈ N and a1 . . . , an ∈ R

such that

sn + a1s
n−1 + · · ·+ an ∈ AnnR[s]M = 0.

Hence s is integral over R.

Remark 2.1.4. Suppose that M is finitely generated as an S-module and that

S is finitely generated as an R-module. Then M is finitely generated as an

R-module. In fact:

M =
m∑
i=1

Sxi, S =
n∑
j=1

Rsj =⇒M =
m∑
i=1

n∑
j=1

Rsjxi.

Corollary 2.1.5. Let R be a subring of S, with s1, . . . , sn ∈ S. If s1 is integral

over R, s2 is integral over R[s1], . . . , and sn is integral over R[s1, . . . , sn−1],

then R[s1, . . . , sn] is a finitely generated R-module.

Proof. By induction on n. The case n = 1 is part of the above theorem. Assume

n > 1. Then R[s1, . . . , sn−1] is a finitely generated R-module. R[s1, . . . , sn] =

R[s1, . . . , sn−1][sn] is a finitely generated R[s1, . . . , sn−1]-module (by the case

n = 1, since sn is integral over R[s1, . . . , sn−1]). Hence by the above remark

R[s1, . . . , sn] is finitely generated as an R-module.

Corollary 2.1.6. (Transivity of Integral Extensions). Let R ⊆ S ⊆ T be

rings. If S is integral over R and T is integral over S, then T is integral over

R.

Proof. Assume that t ∈ T . Then there exist n ∈ N and a1, . . . , an ∈ S such that

tn + a1t
n−1 + · · ·+ an = 0.

The ring A = R[a1, . . . , an] is a finitely generated R-module by the above corol-

lary, and A[t] is a finitely generated A-module (since t is integral over A). Hence
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A[t] is a finitely generated R-module by the above corollary and therefore t is

integral over R by the above theorem (Take R′ = S = A[t]).

Remark 2.1.7. Let R be a subring of S and J be an ideal of S. Then it is easy

to see that the map

f : R/Jc −→ S/J

a+ Jc 7−→ a+ J

is a monomorphism. Thus we can regard R/Jc as a subring of S/J .

Theorem 2.1.8. Let R ⊆ S be rings, S is integral over R.

(1) Let J be an ideal of S, and regard R/Jc as a subring of S/J (see the above

remark). Then S/J is integral over R/Jc.

(2) Let U be a multiplicatively closed subset of R. Then U−1S is integral over

U−1R.

Proof. (1): Let s + J ∈ S/J . We must show that s + J is integral over R/Jc.

Since s ∈ S and S is integral over R, we have

sn + a1s
n−1 + · · ·+ an = 0,

where ai ∈ R. Then

(sn + J) + (a1s
n−1 + J) + · · ·+ (an + J) = 0.

Thus

(s+ J)n + (a1 + J)(s+ J)n−1 + · · ·+ (an + J) = 0,

and hence

(s+ J)n + (a1 + Jc)(s+ J)n−1 + · · ·+ (an + Jc) = 0.

Therefore s+ J is integral over R/Jc.

(2): Let s/u ∈ U−1S (s ∈ S, u ∈ U). Then there is an equation of the form

sn + a1s
n−1 + · · ·+ an = 0, with ai ∈ R. Thus

(s/u)n + (a1/u)/(s/u)n−1 + · · ·+ (an/un) = 0,
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which shows that s/u is integral over U−1R.

Definition 2.1.9. If R is a subring of S, the integral closure of R in S is the

set R of elements of S that are integral over R. We say that R is integrally

closed in S if R = R. If we simply say that R is integrally closed without

reference to S, we assume that R is an integral domain with fraction field K,

and R is integrally closed in K.

Example. A UFD is an integrally closed domain.

Corollary 2.1.10. Let R be a subring of S.

(1) R is a subring of S which contains R,

(2) R is integrally closed in S.

Proof. (1): Note that R ⊆ R because each a ∈ R is a root of x− a. If a, b ∈ R,

then R[a, b] is a finitely generated R-module by Corollary 2.1.5. Hence a±b, ab ∈

R, by Theorem 2.1.3.

(2): By definition, R ⊆ R ⊆ R. By Transivity of Integral Extensions, R is

integral over R, and so R ⊆ R. Consequently, R = R.

Theorem 2.1.11. Let R be a subring of S, and R the integral closure of R in

S, and U be a multiplicatively closed subset of R. If U−1R is the integral closure

of U−1R in U−1S, then

U−1R = U−1R.

Proof. Since R is integral over R, it follows from the above theorem that U−1R

is integral over U−1R and hence U−1R ⊆ U−1R. Now, let s/u ∈ U−1R. We

must show that s/u ∈ U−1R. There is an equation of the form

(s/u)n + (a1/u1)(s/u)n−1 + · · ·+ (an/un) = 0,

where ai ∈ R and ui ∈ U . Let u0 = u1 · · ·un, and multiply the equation by

(uu0)n to conclude that

(un0 s
n/1) + (b1/1)(un−1

0 sn−1/1) + · · ·+ (bn/1) = 0,
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where bi ∈ R. Therefore there exists v ∈ U such that vn(un0 s
n + b1u

n−1
0 sn−1 +

· · · + bn) = 0, so vu0s is integral over R. Hence vu0s ∈ R and therefore

s/u = vu0s/vuu0 ∈ U−1R.

Integral closure is a local property:

Theorem 2.1.12. Let R be an integral domain. Then the following are equiv-

alent:

(1) R is integrally closed,

(2) Rp is integrally closed for all p ∈ SpecR,

(3) Rm is integrally closed for all m ∈ MaxR,

Proof. Let f : R −→ R be the inclusion homomorphism, so that R is integrally

closed if and only if f is surjective. By the above theorem, Rp = Rp for all

p ∈ SpecR. It follows from Exercise 23 of Chapter 1 that:

R is integrally closed ⇐⇒ f : R −→ R is surjective

⇐⇒ fp : Rp −→ Rp is surjective for all p ∈ SpecR

⇐⇒ Rp is integrally closed for all p ∈ SpecR

⇐⇒ fm : Rm −→ Rm is surjective for all m ∈ MaxR

⇐⇒ Rm is integrally closed for all m ∈ MaxR.

This concludes the proof.

Exercise 1. (1) Let R be a subring of an integral domain S. Let R be the

integral closure of R in S. Let f and g be monic polynomials in S[x]. If

fg ∈ R[x], then both f and g are in R[x].

(2) Prove the same result without assuming that S is an integral domain.

Exercise 2. Let R be a subring of a ring S and let R be the integral closure of

R in S. Prove that R[x] is the integral closure of R[x] in S[x].
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2.2 The Going Up Theorem

Theorem 2.2.1. Let R ⊆ S be integral domains, S is integral over R. Then

R is a field ⇐⇒ S is a field.

Proof. =⇒: If 0 6= s ∈ S, then there is a relation of the form sn+a1s
n−1 + · · ·+

an = 0 with ai ∈ R, and since S is an integral domain, we can assume an 6= 0.

Then

s−1 = −a−1
n (sn−1 + a1s

n−2 + · · ·+ an−1) ∈ S.

⇐=: If 0 6= a ∈ R, then a−1 ∈ S, so that there is a relation of the form

a−n + b1a
−n+1 + · · ·+ bn = 0 with bi ∈ R. Multiply both sides of this relation

by an−1 to get

a−1 = −(b1 + b2a+ · · ·+ bna
n−1) ∈ R.

Corollary 2.2.2. Let R be a subring of the ring S, and suppose that the inclu-

sion homomorphism ϕ : R −→ S is integral. Let q ∈ SpecS. Then

q ∈ MaxS ⇐⇒ qc ∈ MaxR.

Proof. By Theorem 2.1.8, S/q is integral over R/qc, and both these rings are

integral domains. Now by the above theorem we have

q ∈ MaxS ⇐⇒ S/q is a field ⇐⇒ R/qc is a field ⇐⇒ qc ∈ MaxR.

This completes the proof.

Theorem 2.2.3. (The Incomparability Theorem.) Let R be a subring

of the ring S, and suppose that the inclusion homomorphism ϕ : R −→ S is

integral. Suppose that q, q′ ∈ SpecS such that q ⊆ q′ and qc = q′c. Then q = q′.

Proof. Let p := qc = q′c, U = R \ p. Consider the following diagram

R
ϕ−−−−→ Syα yβ

U−1R = Rp
τ−−−−→ U−1S
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We have

ϕ−1β−1(qU−1S) = ϕ−1(q) = p = ϕ−1(q′) = ϕ−1β−1(q′U−1S).

From the commutativity of the above diagram, we have

α−1τ−1(qU−1S) = p = α−1τ−1(q′U−1S).

Hence τ−1(qU−1S) = pRp = τ−1(q′U−1S). Since τ is an integral ring homomor-

phism and pRp ∈ MaxRp, it follows from the above corollary qU−1S, q′U−1S ∈

MaxU−1S. But qU−1S ⊆ q′U−1S, and so qU−1S = q′U−1S. Therefore, by the

fact that q ∩ U = q′ ∩ U = ∅, and Lemma 1.5.10, we deduce that q = q′.

Remark 2.2.4. The name of the above theorem comes from the following rephras-

ing of its statement: let R be a subring of the ring S, and suppose that the

inclusion homomorphism ϕ : R −→ S is integral. Two distinct prime ideals of

S having the same contraction in R are ‘incomparable’ in the sense that neither

is contained in the other.

Definition 2.2.5. Let ϕ : R −→ S be the inclusion homomorphism. When

q ∈ SpecS and p = qc = q ∩R, we say that q lies over p.

Theorem 2.2.6. (The Lying Over Theorem.) Let R be a subring of the

ring S, and suppose that the inclusion homomorphism ϕ : R −→ S is integral.

Let p ∈ SpecR. Then there exists q ∈ SpecS such that qc = p, that is, such that

q lies over p.

Proof. We use similar notation to that use in the proof of the above theorem.

Let n be a maximal ideal of U−1S. Since τ is an integral ring homomorphism,

it follows that τ−1n = pRp. If q = β−1n, then q is prime and we have

q ∩R = qc = ϕ−1β−1n = α−1τ−1n = α−1(pRp) = p.

Theorem 2.2.7. (Going Up Theorem). Let ϕ : R −→ S be the inclusion

homomorphism, and suppose that ϕ is integral. Let m ∈ N0 and n ∈ N with
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m < n. Let

p0 ⊆ p1 ⊆ · · · ⊆ pn

be a chain of prime ideals of R, and let

q0 ⊆ q1 ⊆ · · · ⊆ qm

be a chain of prime ideals of S such that qci = pi (0 ≤ i ≤ m). Then the chain

q0 ⊆ q1 ⊆ · · · ⊆ qm can be extended to a chain q0 ⊆ q1 ⊆ · · · ⊆ qn such that

qci = pi (0 ≤ i ≤ n).

Proof. By induction we can reduce immediately to the case m = 0 and n = 1.

Consider the following commutative diagram

R
ϕ−−−−→ Syα yβ

R/p0
τ−−−−→ S/q0

where τ : R/p0 −→ S/q0 be the induced homomorphism related to ϕ : R −→ S.

Since p1/p0 ∈ SpecR/p0 and τ is integral ring homomorphism, it follows from

the Lying Over Theorem that there exists a prime ideal q1 ∈ SpecS with q1 ⊇ q0

such that τ−1(q1/q0) = p1/p0. Now, we have

q1 ∩R = qc1 = ϕ−1β−1(q1/q0) = α−1τ−1(q1/q0) = α−1(p1/p0) = p1.

This completes the proof.

2.3 The Going Down Theorem

Lemma 2.3.1. Let R be a subring of the ring S, and suppose that the inclusion

homomorphism ϕ : R −→ S is integral. Let I be an ideal of R. Then

√
Ie =

√
IS = {s ∈ S|sn+a1s

n−1+· · ·+an−1s+an = 0, for some n ∈ N, ai ∈ I}.

Proof. (⊇) : Let s ∈ S and sn + a1s
n−1 + · · ·+ an−1s+ an = 0 for some ai ∈ I.

Then sn = −(a1s
n−1 + · · ·+ an−1s+ an) ∈ Ie. Hence s ∈

√
Ie.
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⊆: Let s ∈
√
Ie. Then there exists a1, . . . , an ∈ I and s1, . . . , sn ∈ S such

that sn = a1s1 + · · · + ansn. Since each si is integral over R it follows that

M := R[s1, . . . , sn] is a finitely generated R-module, and we have snM ⊆ IM ,

AnnR[sn]M = 0. Hence there exist b1, . . . , bm ∈ I such that

(sn)m + b1(sn)m−1 + · · ·+ bm−1(sn) + bm = 0.

Proposition 2.3.2. Let R be a subring of the ring S, and suppose that the

inclusion homomorphism ϕ : R −→ S is integral, and that R is integrally closed.

Let K be the field of fractions of R. Let I be an ideal of R and let s ∈ Ie. Then

s is algebraic over K and its minimal polynomial over K has the form

xn + a1x
n−1 + · · ·+ an−1x+ an

where ai ∈
√
I.

Proof. Clearly s is algebraic over K. Let

f = xn + a1x
n−1 + · · ·+ an ∈ K[x]

be the minimal polynomial of s over K. We aim to show that a1, . . . , an ∈
√
I.

Let F be the splitting field of f over the field of fractions of S. Then there

exists s = s1, s2, . . . , sn ∈ F such that

f = (x− s1)(x− s2) · · · (x− sn).

From the expressions for a1, . . . , an in terms of the s1, . . . , sn, we have a1, . . . , an ∈

R[s1, . . . , sn].

By the above lemma, there exist b1, . . . , bm ∈ I such that

sn + b1s
n−1 + · · ·+ bm = 0.

Each si is algebraic over K with minimal polynomial f , and so it follows from

Algebra II that for each i = 1, . . . , n there is an isomorphism of fields αi :

K(s) −→ K(si) such that αi(s) = si and αi(a) = a for all a ∈ K. Hence

sni + b1s
n−1
i + · · ·+ bm = 0
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for all i = 1, . . . , n. In particular, R[s1, . . . , sn] is a finitely generated R-module.

Since a1, . . . , an ∈ R[s1, . . . , sn], Lemma 2.1.3 implies that a1, . . . , an are all inte-

gral over R. But a1, . . . , an ∈ K and R is integrally closed, hence a1, . . . , an ∈ R.

Let T := R[s1, . . . , sn]. By the above lemma, s1, . . . , sn ∈
√
IT . From the

expressions for a1, . . . , an in terms of the s1, . . . , sn, it follows from the above

lemma again that each ai is a root of a monic polynomial in R[x] all of whose

coefficients (except leading coefficient) belong to I. Hence, by the above lemma

again, and the fact that a1, . . . , an ∈ R, we deduce that a1, . . . , an ∈
√
I.

Theorem 2.3.3. (Going Down Theorem). Let ϕ : R −→ S be the inclu-

sion homomorphism, and suppose that ϕ is integral. Assume that S is integral

domain and R is integrally closed. Let m ∈ N0 and n ∈ N with m < n. Let

p0 ⊇ p1 ⊇ · · · ⊇ pn

be a chain of prime ideals of R, and let

q0 ⊇ q1 ⊇ · · · ⊇ qm

be a chain of prime ideals of S such that qci = pi (0 ≤ i ≤ m). Then the chain

q0 ⊇ q1 ⊇ · · · ⊇ qm can be extended to a chain q0 ⊇ q1 ⊇ · · · ⊇ qn such that

qci = pi (0 ≤ i ≤ n).

Proof. By induction, it suffices to consider the case m = 0 and n = 1. Consider

the multiplicatively closed subset

U := (R \ p2)(S \ q1) = {ab | a ∈ R \ p2, b ∈ S \ q1}

of S. First we prove the theorem under the assumption that U ∩ pe2 = ∅. Then

there exists a prime ideal q2 of S such that q2 ∩ U = ∅ and pe2 ⊆ q2. Hence

p2 ⊆ pec2 ⊆ qc2, and since U ∩ pe2 = ∅ and R \ p2 ⊆ U , we must have p2 = qc2.

Likewise, since S \ q1 ⊆ U , we must have q2 ⊆ q1.

Finally, we show that U ∩ pe2 = ∅. Let s ∈ U ∩ pe2, and let K be the field

of fractions of R. By Proposition 2.3.2, s is algebraic over K and its minimal

polynomial over K has the form

xn + a1x
n−1 + · · ·+ an,
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where a1, . . . , an ∈ √
p2 = p2. Since s ∈ U , we can write s = ab for some

a ∈ R \ p2 and b ∈ S \ q1. Clearly

xn + (a1/a)xn−1 + · · ·+ (an/an),

is the minimal polynomial of b over K. It now follows from (with I = R)

that ai = dia
i for some d1, . . . , dn ∈ R. Since ai ∈ p2 and a 6∈ p2, we have

d1, . . . , dn ∈ p2. Hence b ∈
√

p2S ⊆
√

p1S ⊆ q1, which is a contradiction.



Chapter 3

Dimension Theory

3.1 Dimension Theory

Definition 3.1.1. Let R be a ring.

(1) The dimension of R, denoted by dimR, is defined by

dimR = sup{n|∃ p0, p1, . . . , pn ∈ SpecR such that p0 ⊂ p1 ⊂ · · · ⊂ pn}.

(2) Let p be a prime ideal of R. The height of p, denoted by htp, is defined by

htp = sup{n|∃ p0, p1, . . . , pn ∈ SpecR such that p0 ⊂ p1 ⊂ · · · ⊂ pn = p}.

(3) Let a be an ideal of R. The height of a, denoted by hta, is defined by

hta = min{htp|p ∈ SpecR, a ⊆ p} = min{htp|p ∈ V (a)}.

Exercise 1. Let a be an ideal of R and p ∈ SpecR. Show that:

(1) dimR = sup{htp|p ∈ SpecR} = sup{htm|m ∈ MaxR},

(2) htp = dimRp,

(3) hta = min{htp|p ∈ Min(a)},

(4) htp + dimR/p ≤ dimR.

Definition 3.1.2. Let M be an R-module. The dimension of M , denoted by

dimM , is defined by

dimM = sup{n|∃ p0, p1, . . . , pn ∈ SuppM such that p0 ⊂ p1 ⊂ · · · ⊂ pn}.

41
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Exercise 2. Let M be an R-module. Show that:

(1) if R is Noetherian, then dimM = sup{dimR/p | p ∈ Ass(M)},

(2) if M is finitely generated, then dimM = dimR/Ann(M).

Theorem 3.1.3. Let S be an integral extension over R. Then dimR = dimS.

Proof. Let

q0 ⊂ q1 ⊂ · · · ⊂ qn

be a chain of prime ideals of S. Then it follows from Incomparability Theorem

that

qc0 ⊂ qc1 ⊂ · · · ⊂ qcn

is a chain of prime ideals of R. Hence dimS ≤ dimR.

Now assume that

p0 ⊂ p1 ⊂ · · · ⊂ pn

be a chain of prime ideals of R. By Lying Over Theorem, there exists q0 ∈ SpecS

such that qc0 = p0. It now follows from the Going Up Theorem that there exists

a chain

q0 ⊂ q1 ⊂ · · · ⊂ qn

of prime ideals of S. Hence dimR ≤ dimS.

Theorem 3.1.4. (Krull’s Principal Ideal Theorem (PIT)). Let R be a

Noetherian ring and p be a minimal prime of the principal ideal (a) of R. Then

htp ≤ 1.

Proof. We first note that htp = dimRp and pRp is a minimal prime ideal of the

principal ideal (a)Rp. Thus we may assume that R is a local ring with maximal

ideal p such that p is minimal over a principal ideal (a) of R. Let q be any prime

ideal of R such that q  p. It suffices to show that htq = 0. Consider

(a) + q ⊇ (a) + q(2) ⊇ (a) + q(3) ⊇ · · · ,

where q(n) denotes the nth symbolic power of q. But p/(a) is the only prime

ideal of R/(a) since p is minimal over (a). Hence dimR/(a) = 0 and so R/(a)
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is Artinian by Theorem 1.1.3. Hence there is n ≥ 1 such that (a) + q(n) =

(a)+ q(n+1). We claim that q(n) = aq(n) + q(n+1). Clearly aq(n) + q(n+1) ⊆ q(n).

Now let x ∈ q(n). Then x ∈ (a) + q(n) = (a) + q(n+1), and so we can write

x = ab + y for some b ∈ R and y ∈ q(n+1). Now ab ∈ q(n) and since a 6∈ q

and q(n) is q-primary, we see that b ∈ q(n). Thus, q(n) = aq(n) + q(n+1). Hence

by by applying Nakayama’s Lemma (to the module q(n)/q(n+1)), we obtain

q(n) = q(n+1). It follows from Exercise 2 that qnRq = qn+1Rq = q(qnRq). By

applying Nakayama’s Lemma once again (this time to the Rp-module qnRq),

we obtain qnRq = 0. This implies that qRq is the only prime ideal of Rq and

dimRq = 0. Hence htq = 0.

Exercise 3. Let R be a Noetherian ring, and let p, q ∈ SpecR. Let X = {p′ ∈

SpecR|p  p′  q}. Prove that

X 6= ∅ =⇒ |X| = ∞.

The Principal Ideal Theorem lead straightaway to a far-reaching generalization.

Theorem 3.1.5. (Krull’s Generalized Principal Ideal Theorem (GPIT)).

Let R be a Noetherian ring and p be a minimal prime of an ideal (a1, . . . , an)

of R. Then htp ≤ n.

Proof. By localization at p, we may again assume R is local with maximal ideal

p which is minimal over the ideal (a1, . . . , an) of R. We shall now proceed by

induction on n. The case n = 1 is the above theorem. Suppose n > 1 and

the result holds for n − 1. Let q be any prime ideal of R such that q  p and

that there is no prime ideal p′ of R with q  p′  p. By minimality of p, we

may assume, without loss of generality, that a1 6∈ q. We note that p is minimal

prime of q + (a1) and so
√

q + (a1) = p. Hence there is an m ≥ 1 such that

pm ⊆ q + (a1). In particular, for i = 2, . . . , n we can write ami = yi + a1xi

for some yi ∈ q and xi ∈ R. Set J := (y2. . . . , yn). It is easy to see that p is

minimal prime of J + (a1). Therefore p/J is minimal prime over the principal

ideal J + (a1)/J of R/J . Hence htp/J ≤ 1, and therefore, htq/J ≤ 0. If follows
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that q is a minimal prime of J , and so by induction hypothesis htq ≤ n − 1.

This proves that htp ≤ n.

Exercise 4. Let R be a Noetherian ring, and let p, q ∈ SpecR.

(1) Show that htp <∞. In particular, a local ring has finite dimension.

(2) Let p ⊆ q. Show that htp ≤ htq, and

htp = htq ⇐⇒ p = q.

(3) Let a be an ideal of R with a ⊆ p. Show that

hta = htp =⇒ p ∈ Min(a).

There is a useful converse to the Krull’s Generalized Principal Ideal Theorem,

as follows.

Theorem 3.1.6. (Converse of the GPIT). Let R be a Noetherian ring and

let p ∈ SpecR; suppose that htp = n. Then there exist a1, . . . , an ∈ R such that

p is a minimal prime of (a1, . . . , an).

Proof. We use induction on n. If n = 0, there is nothing to prove. So suppose,

inductively, that n ≥ 1 and the claim has been proved for smaller values of

n. Now let MinR = {p1, . . . , pm} (see Theorem 1.1.2). But htp ≥ 1. So p is

not contained in any pi and hence p *
⋃m
i=1 pi. Therefore, there exists a1 ∈

p\
⋃m
i=1 pi. Then htp/(a1) ≤ n−1 and so by the induction hypothesis there exists

a2, . . . , an ∈ p such that p/(a1) is a minimal prime of (a2 + (a1), . . . , an + (a1)).

It clearly follows that p is a minimal prime of (a1, . . . , an).

Theorem 3.1.7. Let R be a Noetherian ring, and let a be a proper ideal of R

which can be generated by n elements. Let p ∈ SpecR be such that a ⊆ p. Then

htRp− n ≤ htR/ap/a ≤ htRp.

Proof. It is easy to see that htR/ap/a ≤ htRp. Let a = (a1, . . . , an) and

htR/ap/a = m. By the converse of the GPIT, there exist b1, . . . , bm ∈ R such

that p/a ∈ Min(b1+a, . . . , bm+a). It follows that p ∈ Min(a1, . . . , an, b1, . . . , bm).
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We can deduce from the GPIT that htRp ≤ m + n, and hence htRp − n ≤

htR/ap/a.

Corollary 3.1.8. Let R be a Noetherian ring, and let a ∈ R be a non zero

divisor. Let p ∈ SpecR be such that a ∈ p. Then

htR/(a)p/(a) = htRp− 1.

Proof. It is enough to show that htR/(a)p/(a) 6= htRp. If to the contrary

htR/(a)p/(a) = htRp = n, then there exists the following chain of prime ide-

als of R/(a)

p0/(a) ⊂ p1/(a) ⊂ · · · ⊂ pn/(a) = p/(a).

Since htRp = n, we must have p0 ∈ MinR ⊆ AssR. Therefore a ∈ Z(R), which

is a contradiction.

Lemma 3.1.9. Let (R,m) be a local Noetherian ring and let a be a proper ideal

of R. Then the following are equivalent:

(1) `R(R/a) <∞,

(2) V (a) = {m},

(3) Min(a) = {m},

(4)
√

a = m,

(5) there is n ∈ N such that mn ⊆ a,

Proof. (1) =⇒ (2): Since `R(R/a) < ∞, R/a is an Artinian R-module and

hence it is also an Artinian ring. It follows that SpecR/a = MaxR/a and thus

V (a) = {m}.

(2) =⇒ (3): is trivial.

(3) =⇒ (4):
√

a =
⋂

q∈Min(a) q = m.

(4) =⇒ (5): It follows from the fact that R is Noetherian.

(5) =⇒ (1): Since mn(R/a) = 0, it follows that the R-module R/a is both

Artinian and Noetherian, and hence `R(R/a) <∞.

Theorem 3.1.10. Let (R,m) be a local Noetherian ring. Then

dimR = Min{n ∈ N0|∃a1, . . . , an ∈ R such that
√

(a1, . . . , an) = m}.
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Proof. Let

s = Min{n ∈ N0|∃a1, . . . , an ∈ R such that
√

(a1, . . . , an) = m}.

There there exist a1, . . . , as ∈ R such that
√

(a1, . . . , as) = m. Then by the

above lemma m is a minimal prime of (a1, . . . , as), and so by the GPIT, dimR =

htm ≤ s. On the other hand, if dimR = htm = d, then by the converse of the

GPIT, there exist a1, . . . , ad ∈ R such that m is a minimal prime of (a1, . . . , ad).

By the above lemma again, we deduce that
√

(a1, . . . , ad) = m. This shows that

s ≤ dimR.

3.2 Systems of Parameters

We prepare for the study of regular local rings, which play an important role in

algebraic geometry.

Theorem 3.1.10 leads us to make the following definition.

Definition 3.2.1. Let (R,m) be a local ring of dimension d. By a system of

parameters for R we means elements a1, . . . , ad ∈ R such that
√

(a1, . . . , ad) =

m.

Theorem 3.2.2. Let (R,m) be a local Noetherian ring, and let a1, . . . , an ∈ m.

Then

dimR− n ≤ dimR/(a1, . . . , an) ≤ dimR.

Moreover, dimR/(a1, . . . , an) = dimR − n if and only if a1, . . . , an can be ex-

tended to a system of parameters for R.

Proof. It follows from theorem 3.1.7 that

dimR− n ≤ dimR/(a1, . . . , an) ≤ dimR.

Now let a = (a1, . . . , an) and d = dimR.

=⇒: Suppose that dimR/a = d−n. Then d ≥ n, and by the converse of GPIT,

there exist an+1, . . . , ad ∈ m such that m/a ∈ Min(an+1 + a, . . . , ad + a). By
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Lemma 3.1.9, we have
√

(an+1 + a, . . . , ad + a) = m/a. Hence
√

(a1, . . . , ad) =

m, and therefore a1, . . . , ad is a system of parameters for R.

⇐=: Now suppose that n ≤ d and there exist an+1, . . . , ad ∈ m such that

a1, . . . , an, an+1 . . . , ad form a system of parameters for R. This means that√
(a1, . . . , an, an+1 . . . , ad) = m, so that

√
(an+1 + a, . . . , ad + a) = m/a. Hence

by the GPIT, we have dimR/a ≤ d − n. But the result follows from the first

part that d− n ≤ dimR/a.

The following exercises generalize the concept of system of parameters for

modules.

Exercise 5. Let M be a finitely generated module over a local Noetherian ring

(R,m). Show that

dimM = Min{n ∈ N0|∃a1, . . . , an ∈ m such that `R(M/(a1, . . . , an)M) <∞}.

Definition 3.2.3. Let (R,m) be a Noetherian local ring, and let M be a finitely

generated R-module with dimM = d. A system of parameters for M is a set

{a1, . . . , ad} of elements of m such that

`R(M/(a1, . . . , ad)M) <∞.

The above exercise guarantees the existence of such a system.

Exercise 6. Let M be a finitely generated module over a local Noetherian ring

(R,m), and let a1, . . . , an ∈ m. Show that

dimM − n ≤ dimM/(a1, . . . , an)M ≤ dimM.

Moreover, dimM/(a1, . . . , an)M = dimM − n if and only if a1, . . . , an can be

extended to a system of parameters for M .

Exercise 7. Let R be a Noetherian local ring with dimR = d, and let a1, . . . , ad

be a system of parameters for R. Let n1, . . . , nd ∈ N. Prove that an1
1 , . . . , and

d

is a system of parameters for R

We end this section by the Monomial Conjecture of Hochster [6].
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Monomial Conjecture. Let R be a Noetherian local ring with dimR = d.

Then for any given system of parameters a1, . . . , ad of R

at1 . . . a
t
d 6∈ (at+1

1 , . . . , at+1
d ) for all t ∈ N.

Monomial Conjecture has also been proved when dimR ≤ 2 (cf. [6]). Sharp-

Zakeri [13], by using the theory of modules of generalized fractions, proved

some results related to Monomial Conjecture for rings of dimension d under the

assumption that Monomial Conjecture is valid for rings of dimension d− 1.

3.3 Regular Rings

Notation. Let M be a finitely generated R-module. The minimum number of

generators of M is denoted by µR(M) (or simply by µ(M)).

Theorem 3.3.1. Let (R,m) be a local Noetherian ring. Then

dimR ≤ µ(m).

Proof. Immediate from the GPIT.

Theorem 3.3.2. If (R,m) is a local Noetherian ring, then the following condi-

tions are equivalent.

(1) dimR = µ(m),

(2) m is generated by a system of parameters.

Proof. (1) =⇒ (2): Is trivial.

(2) =⇒ (1): Suppose that d = dimR and m = (a1, . . . , ad), where a1, . . . , ad is a

system of parameters for R. Clearly µ(m) ≤ d. By the the above theorem, we

have d ≤ µ(m). Hence d = µ(m).

Definition 3.3.3. A local Noetherian ring (R,m) is said to be regular if it

satisfies the equivalent conditions of the above theorem. A system of parameters

of R which generates m is called a regular system of parameters.
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Definition 3.3.4. Let M be an R-module and let X be a subset of M . We say

that X is a minimal generating set for M if X generates M but no proper

subset of X generates M .

Theorem 3.3.5. Let M be a module over local ring (R,m). Let k = R/m and

x1, . . . , xn ∈M . Then the following are equivalent:

(1) {x1, . . . , xn} is a minimal generating set for M ,

(2) {x1 + mM, . . . , xn + mM} is a basis for k-vector space M/mM .

Proof. (1) =⇒ (2): We have (x1+mM, . . . , xn+mM) = Rx1+. . .+Rxn+mM =

M/mM . Now let ci ∈ R and

(c1 + m)(x1 + mM) + · · ·+ (cn + m)(xn + mM) = c1x1 + . . .+ cnxn + mM = 0.

If ci+m 6= 0 for some 1 ≤ i ≤ n, then there exists di ∈ R such that (ci+m)(di+

m) = 1 + m. Hence

xi − di(c1x1 + · · ·+ ci−1xi−1 + ci+1xi+1 + · · ·+ cnxn) ∈ mM.

This implies that

Rx1 + · · ·+Rxi−1 +Rxi + · · ·+Rxn + mM = Rx1 + · · ·+Rxn + mM = M.

By NAK, Rx1 + · · ·+Rxi−1 +Rxi+1 + · · ·+Rxn = M , which is a contradiction.

Thus {x1 + mM, . . . , xn + mM} is linearly independent and we have completed

the proof.

(2) =⇒ (1): Since (x1+mM, . . . , xn+mM) = M/mM , we have Rx1+· · ·+Rxn+

mM = M , and therefore Rx1 + · · ·+Rxn = M , by NAK. Now let {y1, . . . , y`}

be a proper subset of {x1, . . . , xn} such that (y1, . . . , y`) = M . Then

(y1 + mM, . . . , y` + mM) = Ry1 + · · ·+Ry` + mM = M/mM,

which is a contradiction.

We note an easy consequence of this result.
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Corollary 3.3.6. Let M be a finitely generated module over local ring (R,m).

Let k = R/m. Then

(1) M possesses a minimal generating set,

(2) any two minimal generating sets for M have the same cardinality,

(3) µ(M) = dimkM/mM.

Lemma 3.3.7. Let (R,m) be a local Noetherian ring. Let x ∈ m \m2. Then

µR/(x)(m/(x)) = µR(m)− 1.

Proof. Let {a1 +(x), . . . , an+(x)} be a set of minimal generators of m/(x). By

Theorem 3.3.5, it suffices to show that {a1+m2, . . . , an+m2, x+m2} is a basis for

R/m-vector space m/m2. It is easy to see that (a1 + m2, . . . , an + m2, x+ m2) =

m/m2. To show a1 + m2, . . . , an + m2, x+ m2 are linearly independent suppose

(c1 + m)(a1 + m2) + · · ·+ (cn + m)(an + m2) + (c+ m)(x+ m2) = 0, (∗)

for some c1, . . . , cn, c ∈ R. This means that

(c1+(x)+m/(x))(a1+(x)+m2/(x))+· · ·+(cn+(x)+m/(x))(an+(x)+m2/(x)) = 0.

Since {a1 + (x), . . . , an + (x)} is a set of minimal generators of m/(x), it follows

from Theorem 3.3.5 again that c1+(x), . . . , cn+(x) ∈ m/(x). Hence c1, . . . , cn ∈

m. It follows from (∗) that cx ∈ m2. Since x 6∈ m2, we must have c ∈ m.

Therefore a1 +m2, . . . , an+m2, x+m2 are linearly independent, as desired.

Corollary 3.3.8. Let (R,m) be a regular local ring, and let x ∈ m \m2. Then

R/(x) is a regular local ring and

dimR/(x) = dimR− 1.

Proof. In view of Theorem 3.1.7, Theorem 3.3.1, Lemma 3.3.7 and the fact that
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R is regular, we have

µR/(x)(m/(x)) ≥ dimR/(x)

= htR/(x)(m/(x))

≥ htRm− 1

= dimR− 1

= µR(m)− 1

= µR/(x)(m/(x)),

from which it is immediate that R/(x) is a regular local ring with dimension

dimR− 1.

The converse of the above corollary is:

Exercise 8. Let (R,m) be a local Noetherian ring, and x an element of m \m2

that x 6∈ Z(R). Let R/(x) be a regular local ring. Show that R is regular.

Theorem 3.3.9. A regular local ring is an integral domain.

Proof. Let (R,m) be a regular local ring. We use induction on dimR. In case

dimR = 0, we must have m = 0, so R is a field, and the result is trivial. Thus

we may assume dimR ≥ 1. Let MinR = {p1, . . . , pn}. By PAT,

m * m2 ∪ p1 ∪ · · · ∪ pn.

So there exists x ∈ m such that x 6∈ m2∪p1∪· · ·∪pn. By Corollary 3.3.8, the local

ring R/(x) is regular of dimension dimR − 1. Hence, by induction assumption

R/(x) is an integral domain, that is, (x) is a prime ideal and therefore contains

a minimal prime ideal of R, say p1. If y ∈ p1 is any element, then we may write

y = xa for some a ∈ R. Since x 6∈ p1, we must have a ∈ p1. This shows that

p1 = xp1, which by NAK implies p1 = 0, as desired.

Theorem 3.3.10. Let (R,m) be an Noetherian local ring. Then the following

are equivalent.
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(1) every non zero ideal of R is principal,

(2) the maximal ideal m is principal.

Proof. (1) =⇒ (2): Is trivial.

(2) =⇒ (1): Let m = (x). If m = 0, then R is a field and there is nothing to

prove. Therefore we suppose that m 6= 0. Let a be non zero proper ideal of

R. By Corollary 1.4.8, we have ∩∞i=1m
i = 0 and therefore, there exists n ∈ N

such that a ⊆ mn, a * mn+1. Hence, there exists y ∈ a such that y = axn,

y 6∈ (xn+1); consequently a 6∈ m and a is a unit in R. Hence xn = a−1y ∈ a,

therefore mn = (xn) ⊆ a and hence a = mn = (xn). It follows that every non

zero ideal of R is a power of m.

Exercise 9. Let (R,m) be a local Noetherian integral domain of dimension 1.

Show that the following are equivalent.

(1) R is regular,

(2) m is principal ideal,

(3) every non zero ideal of R is a power of m,

(4) there exists x ∈ R such that every non zero ideal of R has the form xn,

n ≥ 0,

(5) R is a PID,

(6) R is integrally closed.

Exercise 10. Let R be a Noetherian ring and let S = R[x1, . . . , xn] or S =

R[[x1, . . . , xn]]. Show that R is regular if and only if S is regular.

At the end of this section, we state without proof results from Homological

Algebra. The interested reader may refer to Rotman’s book [11] for details.

Theorem 3.3.11. (Auslander-Buchsbaum-Nagata). A regular local ring

is UFD.

Proof. See Theorem 9.64 of [11].
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There is still no known proof of Theorem 3.3.11 using only classical commu-

tative algebra techniques.

Theorem 3.3.12. (Serre). Let R be a regular local ring and p a prime ideal

in R, then Rp is again regular.

Proof. See Theorem 9.58 of [11].



Chapter 4

Regular Sequences

4.1 Regular Sequences

Definition 4.1.1. Let M be an R-module. An element a ∈ R is said to be

M-regular if a 6∈ Z(M). A sequence of elements a1, . . . , an ∈ R is called an

M-regular sequence if

(1) (a1, . . . , an)M 6= M , and

(2) for i = 1. . . . , n, ai 6∈ Z(M/(a1, . . . , ai−1)M).

When all ai belong to an ideal a we say a1, . . . , an ∈ R is an M-regular se-

quence in a. If, moreover, there is no an+1 ∈ a such that a1, . . . , an, an+1 is

M -regular, then a1, . . . , an is said to be a maximal M-regular sequence in

a.

Theorem 4.1.2. Let R be a Noetherian ring and M an R-module. Any M -

regular sequence a1, . . . , an in an ideal a can be extended to a maximal M -regular

sequence in a.

Proof. If a1, . . . , an is not maximal in a, we can find an+1 ∈ a such that

a1, . . . , an, an+1 is an M -regular sequence in a. Either this process terminates

at a maximal M -regular sequence in a, or it produces a strictly ascending chain

54
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of submodules

(a1)M  (a1, a2)M  · · · .

Hence the sequence of ideals

(a1)  (a1, a2)  · · ·

is also strictly ascending. Since R is Noetherian, we can exclude this latter

possibility.

The above theorem shows that if R is Noetherian and M a non zero R-

module, then maximalM -regular sequence exist. We will prove that all maximal

M -regular sequence in an ideal a with aM 6= M have the same length if M is

finitely generated. This allows us to introduce the fundamental notion of grade

and depth.

The following simple fact will be repeatedly used throughout this section:

Proposition 4.1.3. Let M be an R-module and a, b be two ideals of R. Then

(M/aM)
b(M/aM)

∼=
M

(a + b)M
.

Proof. Left to the reader as an exercise.

Theorem 4.1.4. Let M be an R-module and a1, . . . , an ∈ R. Then the following

are equivalent.

(1) a1, . . . , an is an M -regular sequence.

(2) a1, . . . , ai is an M -regular sequence and ai+1, . . . , an is an M/(a1, . . . , ai)M -

regular sequence.

Proof. (1) =⇒ (2) : Trivial.

(2) =⇒ (1) : Apply the above proposition with a = (a1, . . . , ai) and b succes-

sively replaced by (ai+1), (ai+1, ai+2), . . ..

Theorem 4.1.5. Let M be an R-module and a1, a2 be an M -regular sequence.

Then a1 6∈ Z(M/a2M).
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Proof. Suppose that a1(x + a2M) = 0 for some x ∈ M . Then there exists

y ∈M such that a1x = a2y. Since a2 6∈ Z(M/a1M), this implies y ∈ a1M , and

so y = a1y1 for some y1 ∈ M . Since a1 6∈ Z(M), it follows from the equation

a1x = a1a2y1 that x ∈ a2M , as required.

Theorem 4.1.6. Let M be an R-module and a1, . . . , an be an M -regular se-

quence. Then

a1, . . . , ai−1, ai+1, ai, ai+2, . . . , an is an M -regular sequence if and only if ai+1 6∈

Z(M/(a1, . . . , ai−1)M).

Proof. Follows immediately from Theorem 4.1.4 and 4.1.5.

Remark 4.1.7. We note that the notion of M -regular sequence depends on the

order of the elements in the sequence. In other words, a permutation of a regular

sequence need not be regular.

Example 4.1.8. Let R = k[x, y, z], where k is a field. Then x, y(1− x), z(1− x)

is an R-regular sequence, but y(1 − x), z(1 − x), x is not, because z(1 − x) ∈

Z(R/y(1− x)).

Theorem 4.1.9. Let M be a finitely generated module over a Noetherian ring

R and let a1, . . . , an be an M -regular sequence in J(R). Then any permutation

of the ai is also an M -regular sequence.

Proof. We use induction on n. Let n = 2 and a1, a2 be an M -regular sequence.

We show that a2, a1 is also an M -regular sequence. By Theorem 4.1.5, it suffices

to show that a2 6∈ Z(M). Let N = (0 :M a2). We shall prove N = 0. Let x ∈ N .

By definition of N , we have a2x = 0. Since a2 6∈ Z(M/a1M), we have x ∈ a1M ,

say x = a1y with y ∈ M . Then a2x = a1a2y = 0. But a1 6∈ Z(M), hence

a2y = 0 and therefore y ∈ N . We have proved N = a1N . By NAK, N = 0,

as desired. Now Let n > 2 and a1, . . . , an be an M -regular sequence. Every

permutation is a product of transpositions of adjacent elements. Therefore it is

enough to show that a1, . . . , ai−1, ai+1, ai, ai+2, . . . , an is anM -regular sequence.

Let M = M/(a1, . . . , ai−1)M . By the case n = 2, ai+1, ai is an M -regular
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sequence. Hence By the above theorem a1, . . . , ai−1, ai+1, ai, ai+2, . . . , an is an

M -regular sequence.

Let M be a finitely generated module over a Noetherian ring R. In the

following theorem, we show that all maximal M -regular sequences in an ideal

a of R with aM 6= M have the same length. This allows us to introduce the

fundamental notions of grade and depth.

Theorem 4.1.10. (Rees). Let M be a finitely generated module over a Noethe-

rian ring R and let a be an ideal of R. Assume that aM 6= M . Then any

maximal M -regular sequences in a have the same length.

Proof. It suffices to prove the following: If a1, . . . , an is a maximal M -regular

sequence in a and b1, . . . , bn is an M -regular sequence in a, then b1, . . . , bn is a

maximal M -regular sequence in a. We prove this result by induction on n.

Case n = 1. We must show that: If a1 6∈ Z(M), b1 6∈ Z(M) and a ⊆

Z(M/a1M), then a ⊆ Z(M/b1M). By PAT, there exist x ∈ M \ a1M and

p ∈ SpecR such that a ⊆ p = Ann(x + a1M). Therefore ax ⊆ a1M , and so

b1x = a1x1 for some x1 ∈ M . We claim that ax1 ⊆ b1M and x1 6∈ b1M . For

the first point, we have a1ax1 = b1ax ⊆ a1b1M , and since a1 6∈ Z(M) we must

have ax1 ⊆ b1M . For the second point, suppose to the contrary that x1 ∈ b1M .

Then there exists x2 ∈M such that x1 = b1x2. Therefore b1x = a1x1 = b1a1x2.

Since b1 6∈ Z(M), we must have x ∈ a1M , which is a contradiction.

Case n > 1. Let Ki = M/(a1, . . . , ai−1)M and Li = M/(b1, . . . , bi−1)M for

i = 1 . . . , n. It follows from PAT that there is c ∈ a such that

c 6∈ Z(K1) ∪ · · · ∪ Z(Kn) ∪ Z(L1) ∪ · · · ∪ Z(Ln). (∗)

Since c 6∈ Z(Kn), we have that a1, . . . , an−1, c is an M -regular sequence in a.

By (∗) and repeated application of Theorem 4.1.6, we have that c, a1, . . . , an−1 is

anM -regular sequence in a. In exactly the same way, we have that c, b1, . . . , bn−1

is an M -regular sequence in a. By the case n = 1, c is also a maximal Kn-regular

sequence, and hence c, a1, . . . , an−1 is a maximal M -regular sequence in a. Let

N = M/cM . Then a1, . . . , an−1 and b1, . . . , bn−1 are two N -regular sequences
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in a. Since a1, . . . , an−1 is a maximal N -regular sequence in a, it follows from

the induction hypothesis that b1, . . . , bn−1 is a maximal N -regular sequence in a.

Therefore b1, . . . , bn−1, c is a maximal M -regular sequence in a. By the another

application of the case n = 1, we obtain that bn is a maximal Ln-regular, and

hence b1, . . . , bn−1, bn is a maximal M -regular sequence in a, as required.

Remark 4.1.11. For an alternative homological proof, see for example [9].

Exercise 1. Let R be a Noetherian local ring and M a finitely generated

R-module. Let a1, . . . , an be an M -regular sequence. Then

dimM/(a1, . . . , an)M = dimM − n.

4.2 Grade and Depth

Definition 4.2.1. Let M be a finitely generated module over a Noetherian ring

R, and let a be an ideal of R such that aM 6= M . Then the common length of

the maximal M -regular sequence in a is called the grade of a on M , denoted

by

grade(a,M).

If (R,m) is a local ring, then the grade of m on M is called the depth of M ,

denoted by

depthM.

Exercise 2. Let a and b be ideals of a Noetherian ring R, M a finite R-module.

Show that

(1) grade(a,M) = inf{depthMp : p ∈ V (a)},

(2) grade(a,M) = grade(
√

a,M),

(3) grade(ab,M) = grade(a ∩ b,M) = inf{grade(a,M), grade(b,M)},

(4) if S is a multiplicatively closed subset of R, then

grade(a,M) ≤ grade(S−1a, S−1M),
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(5) if a1, . . . , an is an M -regular sequence in a, then

grade(a,M)− n = grade(a,M/(a1, . . . , an)M)

= grade(a/(a1, . . . , an),M/(a1, . . . , an)M).

We end this section by establishing an upper bound for depthM . We need

the following theorem.

Theorem 4.2.2. Let (R,m) be a Noetherian local ring and let M be a non zero

finitely generated R-module. Then

depthM ≤ dimR/p for all p ∈ Ass(M).

Proof. We use induction on n = depthM . If n = 0 there is nothing to prove. If

n > 0, then there an element a ∈ m such that a 6∈ Z(M). Let p ∈ AssM and

set

Σ = {Rz|0 6= z ∈M, pz = 0}.

Σ 6= ∅, since p ∈ AssM . Let Rz0 be a maximal element of Σ. We aim to show

that z0 6∈ aM . If to the contrary that z0 ∈ aM , then z0 = ay with y ∈ M

and py = 0, since a 6∈ Z(M). It follows that Ry ∈ Σ. By maximality of Rz0,

we have Ry = Rz0 and hence Ry = Ray. By NAK, we have y = 0, which is a

contradiction. Therefore z0 6∈ aM and hence p ⊆ Z(M/aM). By PAT, there

exists q ∈ Ass(M/aM) such that p ⊆ q. Since a ∈ q and a 6∈ p, we have p 6= q,

and therefore by induction hypothesis

depthM = 1 + depthM/aM ≤ 1 + dimR/q ≤ dimR/p.

Corollary 4.2.3. Let M be a non zero finitely generated module over the

Noetherian local ring R. Then

depthM ≤ dimM.

Proof. By the above theorem, we have

depthM ≤ sup{dimR/p|p ∈ AssM} = dimM.
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Corollary 4.2.4. Let R be a Noetherian ring and a an ideal of R. Then

grade(a, R) ≤ hta.

Proof. Since

grade(a, R) = inf{depthRp : p ∈ V (a)},

hta = inf{dimRp : p ∈ V (a)},

the assertion follows from the above corollary.

4.3 Cohen-Macaulay Rings and Modules

Over the past several decades Cohen-Macaulay rings have played a central role

in the solutions to many important problems in commutative algebra, algebraic

geometry, invariant theory and combinatorics. In the words of Hochster, “life

is really worth living” in a Cohen-Macaulay ring (see [4], p. 57).

Definition 4.3.1. Let (R,m) be a Noetherian local ring and M is a non zero

finitely generated R-module. We say that M is Cohen-Macaulay module

(abbreviated to C-M module) if depthM = dimM . If R is a Cohen-Macaulay

R-module then R is called a Cohen-Macaulay ring. We say M is maximal

Cohen-Macaulay if dimM = dimR.

Definition 4.3.2. Let R be Noetherian ring and M an R-module. We say that

M is a Cohen-Macaulay R-module if Mm is a Cohen-Macaulay Rm-module for

each maximal ideal m ∈ SuppM .

Theorem 4.3.3. Let (R,m) be a Noetherian local ring and M a non zero Cohen-

Macaulay module. Then

(1) depthM = dimR/p for all p ∈ AssM ,

(2) grade(a,M) = dimM − dimM/aM for all ideals a ⊆ m,

(3) a1, . . . , an is an M -regular sequence ⇐⇒ dimM/(a1, . . . , an)M = dimM−n,
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(4) a1, . . . , an is an M -regular sequence if and only if it is part of a system of

parameters.

Proof. (1): In view of Theorem 4.2.2, depthM ≤ dimR/p ≤ dimM for all

p ∈ AssM . Since M is Cohen-Macaulay, it follows that depthM = dimR/p for

all p ∈ AssM .

(2) We use induction on n = grade(a,M). If n = 0, then there exists p ∈ AssM

such that a ⊆ p. It follows from (1) that

dimR/p ≤ dimM/aM ≤ dimM ≤ dimR/p.

Hence dimM/aM = dimM . If n > 0, we choose x ∈ a such that x 6∈ Z(M).

Then

grade(a,M/xM) = grade(a,M)− 1,

depth(M/xM) = depth(M)− 1,

dim(M/xM) = dim(M)− 1.

The argument is complete by induction.

(3) It is enough to prove this when n = 1.

=⇒: Follows from Exercise 1.

⇐=: Let a1 ∈ R and dim(M/a1M) = dimM − 1. Assume to the contrary that

a1 ∈ Z(M). Then there exists p ∈ AssM such that a1 ∈ p. Therefore

dimM = dimR/p ≤ dimM/a1M,

which is a contradiction. Hence a1 is M -regular.

(4) Follows from an Exercise 6 of Chapter 3 and part (3) above.

Theorem 4.3.4. Let R be a Noetherian ring and M a finitely generated R-

module. Let a1, . . . , an be an M -regular sequence. Then

M is Cohen-Macaulay =⇒M/(a1, . . . , an)M is Cohen-Macaulay,

The converse holds if R is local.
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Proof. By the definition of Cohen-Macaulay module, we may assume that R is

local. Let a1, . . . , an be an M -regular sequence. Then

depth(M/(a1, . . . , an)M) = depth(M)− n,

dim(M/(a1, . . . , an)M) = dim(M)− n.

Thus M is Cohen-Macaulay, if and only if M/(a1, . . . , an)M is so.

Theorem 4.3.5. Let M be a Cohen-Macaulay module over Noetherian local

ring (R,m). Then

(1) Mp is Cohen-Macaulay Rp-module for every p ∈ SpecR,

(2) grade(p,M) = depthMp for every p ∈ SuppM .

Proof. (1): If Mp = 0, there is nothing to prove. So let p ∈ SuppM . We know

grade(p,M) ≤ depthMp ≤ dimMp.

So we will prove grade(p,M) = dimMp by induction on grade(p,M). If grade(p,M) =

0, then p ⊆ Z(M). By PAT there exists p′ ∈ AssM such that AnnM ⊆ p ⊆ p′.

Since M is Cohen-Macaulay, it follows from Theorems 1.7.3(4) and 4.3.3(1) that

AssM = Min(AssM) = Min(SuppM).

Hence p = p′ ∈ Min(SuppM). Therefore pRp ∈ Min(SuppMp) and hence

dimMp = 0. Now let grade(p,M) > 0. Let a ∈ p be an M -regular element. The

element a/1 ∈ Rp is then Mp-regular and therefore we have

dim(M/aM)p = dimMp/aMp = dimMp − 1

grade(p,M/aM) = grade(p,M)− 1.

SinceM/aM is Cohen-Macaulay, it follows by induction that grade(p,M/aM) =

dim(M/aM)p, which completed the proof.

(2): follows from the proof of (1).

Exercise 3. Let R be a Noetherian ring. Suppose M is is Cohen-Macaulay

R-module and S is a multiplicatively closed set in R. Show that S−1M is a

Cohen-Macaulay S−1R-module.
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Corollary 4.3.6. Let R be local Noetherian and M a Cohen-Macaulay R-

module. Then dimM = dimMp + dimM/pM for every p ∈ SuppM .

Proof. Let p ∈ SuppM . Then Mp is Cohen-Macaulay Rp-module and by The-

orems 4.3.5 and 4.3.3(2), we have,

dimMp = depthMp = grade(p,M) = dimM − dimM/pM.

This completes the proof.

Corollary 4.3.7. Let R be a Cohen-Macaulay ring and a be a proper ideal of

R. Then grade(a, R) = hta. If R is Cohen-Macaulay local, then

hta + dimR/a = dimR.

Proof. We have

grade(a, R) = inf{depthRp : p ∈ V (a)},

hta = inf{dimRp : p ∈ V (a)}.

By Theorem 4.3.5, grade(a, R) = hta. By this and Theorem 4.3.3, hta +

dimR/a = dimR.

Definition 4.3.8. Let R be a Noetherian ring and a a proper ideal, and let

AssR(R/a) = {p1, . . . , pn}. We say that a is unmixed if htpi = hta for all i.

Exercise 4. Let R be a Noetherian ring. Then the following are equivalent.

(1) R is a Cohen-Macaulay ring,

(2) Rp is a Cohen-Macaulay ring for all p ∈ Spec(R),

(3) every ideal a generated by hta elements is unmixed,

(4) grade(a, R) = hta for all ideals a of R,

(5) grade(p, R) = htp for all p ∈ Spec(R),

(6) grade(m, R) = htm for all m ∈ Max(R),

(7) all ideal a of R which satisfy the condition hta = µ(a) are generated by an

R-regular sequence,

(8) every ideal a generated by an R-regular sequence is unmixed,
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(9) for any prime ideal p of R of height≥ 1 there exists a set of parameters of

the ring Rp which is an R-regular sequence.

Exercise 5. Let R be a Noetherian ring and let S = R[x1, . . . , xn] or S =

R[[x1, . . . , xn]]. Show that R is a Cohen-Macaulay ring if and only if S is a

Cohen-Macaulay ring.

Our next goal is to show that a regular local ring is Cohen-Macaulay.

Theorem 4.3.9. Let (R,m) be a regular local ring of dimension d, and let

a1, . . . , at ∈ m, where 1 ≤ t ≤ d. Then the following are equivalent.

(1) a1, . . . , at can be extended to a regular system of parameters for R,

(2) R/(a1, . . . , at) is a regular local ring of dimension d− t.

Proof. (1) =⇒ (2): Let a = (a1, . . . , at). Let a1, . . . , at, at+1, . . . , ad be a regular

system of parameters for R. By Theorem 3.2.2, dimR/a = d − t. But m/a =

(at+1 + a, . . . , ad + a), hence R/a is regular.

(2) =⇒ (1): Let (at+1 + a, . . . , ad + a) = m/a. Then it is easy to see that

(a1, . . . , at, at+1, . . . , ad) = m. Thus a1, . . . , at extend to a regular system of

parameters for R.

Theorem 4.3.10. Let (R,m) be a Noetherian local ring of dimension d. Then

the following are equivalent.

(1) R is regular,

(2) m can be generated by an R-regular sequence a1, . . . , ad.

Proof. (1) =⇒ (2): Let m = (a1, . . . , ad) and 1 ≤ i ≤ d. By the above theorem

R/(a1, . . . , ai) is regular. Therefore R/(a1, . . . , ai) is domain and ai+1 is not

zero divisor of R/(a1, . . . , ai). Thus a1, . . . , at is an R-regular sequence.

(2) =⇒ (1): Trivial.

Corollary 4.3.11. A regular local ring is Cohen-Macaulay.
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Proof. Let R be a regular local ring. Let d = dimR and m = (a1, . . . , ad), where

a1, . . . , ad is an R-regular sequence. By definition of depth, d ≤ depthR. It

follows from Corollary 4.2.3 that d = depthR, so R is Cohen-Macaulay.

For more detailed texts on commutative algebra, we refer the interested

reader to [2], [5], [8] and [9].
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