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## PREFACE TO THE SECOND EDITION

From the 1950's until 1968, the theory of finite groups underwent an intense period of growth, including the first major classification theorems concerning simple groups as well as the construction of the first new sporadic simple group in a hundred years. In writing this book, my aim was to describe that development in sufficient detail for the interested reader to reach the frontiers of the subject and thereby participate in the excitement that then surrounded the study of simple groups.

In the intervening ten years, an equally dramatic change has occurred: what was then only a far-off dream-a complete classification of the finite simple groups-has now almost approached a reality. Literally thousands of journal pages have been devoted to their study and powerful new techniques have been developed, on the basis of which finite grouptheorists have been able to carry out systematic classifications of wider and wider classes of simple groups and a total of twenty-one sporadic groups have been discovered beyond the original five of Mathieu (the existence of two of these new simple groups is still an open question).

In most instances, these developments constitute a continuation rather than a replacement of the material in this book. Moreover, any attempt to take them into account in a revision would undoubtedly extend its length beyond a manageable size and would also distort its original structural framework, which was based upon those major early classification theorems. It therefore seems preferable to leave this book intact as a record of the state of the art in 1968 and to leave the more recent developments to other books and monographs.

Hence, in making this revision I have focused solely on the task of removing the very large number of errors of one sort or another that
existed in the first edition. I have been enormously helped in this endeavor by detailed comments of Morton Harris and Steven Smith, who in the course of their systematic readings of the entire text, kept careful notes of the typographical and mathematical errors which they encountered. I am deeply grateful to both of them for the assistance they have given me in improving the text of this edition.

Only in Chapters 16 and 17 have I deviated at all from this single-minded purpose. I have entirely deleted $\S 8$ of Chapter 16 and $\S 2$ of Chapter 17, the contents of which are misleading from the perspective of 1978. The first of these contained a list of then unsolved problems, closely related to the contents of the book, most of which have now been settled. The second consisted of some personal reflections on the possible direction of future research on simple groups; although that discussion did touch upon several of the main issues of later developments, it does not present a clear enough picture of the subsequent evolution of simple group theory.

In addition, I have altered some of the notation in these two chapters to conform to what has now become standard usage. I also felt that it would be more useful to the reader to have a list of all the presently known simple groups rather than the now outdated list of 1968. Thus the table in Chapter 17 includes the orders of the twenty-six presently known sporadic simple groups.
D. G.

## PREFACE TO THE FIRST EDITION

In the past ten years there has been a tremendous surge of activity in finite group theory. The period has witnessed the first serious classification theorems concerning simple groups and the discovery of several new families of simple groups; and, above all, the fundamental question of the solvability of groups of odd order has been answered. Dramatic applications have been made of Philip Hall's earlier basic results on solvable and nilpotent groups and of Brauer's long and continued contributions to the theory of group characters. Out of the work of Feit and Thompson on groups of odd order, of subsequent work of Thompson on the minimal simple groups, and of Suzuki's numerous classification theorems, there is gradually emerging a body of techniques and a series of general methods for studying simple groups. Although the entire field is presently in an excited state of ferment and fluidity, as recent basic work of Glauberman and Alperin clearly indicates, a degree of stability appears to be settling over certain aspects of the subject.

Our primary object will be to present a systematic development of most of these techniques and to illustrate their applicability through the analysis of several classification problems. For reasons of exposition, clarity, and emphasis, we have divided the book into three parts. In Part I we study the total body of material required for the classification problems we shall consider later. Although each of the chapters on representation theory, character theory, p-groups, solvable groups, and transfer includes a considerable number of results which can presently be found only in the literature, it is Chapter 8 on $p$-constrained and $p$-stable groups and Chapter 9 on groups of even order that present the new methods in their most developed form.

In selecting or rejecting material for Part I, we have held steadfast to a single-minded purpose: to present only those results deemed essential for application to the study of simple groups. Thus, for example, most of the beautiful and well-worked-out theory of solvable groups has been omitted, and, in particular, the important subclass of supersolvable groups has not even been mentioned. Only by such uncompromising restraint did we feel that we could give the reader a sense of the underlying continuity and interrelationship that exists among the various methods that are used in these classification problems.

There are two omissions that have been caused rather by limitations of space. The first, and for our purposes the more serious, is the theory of modular characters, which is an essential tool for studying simple groups. Fortunately (and also by design) the particular classification problems we have chosen for analysis in Part II require only results of ordinary character theory for their solutions; yet, they are sufficiently complex to illustrate the use of the various methods developed in Part I. Secondly, we have not given a systematic treatment of the known simple groups, apart from a brief outline without proofs in Chapter 17 of Part III. This is another area that has been the subject recently of a great deal of investigation. As a result of the work of Chevalley, Tits, Steinberg, and others on algebraic groups and Lie algebras, the finite simple groups of Lie type are now well understood. However, a precise knowledge of these groups is actually not required for the classification problems that have so far been undertaken (with the exception of certain groups of low rank that can be studied without reference to the general theory). It is quite evident, however, that as the classification problems under consideration become more and more general in the future, this situation will change.

Part I is written on the assumption that the reader has had the equivalent of a standard first-year-graduate algebra course. Thus we assume a familiarity with basic group-theoretic concepts and an understanding of linear algebra, elementary properties of modules and tensor products, and the theory of fields, including Galois theory. In Chapter 1 we list explicitly a number of elementary results about groups without proof. Apart from these specific theorems and the general knowledge we have presupposed, the book is entirely self-contained. All proofs are complete and, with a few trivial exceptions, do not rely on earlier, unproved exercises.

We note also that the development of character theory is confined to Section 6 of Chapter 3, all of Chapter 4, and Section 4 of Chapter 9, and is used elsewhere in Part I only for Burnside's theorem on groups of order
$p^{a} q^{b}$ and Frobenius' theorem on transitive permutation groups. Hence if one is willing to accept the last two theorems, it is possible to present the entire non-character-theoretic portion of Part I as an independent unit in approximately one semester or two quarters. To facilitate the development of the material in this way, we have deliberately included certain results in Chapter 3 (excluding Section 6) even though there exist shorter proofs for them using character theory. On the other hand, all the material of Part I, together with a few of the applications of Part II, can easily be covered in a year's course.

The recent advances in our knowledge of simple groups have not been accomplished without great effort, for the papers embodying them are among the longest in all of mathematics, the Odd Order paper alone running to 255 journal pages. Any writer attempting to present this work is thus faced with a very serious problem: Given the limitations of space and energy, how is he to present a body of theorems the complete proofs of which, no matter how efficiently organized, would require perhaps a thousand pages for complete exposition? The compromise we have decided upon is this: On the one hand, to present complete proofs of special cases of these various theorems, which are sufficiently significant to provide meaningful application of the techniques developed in Part I and to give some indication of the nature of the general problems themselves; and, on the other hand, using these special cases as a starting point, to outline in some detail the complete proofs of the general theorems.

Thus in Part II we establish the solvability of CN -groups of odd order (groups in which the centralizer of every nonidentity element is nilpotent) and also determine all simple $C N$-groups of even order which have abelian Sylow 2 -subgroups. The latter argument depends in part on the classification of certain Zassenhaus groups (doubly transitive permutation groups in which only the identity fixes three letters). Our results on Zassenhaus groups also enable us to present a complete analysis of a particular case of the general dihedral Sylow 2-subgroup problem: that of groups which possess a self-centralizing Sylow 2 -subgroup of order 4. In addition, we derive a basic structural property of groups which have a generalized quaternion Sylow 2 -subgroup of order at least 16 . We also establish the solvability of groups which admit fixed-point-free automorphisms of several specified types (our results here are essentially complete inasmuch as they include the only general cases in which solvability has at present been established). Finally, we have included a complete proof of P. Hall and G. Higman's fundamental theorem on $p$-solvable linear groups. Even
though this result is not strictly the solution of a classification problem, it has had a great impact on the study of simple groups and, in addition, provides a number of lovely applications of our earlier results.

In Chapter 16 of Part III we discuss in outline the bulk of the recent general results on the classification of simple groups. In a preparatory section we have tried to indicate the over-all nature of these theorems, the conceptual organization of their proofs, and the way in which the three basic methods of finite group theory-the local group-theoretic, the character-theoretic, and the generator-relation methods-enter into the arguments. This section attempts to bring together within a single unified framework the diverse techniques and procedures developed in Part I. In Section 8 of Chapter 16 we list a number of related unsolved problems.

Chapter 17 contains some highly personal and speculative views of the direction we feel the future study of simple groups may take. In it we have tried to point out some of the difficulties, and at the same time to show how many of the concepts that have played so important a part in recent work have fairly natural extensions that should be useful for investigating other classes of simple groups. In addition, we also present in Section 1 a complete list of the known simple groups together with a summary of some of their properties.

The non-character-theoretic portions of Chapters 1 to 7,10, 11, and 14 and parts of Chapters 8 and 9 are based on lecture notes of a course in group theory which I have twice given and whose purpose was in a modest way the same as that of this book. A great stimulus for much of this material was a magnificent set of lecture notes by Philip Hall that were presented in a course by John Thompson at the University of Chicago in the fall of 1960 . The reader familiar with these notes will realize the extent of their influence on Chapters 2, 3, 5, and 6. For the development of the character theory, I have been fortunate indeed to have had available an outstanding set of notes by Walter Feit, which have been indispensable. My general views on the classification of simple groups have been very greatly influenced by Thompson's forthcoming paper on $N$-groups, a preliminary version of which I have been studying over the past three years. Together with the Odd Order paper, it has been the underlying inspiration for this attempt to write a book which would make these fundamental works accessible to a wider audience.

I owe special thanks to both J. L. Alperin and George Glauberman, each of whom spent a great many hours on the over-all text, as well as on several specific theorems and points of difficulty, and whose continued
interest throughout its preparation has significantly affected its final form. I am also indebted to Paul Fong and Michio Suzuki, who read portions of the manuscript and made a number of helpful suggestions. I should also like to acknowledge my gratitude to I. N. Herstein, who began my education in group theory, to J. H. Walter for a long collaboration which deepened my understanding of the entire subject, and to the University of Chicago and Dean A. A. Albert, in particular, for making possible my participation in the Group Theory Year 1960-1961, which was a milestone in my mathematical development. Finally I wish to express my thanks to the publishers, Harper \& Row, and especially to Mrs. Amy Kramer, for their intelligent professional help and guidance; their continued advice and assistance throughout the entire publication of the book considerably simplified my own tasks.

A word about the notation: Theorem 3.4 .2 will, as customary, denote the second result of Section 4 of Chapter 3; however, for simplicity, all references to this result within Chapter 3 itself will be designated as Theorem 4.2. Furthermore, we emphasize that all groups considered in the book are finite.
D. G.

PART METHODS

## PRELIMINARIES

In this chapter we list explicitly those basic results of finite group theory which will be assumed without proof. Proofs of the various theorems can be found in any standard text on the subject. Apart from these particular results, we also presuppose a familiarity with various elementary grouptheoretic terms and concepts: abelian, order, coset, conjugacy, normal and characteristic subgroups, factor groups, homomorphism, isomorphism, direct products, center, commutator, centralizer and normalizer, permutation, cycle, symmetric group, and so on. In addition, we assume an elementary knowledge of the theory of linear transformations and the theory of fields. In particular, we require an understanding of the definitions and basic properties of tensor products of vector spaces, of modules, of characteristic roots and similarity of linear transformations, on the one hand; and of algebraic field extensions, Galois theory, and finite fields on the other. Thus, in effect, we shall assume a knowledge of most of the material that is customarily covered in a first-year-graduate course in algebra.

Following the listing of the basic theorems, we shall establish a number of additional closely related elementary results with which the reader may perhaps not be fully acquainted.

## 1. NOTATION AND TERMINOLOGY

It is important to establish at the outset various notational conventions that we shall use throughout the book.

We use the symbol 1 for both the identity element and identity subgroup of a group $G$. The set of nonidentity elements of $G$ will be denoted by $G^{\#}$.

If $X, Y$ are subsets of the group $G$, we write $X \subseteq Y$ if $X$ is a subset of $Y$ and $X \subset Y$ if $X$ is a proper subset of $Y, X \cap Y$ is given its customary meaning. If $X \subseteq Y, Y-X$ denotes as usual the set of elements of $Y$ not contained in $X$.

If $X$ is a subset of $G,\langle X\rangle$ will denote the subgroup of $G$ generated by $X$. Equivalently $\langle X\rangle$ is the intersection of all subgroups containing $X$. We extend this symbol in the obvious way to the subgroup generated by a collection of subsets of $G$. It will often also be convenient to write $\langle x \mid x \in X\rangle$ for the subgroup of $G$ generated by the elements of the subset $X$.

The subset of $G$ consisting of the elements $x_{1}, x_{2}, \ldots, x_{n}$ is denoted by $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ or $\left\{x_{i} \mid 1 \leqslant i \leqslant n\right\}$. Similarly, if $X$ is a subset of $G$, $X=\{x \mid x \in X\}$.

If $X, Y$ are subsets of $G$, we write $X Y$ for the subset consisting of all products $x y$ with $x \in X, y \in Y$. Thus $X Y=\{x y \mid x \in X, y \in Y\}$. If $X_{i}, \mathrm{l} \leqslant i \leqslant n$, are subsets of $G$, we define the subset $X_{1} X_{2} \cdots X_{n}$ analogously. Similarly, if $H$ is a subset of $G$ and $x, y \in G$, we write $H x=\{h x \mid h \in H\}$ and $y H x=\{y h x \mid h \in H\}$. In particular, $x^{-1} H x$ is the image of $H$ under the inner automorphism of $G$ induced by conjugation by $x$.

If $X$ is a subset of $G,|X|$ will denote the order of $X$. For a single element $x$, we shall use the same symbol $|x|$ for the order of $x$, that is, the order of the cyclic subgroup $X=\langle x\rangle$. Furthermore, for any prime $p$, we denote by $|G|_{p}$ the highest power of the prime $p$ that divides $|G|$.

If $\pi$ is a set of prime numbers, we say that the element $x$ of $G$ is a $\pi$-element if $|x|$ is divisible only by primes in $\pi$. In particular, we have the notion of a $p$-element, $p$ a prime. Similarly, a group $G$ is called a $\pi$-group if $|G|$ is divisible only by primes in $\pi$. In addition, $\pi(G)$ will designate the set of primes dividing $|G|$. Clearly $G$ is a $\pi(G)$-group; moreover, if $G$ is a $\pi$-group, then $\pi(G) \subseteq \pi$. Finally, the least common multiple of the orders of the elements of $G$ is called the exponent of $G$.

The complementary set of primes to $\pi$ will be denoted by $\pi^{\prime}$. Thus we
also have the notion of $\pi^{\prime}$ - and $p^{\prime}$-elements as well as $\pi^{\prime}$ - and $p^{\prime}$-groups. For example, a $2^{\prime}$-element is simply an element of odd order.

If $X$ is a subset of $G, C_{G}(X)$ and $N_{G}(X)$ will denote the centralizer and normalizer of $X$ in $G$, respectively.

We write $H \triangleleft G$ if $H$ is a normal subgroup of $G$ and $H$ char $G$ if $H$ is a characteristic subgroup of $G$.

The center of $G$ will be denoted $Z(G)$. We have $Z(G)$ char $G$.
If $x, y \in G$, we write $[x, y]$ for the commutator $x^{-1}, y^{-1} x y$. If $X, Y$ are subsets of $G$, then $[X, Y]=\langle[x, y] \mid x \in X, y \in Y\rangle$, so that $[X, Y]$ is always a subgroup of $G$. In particular, $[G, G]$ is the commutator subgroup of $G$. We have $[G, G]$ char $G$. As is customary, we also frequently write $G^{\prime}$ for $[G, G]$.

We shall usually write our operators on the right. Sometimes we shall use the exponential notation $H^{\alpha}$ for the image of $H$ under the mapping $x$. In particular, if $H$ is a subset of the group $G$ and $x$ is an element of $G$, we shall write $H^{x}$ for the subset $x^{-1} H x$ and $H^{G}$ for the subgroup generated by the sets $H^{x}$ with $x$ in $G$. Clearly $H^{G}$ is a normal subgroup of $G$, which we call the normal closure of $H$ in $G$.

It is also convenient to introduce the following term: We say that a group $K$ is involved in $G$ provided $K$ is isomorphic to a homomorphic image of a subgroup $H$ of $G$. (Such a homomorphic image is called a section of $G$; however, we shall not need this term.)

## 2. ASSUMED RESULTS

## Theorem 2.1 (LaGrange)

The order of a subgroup $H$ of a group $G$ is a divisor of the order of $G$.
Thus $|G| /|H|$ is an integer, which we designate $|G: H|$ and call the index of $H$ in $G .|G: H|$ is the number of right (or left) cosets of $H$ in $G$.

## Theorem 2.2

If $X, Y$ are subgroups of $G$, then $|X Y|=|Y X|=|X||Y| /|X \cap Y|$. Moreover, $X Y$ is a subgroup of $G$ if and only if $Y X$ is a subgroup.

## Theorem 2.3

Let $K_{i}, 1 \leqslant i \leqslant r$, denote the distinct classes of conjugate elements of $G$ and let $x_{i}$ be an arbitrary element of $K_{i}$. Then we have
(i) $\left|K_{i}\right|=\left|G: C_{G}\left(x_{i}\right)\right|, 1 \leqslant i \leqslant r$.
(ii) $|G|=\sum_{i=1}^{r}\left|G: C_{G}\left(x_{i}\right)\right|$.
(iii) If $X$ is a subset of $G$, then $\left|G: N_{G}(X)\right|$ is the number of distinct conjugates of $X$ in $G$.

Equation (ii) is sometimes called the class equation of $G$.
We list next the three standard isomorphism theorems.

## Theorem 2.4

Let $\phi$ be a homomorphism of the group $G$ onto the group $G^{\prime}$ with kernel $K$. Then we have
(i) $G^{\prime}$ is isomorphic to the factor group $G / K$.
(ii) There exists a one-to-one correspondence between the subgroups of $G$ containing $K$ and the subgroups of $G^{\prime}$. Such a subgroup $H$ of $G$ corresponds to its image $H^{\prime}=H \phi$ in $G^{\prime}$. Furthermore, $H \triangleleft G$ if and only if $H^{\prime} \triangleleft G^{\prime}$.

## Theorem 2.5

Let $K, H$ be normal subgroups of $G$ with $K \subseteq H$. Then $G / H$ is isomorphic to $(G / K) /(H / K)$.

## Theorem 2.6

Let $K, H$ be subgroups of $G$ with $K \triangleleft G$. Then we have
(i) KH is a subgroup of $G$.
(ii) $K H / K$ is isomorphic to $H / K \cap H$.

A chain of subgroups $G=G_{0} \supseteq G_{1} \supseteq G_{2} \supseteq \cdots \supseteq G_{n}=1$ is called a normal series of $G$ provided each $G_{i} \triangleleft G_{i-1}, l \leqslant i \leqslant n$. The factor groups $G_{i-1} / G_{i}$ are called the factors of the normal series and the integer $n$ is called its length. If each $G_{i}$ is a maximal proper normal subgroup of $G_{i-1}$, the normal series is called a composition series and the factors $G_{i-1} / G_{i}$ are called its composition factors. In this case it follows at once from Theorem 2.4 that $G_{i-1} / G_{i}$ has no proper normal subgroups except the identity and hence is a simple group.

We have the following two basic results concerning normal and composition series.

## Theorem 2.7 (Schreier)

Any normal series of $G$ no two of whose members are equal can be refined to a composition series of $G$.

## Theorem 2.8 (Jordan-Hölder)

Any two composition series of $G$ have the same length and, with respect to a suitable ordering of the composition factors, the corresponding factors are isomorphic.

Thus the composition factors of any group $G$ are completely determined
up to isomorphism (and ordering) by any one composition series. It is therefore meaningful to speak of the set of composition factors of $G$.

## Theorem 2.9 (Sylow)

Let $G$ be a group and $p$ a prime. Then we have
(i) G possesses a subgroup of order $|G|_{p}$ and every $p$-subgroup of $G$ is contained in a subgroup of order $|G|_{p}$.
(ii) Any two subgroups of order $|G|_{p}$ are conjugate in $G$.
(iii) The number of distinct subgroups of $G$ of order $|G|_{p}$ is of the form $1+k p$ for some nonnegative integer $k$.
A subgroup of $G$ of order $|G|_{p}$ is called a Sylow $p$-subgroup or, briefly, an $S_{p}$-subgroup of $G$. As an immediate corollary of Sylow's theorem we have

## Theorem 2.10

(i) $G$ is $a \pi$-group if and only if each element of $G^{\#}$ is a $\pi$-element.
(ii) A normal p-subgroup of $G$ is contained in every $S_{p}$-subgroup of $G$.
(iii) G possesses a unique $S_{p}$-subgroup if and only if an $S_{p}$-subgroup of $G$ is normal in $G$.

We also have the following related results:

## Theorem 2.11

A p-group $G$ has the following properties:
(i) $Z(G) \neq 1$.
(ii) If $H$ is a proper subgroup of $G$, then $N_{G}(H) \supset H$.
(iii) If $H$ is a maximal subgroup of $G$, then $|G: H|=p$.
(iv) Any group of order $p^{2}$ is abelian.

If $G_{1}, G_{2}, \ldots, G_{n}$ are groups, the set of elements $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with $x_{i} \in G_{i}$ form a group $G^{*}$ under the operation $\left(x_{1}, x_{2}, \ldots, x_{n}\right)\left(x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right)$ $=\left(x_{1} x_{1}^{\prime}, x_{2} x_{2}^{\prime}, \ldots, x_{n} x_{n}^{\prime}\right)$, where also $x_{i}^{\prime} \in G_{\mathrm{l}}$ and $x_{i} x_{i}^{\prime}$ denotes the product in $G_{i} . G^{*}$ is called the (external) direct product of the $G_{i}$ and we write $G^{*}=G_{1} \times G_{2} \times \cdots \times G_{n}$.

## Theorem 2.12

Let $G_{i}$ be normal subgroups of $G, 1 \leqslant i \leqslant n$, which satisfy the following conditions:
(a) $G=G_{1} G_{2} \cdots G_{n}$.
(b) $G_{i} \cap G_{1} G_{2} \cdots G_{i-1} G_{i+1} \cdots G_{n}=1,1 \leqslant i \leqslant n$.

Then we have
(i) Each $x$ in $G$ has a unique representation of the form $x=x_{1} x_{2} \cdots x_{n}$ with $x_{i}$ in $G_{i}, 1 \leqslant i \leqslant n$.
(ii) The mapping $(x) \phi=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of $G$ into $G_{1} \times G_{2} \times \cdots \times G_{n}$ is an isomorphism.

In view of this result we say under these circumstances that $G$ is the (internal) direct product of its normal subgroups $G_{i}, 1 \leqslant i \leqslant n$, and with slight abuse of terminology we write $G=G_{1} \times G_{2} \times \cdots \times G_{n}$. Of particular importance is the case $n=2$, in which the conditions reduce to $G_{1}, G_{2} \triangleleft G, G=G_{1} G_{2}$, and $G_{1} \cap G_{2}=1$. Then we have $G_{1} G_{2}$ isomorphic to $G_{1} \times G_{2}$.

## Theorem 2.13

Let $G$ be an abelian group and let $\pi(G)=\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$. Then we have
(i) The set of $p_{i}$-elements of $G$ forms a subgroup $P_{i}$ which is the unique $S_{p_{i}}$-subgroup of $G, 1 \leqslant i \leqslant n$.
(ii) $G$ is isomorphic to the direct product $P_{1} \times P_{2} \times \cdots \times P_{n}$. In particular, $|G|=\left|P_{1}\right| \cdot\left|P_{2}\right| \cdots\left|P_{n}\right|$.

## Theorem 2.14

An abelian p-group $G$ is the direct product of cyclic subgroups $H_{i}, 1 \leqslant i \leqslant n$. Moreover, the integer $n$ and the orders $\left|H_{i}\right|$ are uniquely determined (up to ordering).

We shall denote this uniquely determined integer $n$ by $m(G)$. If $\left|H_{i}\right|=p^{e_{i}}$, we say that $G$ is of type ( $p^{e_{1}}, p^{c_{2}}, \ldots, p^{{e_{n}}_{n}}$. In particular, if $G$ is of type $(p, p, \ldots, p), G$ is called elementary abelian, while if $G$ is of type $\left(p^{e}, p^{e}, \ldots, p^{e}\right), G$ is called homocyclic. If $H_{i}=\left\langle x_{i}\right\rangle$, then the $x_{i}, 1 \leqslant i \leqslant n$, are called a basis of $G$. We can then write each element $x$ of $G$ uniquely in the form

$$
x=x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{n}^{a_{n}},
$$

where $0 \leqslant a_{i}<p^{e_{i}}=\left|x_{i}\right|, 1 \leqslant i \leqslant n$. We see from this that the elements of $G$ of order $p$ together with 1 form an elementary abelian subgroup of order $p^{n}$ with basis $x_{i}^{p_{i}-1}, 1 \leqslant i \leqslant n$.

In dealing with abelian p-groups, it is often more convenient to use additive than multiplicative notation, in which case we write $m x$ instead of $x^{m}$. Hence if $x_{i}, 1 \leqslant i \leqslant n$, is a basis of $G$, each $x$ in $G$ can then be uniquely written in the form

$$
x=a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n},
$$

with $0 \leqslant a_{i}<\left|x_{i}\right|, 1 \leqslant i \leqslant n$.
We note also-the obvious consequence of these results-that an abelian group is simple if and only if it has prime order.

Another basic property of abelian groups that we shall need is the following:

## Theorem 2.15

The set $E$ of endomorphisms of an abelian group $G$ form a ring under the operations $\phi+\psi$ and $\phi \psi$, with $\phi, \psi$ in $E$, defined by

$$
x(\phi+\psi)=x \phi+x \psi \quad \text { and } \quad x(\phi \psi)=(x \phi) \psi \quad \text { for } x \text { in } G .
$$

We conclude with the statements of two other basic results of a different nature.

## Theorem 2.16 (Cayley)

Every group of order $n$ is isomorphic to a subgroup of the symmetric group of degree $n$.

## Theorem 2.17

The alternating group of degree $n$ is simple or all $n \geqslant 5$.

## 3. RELATED ELEMENTARY RESULTS

We present here with proof a number of additional basic results that we shall need. Our first results concern abelian groups.

## Theorem 3.1

(i) If $G$ is cyclic of order $n$ and $m$ divides $n$, then $G$ possesses a unique subgroup of order $m$ and it is cyclic. In particular, every subgroup of $G$ is characteristic.
(ii) An abelian group is cyclic if and only if all its Sylow subgroups are cyclic.
(iii) If $x$ is an element of the group $G$ and $\pi(\langle x\rangle)=\left\{p_{1}, p_{2}, \ldots, p_{r}\right\}$, then $x$ can be written uniquely in the form $x=x_{1} x_{2} \cdots x_{r}$, where $x_{i}$ is a $p_{i}$-element and each $x_{i}, x_{j}$ commute, $1 \leqslant i, j \leqslant r$.

## Proof

If $G=\langle x\rangle$ is cyclic of order $n$ and $m \mid n$, then the $m$ elements $x^{i n / m}$, $1 \leqslant i \leqslant m$, are distinct and form a cyclic subgroup with generator $x^{n / m}$. Since this subgroup clearly consists of all elements of $G$ whose orders divide $m$, it is the unique subgroup of order $m$ and (i) holds. In particular, the Sylow subgroups of $G$ are all cyclic. Conversely, if $G$ is an abelian group with cyclic Sylow subgroups $P_{i}=\left\langle x_{i}\right\rangle, 1<i \leqslant r$, it is immediate that the element $x=x_{1} x_{2} \cdots x_{r}$ has order $n=\prod_{i=1}^{r}\left|P_{i}\right|$. But $n=|G|$ by Theorem 2.3(ii), so $G$ is cyclic. Thus (ii) holds.

Now let the assumptions be as in (iii) and set $G_{0}=\langle x\rangle$. The final argument of the preceding paragraph shows that there are $p_{i}$-elements $x_{i}^{\prime}$ in
$G_{0}$ such that $x^{\prime}=x_{1}^{\prime} r_{2}^{\prime} \cdots x_{r}^{\prime}$ generates $G_{0}$. But then $x=x^{\prime \prime}$ for some $t$ and so $x=x_{1} x_{2} \cdots x_{r}$, where $x_{i}=x_{i}^{\prime t}$ is a $p_{i}$-element, $1 \leqslant i \leqslant r$. Furthermore, since each $x_{i}$ is in $G_{0}$, these elements commute pairwise.

Assume finally that $x=u_{1} u_{2} \cdots u_{r}$, with $u_{i}$ a $p_{i}$-element and $u_{i}, u_{j}$ commuting, $1 \leqslant i, j \leqslant r$. Write $|x|=p_{i}^{e} q_{i}$ for suitable integers $e_{i}, q_{i}$ with $\left(p_{i}, q_{i}\right)=1$. Then clearly $x_{i}, u_{i}$ have order $p_{i}^{e_{i}}$ and $x_{j}, u_{j}$ have orders dividing $q_{i}$ for $j \neq i$. Hence $x^{q_{i}}=\left(x_{1} x_{2} \cdots x_{r}\right)^{q_{i}}=x_{1}^{q_{i}} x_{2}^{q_{i}} \cdots x_{r}^{q_{i}}=x_{i}^{q_{i}}$. Similarly, $x^{q_{i}}=u_{i}^{q_{i}}$ and so $x_{i}^{q_{i}}=u_{i}^{q_{i}}$. Choosing $k$ so that $q_{i} k \equiv 1\left(\bmod p^{e_{i}}\right)$, it follows that $x_{i}=x_{i}^{q_{i}}=u_{i}^{q_{i}}=u_{i}$ and hence the $x_{i}$ are uniquely determined, thus proving (iii).

## Theorem 3.2

An elementary abelian p-group $G$ of order $p^{n}$ is isomorphic to a vector space of dimension $n$ over the field $Z_{p}$ with $p$ elements.

## Proof

We use additive notation for $G$ and let $x_{i}, 1 \leqslant i \leqslant n$, be a basis for $G$, so that every element $x$ of $G$ has a unique representation in the form $x=\sum_{i=1}^{n} a_{i} x_{i}$, where $0 \leqslant a_{i}<p, 1 \leqslant i \leqslant n$. If $y=\sum_{i=1}^{n} b_{i} x_{i}$, with $0 \leqslant b_{i}<p$, $1 \leqslant i \leqslant n$, is another element of $G$, then the product law in $G$ gives $x+y=\sum_{i=1}^{n} c_{i} x_{i}$, where $0 \leqslant c_{i}<p$ and $c_{i} \equiv a_{i}+b_{i}(\bmod p), 1 \leqslant i \leqslant n$. Hence if we regard the coefficients $a_{i}, b_{i}, c_{i}$ as elements of $Z_{p}$, we have $c_{i}=a_{i}+b_{i}$ and it follows that the mapping $(x) \phi=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is an isomorphism of $G$ onto the abelian group of the space $V$ of $n$-tuples over $Z_{p}$. Furthermore, $G$ is a $Z_{p}$-module in a natural way and $(a x) \phi=\left(\sum_{i=1}^{n}\left(a a_{i}\right) x_{i}\right) \phi=$ $\left(a a_{1}, \ldots, a a_{n}\right)=a\left(a_{1}, a_{2}, \ldots, a_{n}\right)=a(x \phi)$. Thus $\phi$ also preserves the operation of $Z_{p}$ on $G$ and so maps $G$ isomorphically onto the vector space $V$ over $Z_{p}$.

## Lemma 3.3

If $A$ is a cyclic subgroup of maximal order of the abelian group $G$, then $A$ is a direct factor of $G$ (that is, $G=A \times B$ for some subgroup $B$ of $G$ ).

## Proof

If $G$ is cyclic, then $G=A$ by the maximality of $A$ and the lemma holds trivially with $B=1$; so we may assume that $G$ is noncyclic. Then some $S_{p}$-subgroup of $G$ is noncyclic by Theorem 3.1 (ii) and hence $G$ possesses a noncyclic elementary abelian $p$-subgroup. But then some subgroup $H$ of $G$
of order $p$ is not contained in $A$, whence $A \cap H=1$. Setting $\bar{G}=G / H$, it follows that the image $\bar{A}$ of $A$ in $\bar{G}$ has the same order as $A$ and so is cyclic of maximal order in $\bar{G}$. But then using induction on $|G|$, it follows that $\bar{G}=\bar{A} \bar{B}$ with $\bar{A} \cap \bar{B}=\bar{I}$ for some subgroup $\bar{B}$ of $\bar{G}$. If $B$ is the inverse image of $\bar{B}$ in $G$, then $G=A B$ and $A \cap B \subseteq H$, whence $A \cap B=1$. Thus $G=A \times B$, as required.

## Lemma 3.4

If $G / Z(G)$ is cyclic, then $G=Z(G)$ and $G$ is abelian.

## Proof

If $y$ is an element of $G$ whose image generates $G / Z(G)$, then every element of $G$ is of the form $z y^{i}$ for some $z$ in $Z(G)$ and some integer $i$. But then it is immediate that any two elements of $G$ commute and so $G=Z(G)$ is abelian.

## Lemma 3.5

A group of exponent 2 is abelian.

## Proof

Let $G$ be of exponent 2. If $x, y \in G$, then $(x y)^{2}=x^{2}=y^{2}=1$, whence $x y x y=x x y y$ and so $x y=y x$. Thus $G$ is abelian.
We shall need the following condition for a group to be a direct product:

## Theorem 3.6

If every Sylow subgroup of $G$ is normal, then $G$ is the direct product of its Sylow subgroups.

## Proof

Let $\pi(G)=\left\{p_{1}, p_{2}, \ldots, p_{r}\right\}$. By assumption an $S_{p}$-subgroup $P_{i}$ of $G$ is normal in $G, 1 \leq i \leq r$. Thus $P_{i}$ is the unique $S_{p_{i}}$-subgroup of $G$ by Sylow's theorem and so contains every $p_{i}$-element of $G$. But now if $x \in G$, $\pi(\langle x\rangle) \subseteq \pi(G)$ and hence $x=x_{1} x_{2} \cdots x_{r}$, where $x_{i}$ is a $p_{i}$-element, $1 \leqslant i \leqslant r$, by Theorem $3.1\left(\right.$ iii). Therefore $x_{i} \in P_{i}$ and $x \in P_{1} P_{2} \cdots P_{r}$. We conclude that $G=P_{1} P_{2} \cdots P_{r}$.

Furthermore, by repeated application of Theorem 2.2 any product of the $P_{i}$ 's is a subgroup and $Q_{i}=P_{1} P_{2} \cdots P_{i-1} P_{i+1} \cdots P_{r}$ is a $p_{i}^{\prime}$-group, $1 \leqslant i \leqslant r$. But then $Q_{i} \cap P_{i}=1,1 \leqslant i \leqslant r$, and now the desired conclusion follows from Theorem 2.12.

Our next theorem is a simple consequence of Sylow's theorem, sometimes called the Frattini argument. Despite its simplicity, the result is of fundamental importance.

## Theorem 3.7

If $H \triangleleft G$ and $P$ is an $S_{p}$-subgroup of $H$, then $G=N_{G}(P) H$.

## Proof

For $x$ in $G$, we have $P^{x} \subseteq H^{x}=x^{-1} H x=H$ as $H \triangleleft G$. Since $\left|P^{x}\right|=|P|$, $P^{x}$ is also an $S_{p^{-}}$-subgroup of $H$ and so is conjugate to $P$ by an element $y$ of $H$ by Sylow's theorem. Thus $P^{x}=P^{y}$ and so $P^{x y-1}=P$, whence $x y^{-1} \in N_{G}(P)$. Since $x=\left(x y^{-1}\right) y$ and $x$ is arbitrary, the theorem follows.

A related useful result is

## Theorem 3.8

If $H \triangleleft G$ and $P$ is an $S_{p}$-subgroup of $G$, then $H \cap P$ is an $S_{p}$-subgroup of $H$.

## Proof

We have $|P|=|H|_{p}|G / H|_{p}$. By the second isomorphism theorem, $|P H / H|=|P / P \cap H|$. But $P H / H$ is obviously an $S_{P}$-subgroup of $G / H$. We conclude at once that $|P \cap H|=|H|_{p}$ and consequently $P \cap H$ is an $S_{p}$-subgroup of $H$.

## Theorem 3.9

If $G$ is a group of order $p q$, where $p$ and $q$ are primes with $p>q$, then an $S_{p}$-subgroup of $G$ is normal in $G$.

## Proof

Let $P$ be an $S_{p}$-subgroup of $G$. By Sylow's theorem, the number of $S_{p}$-subgroups of $G$ is of the form $1+k p$ and is also equal to $\left|G: N_{G}(P)\right|$. Since the latter number is 1 or $q$ and $q<p$, we must have $k=0$ and so $P \triangleleft G$.

For any group $G$, we shall denote by Aut $G$ the group of automorphisms of $G$. The following elementary result is useful.

## Theorem 3.10

(i) If $G$ is cyclic, then Aut $G$ is abelian.
(ii) If $G$ is cyclic of prime order $p$, then Aut $G$ is cyclic of order $p-1$.

## Proof

Let $G=\langle x\rangle$ be of order $n$. If $\phi \in$ Aut $G$, then $(x) \phi$ also has order $n$ and so $(x) \phi=x^{k}$ with $(k, n)=1$. We put $\phi_{k}=\phi$. Conversely, for each integer $k$ prime to $n$ the mapping $x^{i} \rightarrow x^{i k}$ is an automorphism of $G$. Furthermore, if $\phi_{h}$ and $\phi_{k}$ are in Aut $G$, we have $(x) \phi_{h} \phi_{k}=\left(x^{h}\right)^{k}=x^{h k}=x^{\overline{h k}}$, where $\overline{h k}$ denotes the residue of $h k(\bmod n)$. Thus $\phi_{h} \phi_{k}=\phi_{h k}$ and it follows that Aut $G$ is isomorphic to the multiplicative group of residue classes $(\bmod n)$.

Since the latter group is obviously abelian, so is Aut $G$. Moreover, if $n=p$, the latter group is isomorphic to the multiplicative group of the field with $p$ elements and so is cyclic of order $p-1$, whence (ii) also holds.

## EXERCISES

1. Let $H, K$ be subgroups. For $u$ in $G$, the set of elements

$$
H u K=\{x u y \mid x \in H, y \in K\}
$$

is called a double coset with respect to $H, K$. Prove
(i) $H u K$ is the union of $\left|K: K \cap H^{u}\right|$ distinct left cosets of $H$ and also $\left|H^{x}: K \cap H^{x}\right|$ distinct right cosets of $K$.
(ii) If two double cosets with respect to $H, K$ have an element in common, they are identical.
2. If $H, K$ are subgroups of $G$, show that the number of conjugates of $H$ by elements of $K$ is $\left|K: N_{G}(H) \cap K\right|$.
3. If $P$ is an $S_{p}$-subgroup of $G$ and $H$ is a subgroup of $G$ containing $N_{G}(P)$, prove that $N_{G}(H)=H$.
4. A subgroup $H$ of $G$ is called pronormal in $G$ if for any $x$ in $G, H$ is conjugate to $H^{x}$ in $\left\langle H, H^{x}\right\rangle$. Prove
(i) An $S_{p}$-subgroup of $G$ is pronormal in $G$.
(ii) A $p$-subgroup $H$ of $G$ is pronormal in $G$ if and only if each $S_{p}$-subgroup of $G$ contains exactly one conjugate of $H$.
(iii) If $H \subseteq Q \subseteq P$ are subgroups of $G$ with $H$ pronormal in $G$ and $P$ an $S_{p}$-subgroup of $G$, then $N_{G}(Q) \subseteq N_{G}(H)$. In particular, $H \triangleleft P$.
(iv) If $H_{1}$ and $H_{2}$ are pronormal $p$-subgroups of $G$ such that $\left\langle H_{1}, H_{2}\right\rangle$ is a $p$-group, then $H_{1} H_{2}$ is pronormal in $G$.
(v) If $P$ is an $S_{p}$-subgroup of $G$ and $K \triangleleft G$, then $K \cap P$ is pronormal in $G$.
5. A subgroup $H$ of $G$ is called subnormal if $H$ is a member of some normal series of $G$. Prove
(i) If $H$ is subnormal in $G$ and $H \subseteq K, K$ a subgroup of $G$, then $H$ is subnormal in $K$.
(ii) If $H$ is subnormal in $K$ and $K$ is subnormal in $L$, where $H, K, L$ are subgroups of $G$, then $H$ is subnormal in $L$.
(iii) If $H$ is subnormal in the subgroup $K$ of $G$ and $L$ is an arbitrary subgroup of $G$, then $H \cap L$ is subnormal in $K \cap L$.
(iv) The intersection of subnormal subgroups of $G$ is subnormal in $G$.
(v) If $H$ is subnormal in $G$ and $P$ is an $S_{p}$-subgroup of $G$, then $H \cap P$ is an $S_{p}$-subgroup of $H$.
6. A subgroup $H$ of $G$ is normal in $G$ if and only if it is both subnormal and pronormal in $G$.
7. Show that a group of order $5 \cdot 7 \cdot 13$ is necessarily cyclic.
8. Let $G=G_{1} \times G_{2} \times \cdots \times G_{n}$ with $G_{i}, G_{j}$ of relatively prime orders for $i \neq j$ and let $H$ be a subgroup of $G$. Prove that $H$ is the direct product of its subgroups $H \cap G_{i}, 1 \leqslant i \leqslant n$.
9. Let $G=G_{1} \times G_{2}$ and let $H$ be a normal subgroup of $G$ such that $H \cap G_{i}=1$, $1 \leqslant i \leqslant 2$. Prove that $H$ is abelian.
10. Let $G=G_{1} \times G_{2} \times \cdots \times G_{n}$ and let $\theta_{i}$ be the coordinate mapping of $G$ on $G_{i}$, $1 \leqslant i \leqslant n$. A subgroup $H$ of $G$ is called a residual product if $\theta_{i}(H)=G_{i}$ for all $i$. Prove the following result: If $K_{i}$ are normal subgroups of a group $G$, $1 \leqslant i \leqslant n$, and $K=\bigcap_{i=1}^{n} K_{i}$, then the group $\bar{G}=G / K_{1} \times G / K_{2} \times \cdots \times G / K_{n}$ has $\bar{H}=G / K$ as a residual product. (Here $\bar{H}$ is identified with a subgroup of $\bar{G}$ by means of the map: $x K \rightarrow\left(x K_{1}, x K_{2}, \ldots, x K_{n}\right)$.)
11. If $G$ is abelian, then $G$ is the direct product of nontrivial cyclic subgroups $G_{i}$ of orders $m_{i}, 1 \leqslant i \leqslant n$, with $m_{i+1}$ dividing $m_{i}, 1 \leqslant i \leqslant n-1$. Moreover, the integers $m_{1}, m_{2}, \ldots, m_{n}$ are uniquely determined by $G$ and are called the elementary divisors of $G$.
12. We say that $G$ is semisimple if $G$ is the direct product of nonabelian simple groups or if $G=1$. (In Chapter 17 we shall extend this definition to cover a wider class of groups.) Prove
(i) Every subnormal subgroup of a semisimple group $G$ is normal and is a semisimple direct factor of $G$.
(ii) If $H$ and $K$ are semisimple normal subgroups of $G$, then $H K$ is semisimple and

$$
H K=(H \cap K) \times C_{H K}(H \cap K) .
$$

## SOME BASIC TOPICS

In this chapter we consider several primarily unrelated basic topics of finite group theory that we shall need in varying degree throughout the book. These include characteristic subgroups, higher commutators, nilpotent and solvable groups, semidirect and central products of groups, the relationship between groups of automorphisms and groups of linear transformations, and transitive and doubly transitive permutation groups. In the final section we shall discuss the groups of all nonsingular $2 \times 2$ matrices over finite fields and an important related class of doubly transitive groups. Later chapters will treat various aspects of these subjects in greater detail and depth. Here we shall be interested only in deriving elementary properties, in introducing various auxiliary concepts, and in developing some important notational conventions.

## 1. CHARACTERISTIC SUBGROUPS

The following easily verified properties of automorphisms are left as an exercise.

## Theorem 1.1

Let $A$ be a subgroup of Aut $G$ and let $H$ be an $A$-invariant subgroup of $G$. Then we have
(i) $N_{G}(H)$ and $C_{G}(H)$ are A-invariant.
(ii) For each $\phi$ in $A$, the restriction $\left.\phi\right|_{H}$ of $\phi$ to $H$ is an automorphism of $H$ and the mapping $\phi$ to $\left.\phi\right|_{H}$ is a homomorphism of $A$ into Aut $H$.
(iii) If $H \triangleleft G$, the mapping $\phi^{*}$ of $G / H$ into $G / H$ defined by $(H x) \phi^{*}=H(x \phi)$ for $x$ in $G$ is an automorphism and the mapping $\phi$ to $\phi^{*}$ is a homomorphism of $A$ into $\operatorname{Aut}(G / H)$.

We call $\left.\phi\right|_{H}$ the restriction of $\phi$ to $H$ and call $\phi^{*}$ the automorphism of $G / H$ induced by $\phi$. If $B$ is the kernel of the homomorphism of $A$ into Aut $H$, then $A / B$ is isomorphic to a subgroup of Aut $H$. For simplicity of exposition we often refer to $A$ as a group of automorphisms of $H$, even though it is not strictly correct. Likewise, if $H \triangleleft G$, we speak of $A$ as a group of automorphisms of $G / H$.

The next result concerning characteristic subgroups follows directly from the definitions and is also left as an exercise.

## Theorem 1.2

(i) If $H$ char $K$ and $K$ char $G$, then $H$ char $G$.
(ii) If $H$ char $K$ and $K \triangleleft G$, then $H \triangleleft G$.
(iii) If $H \triangleleft G$, then $(H) \phi \triangleleft G$ for any automorphism $\phi$ of $G$.
(iv) If $H \subseteq K$ are subgroups of $G$ such that $H$ char $G$ and $K / H$ char $G / H$, then $K$ char $G$.

The next theorem is of a similar nature:

## Theorem 1.3

If $H$ is a normal subgroup of $G$ whose order and index are relatively prime, then $H$ char $G$.

## Proof

Let $|H|=m$ and $|G: H|=n$, so that $(m, n)=1$ and $|G|=m n$. If $\phi \in$ Aut $G$, then $H^{\prime}=(H) \phi$ also has order $m$ and $H H^{\prime}$ is a subgroup of $G$ by Theorem 1.2.6. Setting $d=\left|H \cap H^{\prime}\right|$, we have that $d\left|m,\left|H H^{\prime}\right|=m^{2} / d\right.$, and $\left(m^{2} / d\right) \mid m n$. Since $(m, n)=1$, this forces $m=d$ and $H=H^{\prime}$. Thus $H$ char $G$, as asserted.

A group with no nontrivial proper characteristic subgroups is called characteristically simple. Our next result describes the structure of such groups:

## Theorem 1.4

A characteristically simple group is the direct product of isomorphic simple groups.

## Proof

Let $G$ be characteristically simple and let $G_{1}$ be a nontrivial normal subgroup of $G$ of least possible order (possibly $G_{1}=G$ ). Now let $H$ be a subgroup of $G$ of maximal order of the form $H=G_{1} \times G_{2} \times \cdots \times G_{r}$, where $G_{i} \triangleleft G$ and $G_{i}$ is isomorphic to $G_{1}, 1 \leqslant i \leqslant r$. Clearly, $H \triangleleft G$. We shall argue that $H=G$.

If $\phi \in$ Aut $G$, we have $G_{i}^{\phi} \triangleleft G$ and $G_{i}^{\phi}$ isomorphic to $G_{i}$ and hence to $G_{1}$. Suppose that for some $i$ and some $\phi$, we have $G_{i}^{\phi} \nsubseteq H$. Then $G_{i}^{\phi} \cap H \subset G_{i}^{\phi}$, whence $\left|G_{i}^{\phi} \cap H\right|<\left|G_{1}\right|$. But $G_{i}^{\phi} \cap H \triangleleft G$, whence $G_{i}^{\phi} \cap H=1$ by our minimal choice of $G_{1}$. Hence $H G_{i}^{\phi}=H \times G_{i}^{\phi}$ satisfies the same conditions as $H$, but has larger order, contrary to the definition of $H$. It follows that $G_{i}^{\phi} \subseteq H$ for all $i, 1 \leqslant i \leqslant r$, and all $\phi \in$ Aut $G$, whence $H^{\phi}=H$ for all $\phi$ in Aut $G$. Thus $H$ char $G$ and, as $G$ is characteristically simple, we conclude that $G=H=G_{1} \times G_{2} \times \cdots \times G_{r}$.

But now we see that any normal subgroup of $G_{1}$ is, in fact, normal in $G$, so that $G_{1}$ must be simple by our minimal choice of $G_{1}$. Thus $G$ is the direct product of isomorphic simple groups, as asserted.

As an immediate corollary, we have

## Theorem 1.5

If $H$ is a minimal normal subgroup of $G$, then either $H$ is an elementary abelian p-group for some prime $p$ or $H$ is the direct product of isomorphic nonabelian simple groups.

## Proof

By definition, $H \neq 1, H \triangleleft G$, and no nontrivial proper subgroup of $H$ is normal in $G$. But then $H$ has no nontrivial proper characteristic subgroups by Theorem 1.1 (ii) and so is characteristically simple. Thus $H=H_{1} \times H_{2} \times \cdots \times H_{r}$, where the $H_{i}$ are isomorphic simple groups. If $H_{1}$ is abelian, then $H_{1}$ has prime order $p$ and $H$ is clearly an elementary abelian $p$-group. The theorem follows.

Finally we wish to introduce certain important characteristic subgroups of a $p$-group. If $G$ is a $p$-group, we shall denote by $\Omega_{i}(G)$ the subgroup of $G$ generated by its elements of order dividing $p^{i}$. In general, $\Omega_{i}(G)$ may contain elements of order exceeding $p^{i}$. However, if $G$ is abelian, the exponent of $\Omega_{i}(G)$ is at most $p^{i}$, as follows immediately from Theorem 1.2.14. In particular, $\Omega_{1}(G)$ is elementary abelian in this case.

Similarly, we use the symbol $\mathcal{\mho}^{i}(G)$ to denote the subgroup of $G$ generated by the elements $x^{p^{i}}$ with $x$ in $G$.

As a direct consequence of the definitions, we have

Theorem 1.6
If $G$ is a p-group, then $\Omega_{i}(G)$ and $\mho^{i}(G)$ are characteristic in $G$ for all i.

## 2. ELEMENTARY PROPERTIES OF COMMUTATORS

The following omnibus result gives a number of basic properties of commutators:

## Theorem 2.1

Let $x, y, z$ be elements of $G$ and $H, K, L$ be subgroups of $G$. Then we have
(i) $[x y, z]=[x, z]^{y}[y, z]$.
(ii) $[x, y z]=[x, z][x, y]^{7}$.
(iii) $[H, K]$ is a normal subgroup of $\langle H, K\rangle$.
(iv) $[H, K]=[K, H]$.
(v) $H$ normalizes $K$ if and only if $[H, K] \subseteq K$.
(vi) $K \triangleleft G$ and $G / K$ abelian if and only if $[G, G] \subseteq K$.
(vii) If $K \subseteq H$ are each normal in $G$, then $H / K \subseteq Z(G / K)$ if and only if $[H, G] \subseteq K$.
(viii) If $H, K, L$ are normal in $G$, then $[H K, L]=[H, L][K, L]$.
(ix) If $\phi$ is an endomorphism of $G$, then $[H, K]^{\phi}=\left[H^{\phi}, K^{\phi}\right]$.

In particular, $[H, K]$ is normal in $G$ if both $H$ and $K$ are.

## Proof

First, (i) and (ii) follow at once by direct computation using the definitions. To prove (iii), we must show that for each $x$ in [H,K], both $x^{h}$ and $x^{k}$ are in $[H, K]$ for each $h$ in $H$ and $k$ in $K$. Since $x$ is a product of commutators, it will suffice to prove that both $[y, z]^{h}$ and $[y, z]^{k}$ are in $[H, K]$ for each $y, h$ in $H$ and $z, k$ in $K$. But by (i), $[y, z]^{h}=[y h, z][h, z]^{-1} \in$ [ $H, K]$; while by (ii), $[y, z]^{k}=[y, k]^{-1}[y, z k] \in[H, K]$. Thus (iii) holds.

Now $[h, k]=h^{-1} k^{-1} h k=\left(k^{-1} h^{-1} k h\right)^{-1}=[k, h]^{-1}$. Since $[K, H]$ is a subgroup, it follows from this that $[h, k] \in[K, H]$ for all $h \in H, k \in K$, whence $[H, K] \subseteq[K, H]$. By symmetry $[K, H] \subseteq[H, K]$ and (iv) holds. Next $H$ normalizes $K$ if and only if $h^{-1} k^{-1} h \in K$ for all $h$ in $H, k$ in $K$ and hence if and only if $h^{-1} k^{-1} h k=[h, k] \in K$ for all $h$ in $H, k$ in $K$. Since this last equality holds if and only if $[H, K] \subseteq K$, (v) follows.

Since $G /[G, G]$ is abelian, any subgroup $K$ of $G$ containing $[G, G]$ is normal in $G$ and satisfies $G / K$ abelian by the first and second isomorphism theorems. The converse is obvious, so (vi) also holds. As for (vii), $H / K \subseteq Z(G / K)$ if and only if $[K h, K x]=K$ for each $h$ in $H, x$ in $G$, or equivalently if and only if $[h, x] \in K$ for all $h$ in $H, x$ in $G$, and (vii) follows.

Furthermore, (viii) follows easily from (i), while the first assertion of (ix) is an immediate consequence of the relation $[h, k]^{\phi}=\left[h^{\phi}, k^{\phi}\right]$ which holds for all $h$ in $H, k$ in $K$. Taking for $\phi$ the inner automorphisms induced by the elements $x$ of $G$, the second statement of (ix) follows also as a corollary.

The next lemma will be useful for studying $p$-groups of class 2 .

## Lemma 2.2

Let $x, y \in G$ and suppose $z=[x, y]$ commutes with both $x$ and $y$. Then we have
(i) $\left[x^{i}, y^{j}\right]=z^{i j}$ for all $i, j$.
(ii) $(y x)^{i}=z^{(1 / 2)_{i(i-1)}} y^{i} x^{i}$ for all $i$.

## Proof

Since $x^{-1} y^{-1} x y=z$, we have $y^{-1} x y=x z$, whence $y^{-1} x^{i} y=\left(y^{-1} x y\right)^{i}$ $=(x z)^{i}=x^{i} z^{i}$ as $x$ and $z$ commute. Conjugating by $y$ gives $y^{-2} x^{i} y^{2}=$ $y^{-1} x^{i} z^{i} y=y^{-1} x^{i} y z^{i}=\left(x^{i} z^{i}\right) z^{i}=x^{i} z^{2 i}$ as $y$ and $z$ commute. Repeating this argument $j$ times, we conclude that $y^{-j} x^{i} y^{j}=x^{i} z^{i j}$, whence $\left[x^{i}, y^{j}\right]=z^{i j}$, proving (i).

Clearly (ii) holds for $i=1$. Assuming the result for $i-1$, we have $(y x)^{i}=(y x)^{i-1}(y x)=z^{1 / 2(i-1)(i-2)} y^{i-1} x^{i-1} y x$. Since $x^{i-1} y=z^{i-1} y x^{i-1}$ by (i), (ii) follows at once.

We now extend the definition of the commutators $[x, y]$ and $[X, Y]$ to arbitrary numbers of elements or subsets of a group $G$ :

If $x_{i} \in G, 1 \leqslant i \leqslant n, n \geq 2$, we define $\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ recursively to be [ $\left.\left[x_{1}, x_{2}, \ldots, x_{n-1}\right], x_{n}\right]$. Similarly, if $X_{i}, \mathrm{l} \leqslant i \leqslant n, n \geqslant 2$, are subsets of $G$, we define $\left[X_{1}, X_{2}, \ldots, X_{n}\right]$ to be $\left[\left[X_{1}, X_{2}, \ldots, X_{n-1}\right], X_{n}\right]$.

The following result, due to P . Hall, will be important for our later work:

## Theorem 2.3 (Three-Subgroup Lemma)

Let $x, y, z$ be elements of $G$ and $H, K, L$ subgroups of $G$. Then we have
(i) $\left[x, y^{-1}, z\right]^{y}\left[y, z^{-1}, x\right]^{7}\left[z, x^{-1}, y\right]^{x}=1$.
(ii) If $[H, K, L]=1$ and $[K, L, H]=1$, then also $[L, H, K]=1$.

## Proof

$$
\begin{aligned}
{\left[x, y^{-1}, z\right]^{y} } & =y^{-1}\left[x^{-1} y x y^{-1}, z\right] y=y^{-1}\left(y x^{-1} y^{-1} x\right) z^{-1}\left(x^{-1} y x y^{-1}\right) z y \\
& =x^{-1} y^{-1} x z^{-1} x^{-1} y x y^{-1} z y .
\end{aligned}
$$

Set $a=x z x^{-1} y x, b=y x y^{-1} z y$, and $c=z y z^{-1} x z$, and note that $b$ and $c$ are obtained from $a$ by cyclic permutation of the elements, $x, y, z$. Furthermore, we see that

$$
\left[x, y^{-1}, z\right]^{y}=a^{-1} b .
$$

But now it follows by cyclic permutation of $x, y, z$ that also

$$
\left[y, z^{-1}, x\right]^{z}=b^{-1} c \quad \text { and } \quad\left[z, x^{-1}, y\right]^{x}=c^{-1} a .
$$

Since $\left(a^{-1} b\right)\left(b^{-1} c\right)\left(c^{-1} a\right)=1$, we conclude that (i) holds.
Suppose now that $[H, K, L]=[K, L, H]=1$. Then for all $x \in H, y \in K$, and $z \in L$, we have $\left[x, y^{-1}, z\right]=\left[y, z^{-1}, x\right]=1$. Hence, by (i), we also have $\left[z, x^{-1}, y\right]=1$. But $[L, H, K]$ is generated by the set of all such commutators $\left[z, x^{-1}, y\right]$, whence $[L, H, K]=1$.

We also have the following useful identities whose proof we leave as an exercise.

Lemma 2.4
If $x, y, z$ are elements of $G$, we have
(i) $[x y, z]=[x, z][x, z, y][y, z]$.
(ii) $[x, y z]=[x, z][x, y][x, y, z]$.
(iii) $[x, y]^{-1}=[y, x]$.

We conclude with a more specialized result that we shall need in Chapter 8.

## Lemma 2.5

Let $x, y, z \in G$. Then we have
(i) If $y$ commutes with $z$ and if $[x, G]$ is abelian, then $[x, y, z]=[x, z, y]$.
(ii) If $[x, y]$ commutes with both $x$ and $y$, then

$$
[x, y]^{-1}=\left[x^{-1}, y\right]=\left[x, y^{-1}\right] .
$$

## Proof

First, $[x, y, z]=[[x, y], z]=[x, y]^{-1} z^{-1}[x, y] z=y^{-1} x^{-1} y x z^{-1} x^{-1} y^{-1} x y z$ $=x^{-1}\left(x y^{-1} x^{-1} y\right)\left(x z^{-1} x^{-1} z\right) z^{-1} y^{-1} x y z$. Furthermore, $x y^{-1} x^{-1} y=\left[x^{-1}, y\right]$ $=\left[x^{m}, y\right]$ for some positive integer $m$; and we conclude easily by induction on $m$, using Lemma $2.4(i)$, that $\left[x^{m}, y\right] \in[x, G]$. Thus $x y^{-1} x^{-1} y$, and likewise $x z^{-1} x^{-1} z$, lies in $[x, G]$. Hence by hypothesis these two elements commute. It follows therefore that

$$
[x, y, z]=x^{-1}\left(x z^{-1} x^{-1} z\right)\left(x y^{-1} x^{-1} y\right) z^{-1} y^{-1} x y z .
$$

Since $y$ and $z$ commute by assumption, this reduces to

$$
[x, y, z]=z^{-1} x^{-1} z x y^{-1} x^{-1} z^{-1} x z y=[x, z, y],
$$

proving (i).
We could derive (ii) from Lemma 2.2 provided we first extend that lemma to negative $i$ and $j$; but it is as easy to apply Lemma 2.4. Indeed, by

Lemma 2.4(i), we have

$$
1=\left[x x^{-1}, y\right]=[x, y]\left[x, y, x^{-1}\right]\left[x^{-1}, y\right] .
$$

But $\left[x, y, x^{-1}\right]=\left[[x, y], x^{-1}\right]$ and $[x, y]$ commutes with $x$ by hypothesis; whence $\left[x, y, x^{-1}\right]=1$. Hence $1=[x, y]\left[x^{-1}, y\right]$ and consequently $[x, y]^{-1}$ $=\left[x^{-1}, y\right]$. Similarly, using Lemma 2.4(ii), we obtain $[x, y]^{-1}=\left[x, y^{-1}\right]$. Thus (ii) also holds.

## 3. NILPOTENT GROUPS

Using the higher commutators, we now define a sequence of subgroups of a group $G$, which we call the lower central series of $G$, by the rules

$$
L_{1}(G)=G \quad L_{2}(G)=[G, G] \quad L_{i}(G)=\left[L_{i-1}(G), G\right] \quad \text { for } i>2 .
$$

The following properties are immediate:

## Theorem 3.1

(i) $L_{i}(G)$ char $G$ for all $i$.
(ii) $L_{i+1}(G) \subseteq L_{i}(G)$ and $L_{i}(G) / L_{i+1}(G)$ is contained in the center of $G / L_{i+1}(G)$.

## Proof

First, (i) follows by induction on $i$ from Theorem 2.1(ix). This in turn implies that $L_{i+1}(G) \subseteq L_{i}(G)$. But now (ii) is a consequence of Theorem 2.1(vii).

In view of this result, it is natural to consider a second sequence of characteristic subgroups of $G$, called the upper central series of $G$, defined by the rules
$Z_{0}(G)=1, Z_{1}(G)=Z(G)$, and, for $i>1, Z_{i}(G)$ is the inverse image in $G$ of $Z\left(G / Z_{i-1}(G)\right)$.

That each $Z_{i}(G)$ is characteristic in $G$ follows at once from Theorem 1.2 (iv) by induction on $i$.

A group $G$ is called nilpotent if $L_{m}(G)=1$ for some $m$. If $n+1$ is the least value of $m$ satisfying this condition, then $n$ is called the class of $G$. For brevity we write $\operatorname{cl}(G)=n$.

The following theorem expresses a basic relation between the upper and lower central series of a nilpotent group.

## Theorem 3.2

$G$ is nilpotent if and only if $Z_{m}(G)=G$ for some $m$. Moreover, if $G$ has class $n$, then $n$ is the least integer such that $Z_{n}(G)=G$.

## Proof

Let $G$ be of class $n$ and set $L_{i}=L_{i}(G), Z_{i}=Z_{i}(G)$. We first argue that $L_{n+1-r} \subseteq Z_{r}$ for all $r$. We have $1=L_{n+1}=Z_{0}$. Assume by induction that $L_{n+1-i} \subseteq Z_{i}$. By Theorem 3.1, $L_{n-i} / L_{n+1-i} \subseteq Z\left(G / L_{n+1-i}\right)$. But under the present assumptions $G / Z_{i}$ is a homomorphic image of $G / L_{n+1-i}$, whence $L_{n-i} Z_{i} / Z_{i} \subseteq Z\left(G / Z_{i}\right)$. Hence $L_{n-i} Z_{i} \subseteq Z_{i+1}$ by definition of $Z_{i+1}$. Since $Z_{i} \subseteq Z_{i+1}$, we have $L_{n-i} \subseteq Z_{i+1}$, proving the assertion. In particular, it follows that $G=L_{1} \subseteq Z_{n}$ and consequently $Z_{n}(G)=G$.

Conversely, suppose $Z_{m}(G)=G$ for some $m$. We argue that $L_{r+1} \subseteq Z_{m-r}$. We have $L_{1}=G=Z_{m}$; so assume $L_{i} \subseteq Z_{m+1-i}$. Since $L_{i+1}=\left[L_{i}, G\right]$, we have $L_{i+1} \subseteq\left[Z_{m+1-i}, G\right]$. On the other hand, by Theorem 2.1(vii), $\left[Z_{m+1-i}, G\right] \subseteq Z_{m-i}$ as $Z_{m+1-i} / Z_{m-i} \subseteq Z\left(G / Z_{m-i}\right)$. But then $L_{i+1} \subseteq Z_{m-i}$, proving the assertion. In particular, we have $L_{m+1} \subseteq Z_{0}=1$ and hence $m \geqslant n$. Thus $n$ is the least integer such that $Z_{n}(G)=G$ and the theorem is proved.

We have the following general results:

## Theorem 3.3

(i) Subgroups and homomorphic images of nilpotent groups are nilpotent.
(ii) The direct product of nilpotent groups is nilpotent.
(iii) Every p-group is nilpotent.

## Proof

If $H \triangleleft G$, it follows trivially by induction that $Z_{i}(G)$ maps into $Z_{i}(G / H)$, whence $Z_{n}(G / H)=G / H$ for some $n$ and so $G / H$ is nilpotent. If $H$ is any subgroup of $G, L_{i}(H) \subseteq L_{i}(G)$, so $L_{n+1}(H)=1$ for some $n$ and $H$ is nilpotent. Thus (i) holds. Moreover, (ii) follows at once by induction and the fact that the center of a direct product is the direct product of the centers of the individual factors. Finally, (iii) follows also by induction together with the fact that the center of every $p$-group is nontrivial.

The following properties of nilpotent groups are basic:

## Theorem 3.4

If $G$ is nilpotent and $H \subset G$, then $N_{G}(H) \supset H$.

## Proof

Let $i$ be the largest integer such that $Z_{i}=Z_{i}(G) \subseteq H$. Then $Z_{i} \subset G$ and, as $G$ is nilpotent, we have $Z_{i} \subset Z_{i+1}$. But $\left[Z_{i+1}, G\right] \subseteq Z_{i}$ by Theorem 2.1(vii), which implies that $\left[Z_{i+1}, H\right] \subseteq H$. Theorem 2.1(v) now yields $Z_{i+1} \subseteq N_{G}(H)$. However, $Z_{i+1} \nsubseteq H$ by our maximal choice of $i$ and we conclude that $N_{G}(H) \supset H$.

Theorem 3.5
A group $G$ is nilpotent if and only if it is the direct product of its Sylow subgroups.

## Proof

If $G$ is the direct product of its Sylow subgroups, then $G$ is nilpotent by parts (ii) and (iii) of Theorem 3.3. Conversely if $G$ is nilpotent, we argue that its Sylow subgroups are normal in $G$. Indeed, if $P$ is an $S_{p}$-subgroup of $G$ and $H=N_{G}(P) \subset G$, then $N=N_{G}(H) \supset H$ by the preceding theorem. But $P$ is an $S_{p}$-subgroup of $H$ and $H \triangleleft N$, so that $N=H N_{N}(P)=H H=H$ by Theorem 1.3.7, a contradiction. This proves the assertion. But now $G$ is the direct product of its Sylow subgroups by Theorem 1.3.6.

## 4. SOLVABLE GROUPS

The class of solvable groups which includes that of nilpotent group will be of central importance throughout the entire book.

A group is said to be solvable if its composition factors are all of prime order.

We have

## Theorem 4.1

(i) Subgroups and homomorphic images of solvable groups are solvable.
(ii) If $H \triangleleft G$ and both $H$ and $G / H$ are solvable, then $G$ is solvable.
(iii) Direct products of solvable groups are solvable.
(iv) Nilpotent groups are solvable.
(v) A minimal normal subgroup of a solvable group is an elementary abelian p-group for some prime $p$.
(vi) If $G$ is solvable, then $[G, G] \subset G$.

## Proof

Let $G$ be solvable and let $H$ be a nontrivial proper normal subgroup of $G$. Then by the Schreier refinement theorem the normal series $G \supset H \supset 1$ can be refined to a composition series $G_{i}, 1 \leqslant i \leqslant n$, with say $G_{r}=H$. But then $G_{i} / H, 1 \leqslant i \leqslant r$, is a composition series of $G / H$. Since $\left(G_{i-1} / H\right) /\left(G_{i} / H\right)$ is isomorphic to $G_{i-1} / G_{i}$, the solvability of $G$ implies at once the solvability of $G / H$. Likewise the $G_{i}, r \leqslant i \leqslant n$, form a composition series of $H$, so also $H$ is solvable. Conversely, if $H$ is a solvable normal subgroup of the group $G$ such that $G / H$ is solvable, and if $G_{i}, 1 \leqslant i \leqslant n$, is a composition series
of $G$ which includes $H$, then $G_{i-1} / G_{i}$ is either isomorphic to a composition factor of $H$ or of $G / H$ and so has prime order. Thus $G$ is solvable.

If $G$ is the direct product of the solvable groups $G_{i}, 1 \leqslant i \leqslant m$, then $G_{1} \triangleleft G$ and $G / G_{1}$ is isomorphic to $G^{\prime}=G_{2} \times G_{3} \times \cdots \times G_{m}$. By induction on $m, G^{\prime}$ is solvable and so $G$ is solvable by the preceding paragraph.

Assume next that $G$ is nilpotent. Now $Z_{1}=Z_{1}(G)$ is abelian and it is immediate from the decomposition theorems for abelian groups that every abelian group is solvable. Hence $Z_{1}$ is solvable. Since $G / Z_{1}$ is nilpotent and has lower order than $G$, it is solvable by induction and it follows that $G$ is solvable.

Now the direct product of isomorphic nonabelian simple groups clearly has composition factors that are not of prime order and so is nonsolvable. Hence by Theorem 1.5 a minimal normal subgroup of a solvable group is an elementary abelian $p$-group for some prime $p$.

If $G$ is solvable, the second term $G_{2}$ of a composition series $G_{i}, 1 \leqslant i \leqslant n$, of $G$ is normal in $G$ and $G_{1} / G_{2}$ is of prime order, whence abelian. But then $[G, G] \subseteq G_{2} \subset G_{1}=G$.
Thus to complete the proof, it remains only to show that any subgroup $K$ of a solvable group $G$ is solvable. Let $H$ be a minimal normal subgroup of $G$. Then $H \cap K$ is abelian and so is solvable. Furthermore, $K H / H=K / H \cap K$ is solvable by induction on $|G|$. But then $K$ is solvable by the first paragraph of the proof.

We can obtain a slight extension of (v) above. To do so requires the following definition: A normal series $G_{i}, 1 \leqslant i \leqslant n$, of a group $G$ is called a chief series provided each $G_{i}$ is a proper subgroup of $G_{i-1}$ chosen maximal subject to being normal in $G$. The factor groups $G_{i-1} / G_{i}$ are called the chief factors of the series.

## Theorem 4.2

In a solvable group the factors of every chief series are elementary abelian of prime power order.

## Proof

Let $G$ be solvable and let $G_{i}, 1 \leqslant i \leqslant n$, be a chief series of $G$. Then $G_{n-1}$ is a nontrivial normal subgroup of $G$ and contains no nontrivial proper subgroup that is normal in $G$. Hence $G_{n-1}$ is a minimal normal subgroup of $G$ and so by Theorem $4.1(\mathrm{v})$ the factor $G_{n-1}=G_{n-1} / G_{n}$ has the required form. Since the groups $G_{i} / G_{n-1}$ form a chief series for $G / G_{n-1}$, which is also solvable, the theorem follows at once by induction.

We want to give one other characterization of a solvable group in terms
of the derived series of a group $G$, which is defined recursively by the rule

$$
D_{0}(G)=G \quad D_{1}(G)=[G, G] \quad D_{i}(G)=\left[D_{i-1}(G), D_{i-1}(G)\right] \quad \text { for } i>1 .
$$

It is immediate that each $D_{i}(G)$ char $G$, that $D_{i}(G) \subseteq D_{i-1}(G)$, and that $D_{i}(G) / D_{i-1}(G)$ is abelian.

## Theorem 4.3

$G$ is solvable if and only if $D_{n}(G)=1$ for some $n$.

## Proof

Set $D_{i}=D_{i}(G)$. If $G$ is solvable, then so is each $D_{i}$ by Theorem 4.1(i). But then $D_{i+1} \subset D_{i}$ by Theorem 4.1(vi). Hence $D_{n}=I$ for some $n$. Conversely, if $D_{n}=1$ for some $n$ with $D_{n-1} \neq 1$, we have $D_{n-1}$ abelian and so $D_{n-1}$ is solvable. But it is immediate that $D_{i} / D_{n-1}$ is the derived series of $G / D_{n-1}$. Hence $G / D_{n-1}$ is solvable by induction on the length of the derived series and so $G$ is solvable by Theorem 4.1 (ii).

If $G$ is solvable, the least integer $n$ such that $D_{n}(G)=1$ is called the derived length of $G$.

## 5. SEMIDIRECT AND CENTRAL PRODUCTS

If $H \triangleleft G$ and if $\phi_{x}$ denotes conjugation of $H$ by the element $x$ of $G$, we know that the mapping $x \psi=\phi_{x}$ is a homomorphism of $G$ into Aut $H$ whose kernel is $C_{G}(H)$. Conversely, if $K$ is a group and $\psi$ is a homomorphism of $K$ into Aut $H$, there exists a fairly natural way of constructing a group $G$ of the form $G=H^{*} K^{*}$ with $H^{*}$ isomorphic to $H, H^{*} \triangleleft G$, and $G / H^{*}$ isomorphic to both $K^{*}$ and $K$ such that the automorphism $k \psi$ of $H$ corresponds on $H^{*}$ to the automorphism induced by conjugation by the corresponding element of $K^{*}$.

Indeed, we define $G$ to be the set of ordered pairs $(k, h), h \in H$ and $k \in K$. On $G$, we introduce the operation

$$
\left(k_{1}, h_{1}\right)\left(k_{2}, h_{2}\right)=\left(k_{1} k_{2}, h_{1}^{k_{2} \psi} h_{2}\right) \quad \text { for } k_{i} \in K, h_{i} \in H, 1 \leqslant i \leqslant 2 .
$$

One verifies that for $k_{i}$ in $K$ and $h_{i}$ in $H, 1 \leqslant i \leqslant 3$,

$$
\left(k_{1}, h_{1}\right)\left(\left(k_{2}, h_{2}\right)\left(k_{3}, h_{3}\right)\right)=\left(k_{1} k_{2} k_{3}, h_{1}^{\left(k_{2} k_{3}\right) \psi}\left(h_{2}^{k_{3} \psi}\right) h_{3}\right)
$$

and

$$
\left(\left(k_{1}, h_{1}\right)\left(k_{2}, h_{2}\right)\right)\left(k_{3}, h_{3}\right)=\left(k_{1} k_{2} k_{3},\left(h_{1}^{k_{1} \psi} h_{2}\right)^{k_{3} \psi} h_{3}\right) .
$$

Since $k_{3} \psi$ is a homomorphism of $H$ and $\psi$ is a homomorphism of $K$ into

Aut $H$, we have

$$
\left(h_{1}^{k_{1}^{2} \psi} h_{2}\right)^{k_{3} \psi}=h_{1}^{k_{2} \psi k_{3} \psi \psi} h_{2}{ }^{{ }_{3} \psi \psi}=h_{1}^{\left(k_{2} k_{3}\right) \psi} h_{2}^{k_{3} \psi},
$$

which proves that the associative law holds in $G$. Clearly $(1,1)=\left(1_{K}, 1_{H}\right)$ is the identity of $G$ and one verifies directly that $\left(k^{-1},\left(h^{-1}\right)^{k-1}\right)$ is a left and right inverse of $(k, h)$. Thus $G$ is a group under the given operation.

If we set $H^{*}=\{(1, h) \mid h \in H\}$ and $K^{*}=\{(k, 1) \mid k \in K\}$ it is immediate that $H^{*}$ and $K^{*}$ are subgroups of $G$ isomorphic to $H$ and $K$, respectively, that $G=H^{*} K^{*}$ and that $H^{*} \cap K^{*}=(1,1)$, so that also $G / H^{*}$ is isomorphic to both $K^{*}$ and $K$. Furthermore, we compute that

$$
\begin{equation*}
\left(k^{-1}, 1\right)(1, h)(k, 1)=\left(1, h^{k \psi}\right) \in H^{*} \tag{5.1}
\end{equation*}
$$

for all $k$ in $K, h$ in $H$. Thus $H^{*}$ is normalized by $K^{*}$ as well as $H^{*}$ and so is normal in $G$.

Finally, (5.1) shows that the element $(1, h)$ of $H^{*}$ is transformed into $\left(1, h^{k \psi}\right)$ by conjugation by the element $(k, 1)$ of $K^{*}$. Thus $G$ has all the required properties.

It is natural to identify $H$ and $K$ with their images $H^{*}, K^{*}$ in $G$. When this is done we obtain the following conclusions:

## Theorem 5.1

Let $H, K$ be groups and let $\psi$ be a homomorphism of $K$ into Aut $H$. Then there exists a group $G$ of the form $G=H K$ with $H \triangleleft G$ and $H \cap K=1$ such that for $h$ in $H, k$ in $K$, we have $k^{-1} h k=h^{k \psi}$.

The group $G$ of Theorem 5.1 is called the semidirect product of $H$ by $K$ (with respect to $\psi$ ). It is also known as the split extension of $H$ by $K$. In the special case that $K=$ Aut $H$ and $\psi$ is the identity, $G$ is called the holomorph of $H$.

The notion of semidirect product is a generalization of that of direct product. In fact, as a corollary of the preceding analysis we have

## Corollary 5.2

The semidirect product $G$ of $H$ by $K$ with respect to $\psi$ is isomorphic to the direct product of $H$ and $K$ if and only if $\psi$ maps $K$ onto the identity subgroup of Aut $H$.

## Proof

$G=H \times K$ if and only if $K \triangleleft G$, which will hold if and only if $h^{-1} k^{-1} h k=h^{-1} h^{k}=h^{-1} h^{k \psi}$ lies in $K$ as well as $H$ for all $h$ in $H, k$ in $K$. Since $H \cap K=1$, this is equivalent to $h^{k \psi}=h$ for all $h$ in $H, k$ in $K$, thus proving the corollary.

This construction can frequently be used to prove the existence of groups of a particular form. For example, let $H$ be cyclic of order $n$ and $K=\langle k\rangle$ be cyclic order $m$ and suppose $r$ is an integer such that $r^{m} \equiv 1(\bmod n)$. Then it is trivial to verify that the mappings $h^{k^{i} \psi}=h^{r^{i}}$ for $h$ in $H, 1 \leq i \leq m$, are automorphisms of $H$ and that $\psi$ is a homomorphism from $K$ to Aut $H$. Hence the semidirect product $G$ of $H$ by $K$ (with respect to $\psi$ ) exists and if $h$ now denotes a generator of $H, G$ is given by the defining relations:

$$
\begin{equation*}
h^{n}=1 \quad k^{m}=1 \quad k^{-1} h k=h^{r} \quad \text { with } r^{m} \equiv 1(\bmod n) . \tag{5.2}
\end{equation*}
$$

Here every element of $G$ is uniquely represented in the form $h^{i} k^{j}, 0 \leqslant i \leqslant n-1$, $0 \leqslant j \leqslant m-1$, and the multiplication table of $G$ is completely specified by (5.2).

In this case $G$ contains a cyclic normal subgroup $H$ such that the factor group $G / H$ is also cyclic. Such a group is said to be metacyclic. A case of particular importance is that of a dihedral group, corresponding to the case $|K|=m=2$ and $r=-1$.

Consider once again the situation of a normal subgroup $H$ of a group $G$. Then there may or may not exist a complement for $H$ in $G$-that is, a subgroup $K$ such that $G=H K$ and $H \cap K=1$. When such a complement $K$ exists, $G$ will be isomorphic to a semidirect product of $H$ by $K$ (for the appropriate $\psi$ ). In the contrary case, $G$ will not be a semidirect product. Thus our construction corresponds only to a particular case of the general situation.

More generally, if $H$ is a normal subgroup of $G$, we say that $K$ is a partial complement of $H$ in $G$ provided $G=H K$ and $K$ is a proper subgroup of $G$. The subgroup $M=H \cap K$ is normal in $K$, but is not necessarily the identity.

If $\phi_{k}$ denotes conjugation of $H$ by $k$ in $K$, once again we have that $k \psi=\phi_{k}$ is a homomorphism of $K$ into Aut $H$. Furthermore, if we consider $M$ as a subgroup of $H$ and $M \theta$ as a subgroup of $K$, where $\theta$ is the identity automorphism of $M$, then it is obvious that the following two relations hold for all $h, k, m$ in $H, K, M$, respectively:

$$
\begin{align*}
h^{(m \theta) \psi} & =h^{m}  \tag{5.3}\\
\left(m^{k \psi}\right) \theta & =(m \theta)^{k} . \tag{5.4}
\end{align*}
$$

Conversely, let $H, K, M$ be groups with $M \subseteq H$ and suppose that there exist mappings $\psi$ and $\theta$ with $\psi$ a homomorphism of $K$ into Aut $H$ and $\theta$ an isomorphism of $M$ into $K$ with $M \theta \triangleleft K$ which satisfy (5.3) and (5.4). We shall construct a group $G$ of the form $\bar{G}=\bar{H} \bar{K}$ with $\bar{H} \triangleleft \bar{G}, \bar{H} \cap \bar{K}=\bar{M} \triangleleft \bar{K}$ and
$H, K, M$ isomorphic to $\bar{H}, \bar{K}, \bar{M}$, respectively, such that the action of $\bar{K}$ on $\bar{H}$ corresponds to the action of $K \psi$ on $H$.
To do this, we first consider the semidirect product $G=H K$ with respect to $\psi$, so that in $G$ we have $h^{h \psi}=h^{k}, h$ in $H, k$ in $K$. Set $D=\left\{(m \theta) m^{-1} \mid m \in M\right\}$. We argue that $D \triangleleft G$. Indeed, if $m_{1}, m_{2} \in M$, then $\left(m_{1}^{-1}\right)^{m_{2} \theta}=\left(m_{1}^{-1}\right)^{m_{2}}$ by (5.3), whence

$$
\left(\left(m_{1} \theta\right) m_{1}^{-1}\right)\left(\left(m_{2} \theta\right) m_{2}^{-1}\right)=\left(m_{1} \theta\right)\left(m_{2} \theta\right)\left(m_{1}^{-1}\right)^{m_{2} \theta} m_{2}^{-1}=\left(m_{1} m_{2}\right) \theta\left(m_{1} m_{2}\right)^{-1} .
$$

Thus $D$ is a group. Furthermore, if $h \in H$ and $m \in M$, we have, using (5.3), that

$$
h^{-1}\left((m \theta) m^{-1}\right) h=(m \theta)\left(h^{-1}\right)^{m \theta} m^{-1} h=(m \theta)\left(h^{-1}\right)^{m} m^{-1} h=(m \theta) m^{-1} .
$$

Hence $H$ centralizes $D$. Finally, let $k \in K$ and $m \in M$. Then, using (5.4), we have $k^{-1}\left((m \theta) m^{-1}\right) k=(m \theta)^{k}\left(m^{-1}\right)^{k}=\left(m^{k}\right) \theta\left(m^{k}\right)^{-1} \in D$. Hence $D$ is invariant under $K$ as well as $H$ and so $D$ is normal in $G$.

Observe next that as $H \cap K=1$ and $M \subseteq H,(m \theta) m^{-1} \in H$ only if $m \theta=1$. Since $\theta$ is an isomorphism, $m=1$ and so $H \cap D=1$. Similarly, $(m \theta) m^{-1} \in K$ implies $m=1$ and so also $K \cap D=1$. Hence if we set $\bar{G}=G / D$ and let $\bar{H}, \bar{K}, \bar{M}$ be the respective images of $K, K, M$ in $\bar{G}$, it it follows that $\bar{H}$ is isomorphic to $H$ and $\bar{K}$ to $K$. Moreover, $\bar{G}=\bar{H} \bar{K}$ with $\bar{H} \triangleleft \bar{G}$. By definition of $D, m$, and $m \theta$ lie in the same coset of $D$ for each $m$ in $M$ and consequently $\bar{M} \subseteq \bar{H} \cap \bar{K}$. On the other hand, $|D|=|M|$, whence $|G / D|=|H||K| /|M|=|\bar{H}| \bar{K}|/|\bar{M}|$, forcing $| \bar{M}|=|\bar{H} \cap \bar{K}|$. Thus $\bar{M}=\bar{H} \cap \bar{K}$. Finally, if $\bar{x}$ denotes the image in $\bar{G}$ of the element $x$ of $G$, we have

$$
\left.\overline{h^{k}}=\left(\overline{h^{k}}\right)=\overline{\left(h^{k \psi}\right.}\right)
$$

for all $h$ in $H, k$ in $K$. Thus $\bar{G}$ exists with the required properties.
As usual, we identify $H, K, M$ with their isomorphic images in $\bar{G}$ and drop the superscript on $\bar{G}$. Thus $G=H K, H \triangleleft G, M=H \cap K$, and for $h$ in $H, k$ in $K$, we have $k^{-1} / h k=h^{k \psi}$. We call $G$ the partial semidirect product of $H$ by $K$ with respect to $\{M, \theta, \psi\}$.

As an illustration, let $H=\langle h\rangle$ be cyclic of order $2^{a}, a \geq 2$, set $m=h^{2 a-1}$, and $M=\langle m\rangle$, so that $|M|=2$. Let $K=\langle k\rangle$ be cyclic of order 4 and let $\theta$ be the isomorphism of $M$ into $K$ determined by setting $m \theta=k^{2}$. Also let $k \psi$ be the automorphism of $H$ which inverts all its elements. Then $\psi$ determines a homomorphism of $K$ into Aut $H$ and one verifies directly that (5.3) and (5.4) are satisfied. Thus the partial semidirect product $G$ exists and is given
by the defining relations:

$$
G=\left\langle h, k \mid h^{2 a-1}=k^{2}=m, m^{2}=1, k^{-1} h k=h^{-1}\right\rangle .
$$

A group $G$ given by such defining relations is called a generalized quaternion group. In the special case $a=2(|G|=8)$, it is called a quaternion group.

We remark that a generalized quaternion group of order $2^{a+1}$ and a dihedral group of the same order are never isomorphic, as the first possesses a unique element of order 2 (namely, $m$ ), while the second always possesses more than one such element.

There is a particular case of a partial semidirect product which is of special interest. This is the case in which $M \subseteq Z(H), M \theta \subseteq Z(K)$, and $\psi$ maps $K$ onto the identity element of Aut $H$. Under these conditions, (5.3) and (5.4) are always satisfied, so the partial semidirect product of $H$ by $K$ with respect to $\{M, \theta, \psi\}$ always exists. Hence we have the following result:

## Theorem 5.3

Let $H, K, M$ be groups with $M \subseteq Z(H)$ and suppose there is an isomorphism $\theta$ of $M$ into $Z(K)$. Then if we identify $M$ with its image $M \theta$, there exists a group $G$ of the form $G=H K$ with $M=H \cap K \subseteq Z(G)$ such that $H$ centralizes $K$.

Any group $G$ satisfying the conditions of the theorem is said to be the central product of $H$ and $K$ (with respect to $M$ ). If $M=1$, the central product reduces, of course, to a direct product.

## 6. AUTOMORPHISMS AS LINEAR TRANSFORMATIONS

Let $H$ be a subgroup of $G$ and set $N=N_{G}(H)$ and $C=C_{G}(H)$. For each $x$ in $N$, the mapping $(h) \phi_{x}=x^{-1} h x, h \in H$, is an automorphism of $H$, the automorphism of $H$ induced by conjugation by $x$. Furthermore, it is immediate that $\phi_{x} \phi_{y}=\phi_{x y}$ for $x, y$ in $N$. Hence the mapping $\alpha$ of $N$ into Aut $H$ given by $(x) \alpha=\phi_{x}$ is a homomorphism. Now $x$ is in the kernel of $x$ if and only if $(h) \phi_{x}=h$ for all $h$ in $H$; hence, if and only if $x \in C$. We see then that $N / C$ is isomorphic in a natural way to a subgroup of Aut $H$.

Of particular importance in what is to follow is the special case that $H$ is an elementary abelian $p$-group for some prime $p$. In this case $H$ can be regarded as a vector space over the field $Z_{p}$ with $p$ elements by Theorem
1.3.2. When this is done, the elements of Aut $H$ act on $H$ as linear transformations. Indeed, we have

## Theorem 6.1

If the elementary abelian p-group $H$ is regarded as a vector space over $Z_{p}$, then Aut $H$ is isomorphic to the group of nonsingular linear transformations of $H$.

## Proof

The elements of Aut $H$, by definition, preserve the additive structure of $H$. That they also preserve scalar multiplication follows from the multiplicative relation $\left(x^{a}\right) \phi=(x \phi)^{a}$, which holds for any $\phi$ in Aut $H$ and any integer $a$ and which in additive notation becomes $(a x) \phi=a(x \phi)$. Thus Aut $H$ is isomorphic to a group of nonsingular linear transformations of $H$. Since any nonsingular linear transformation on $H$ is certainly an automorphism of the additive group of $H$, the theorem follows.

The preceding argument applies as well to endomorphisms as to automorphisms of $H$, so that when $H$ is regarded as a vector space over $Z_{p}$, any ring of endomorphisms of $H$ becomes a ring of linear transformations.

Theorem 6.1 allows us to rephrase many group-theoretic problems as questions about linear transformations. We shall illustrate this idea in a moment by deriving a result about $p$-groups as a consequence of a property of $p$-groups of linear transformations. But first we introduce some convenient general notation.

If $G$ is a group of linear transformations of a vector space $V$, we set $C_{V}(G)=\{v \in V \mid v x=v$ for all $x$ in $G\}$. We speak of $C_{V}(G)$ as the centralizer of $G$ on $V$. Clearly, $C_{V}(G)$ is a subspace of $V$. Similarly, if $G$ is any group and $H, K$ are subgroups of $G$, we write $C_{H}(K)=\left\{h \in H \mid h^{k}=h\right.$ for all $k$ in $K$ \} and speak of the centralizer of $K$ in $H$. Clearly $C_{H}(K)$ is a subgroup.

In the particular case that $H$ is an elementary abelian $p$-group and $K \subseteq N_{G}(H)$, we know that $\vec{K}=K / C$ is isomorphic to a group of linear transformations of $H$, regarded as a vector space over $Z_{p}$, where $C=C_{k}(H)$. Thus, on the one hand, we can speak of the centralizer of the group $K$ on $H$; and, on the other hand, of the centralizer of the group of linear transformations $\vec{K}$ on $H$. Moreover, it follows directly from the definitions that

$$
C_{H}(K)=C_{H}(\bar{K})
$$

This notational device will be extremely useful in passing between the group-theoretic and linear transformation points of view.

Our result on p-groups of linear transformations requires the following simple lemma:

## Lemma 6.2

If $G$ is a group of linear transformations acting on a vector space $V$ over a field $F$ and $H$ is a normal subgroup of $G$, then $C_{V}(H)$ is $G$-invariant.

## Proof

Set $W=C_{v}(H)$ and let $w \in W, h \in H$, and $x \in G$. As $H \triangleleft G$, we have $h^{x^{-1}} \in H$ and so $\left(w^{w}\right) h^{x^{-1}}=w$. Thus ( $w$ ) $x h x^{-1}=w$ and consequently $h$ fixes (w) $x$ for all $h$ in $H$. Hence ( $w$ ) $x \in W$ and the lemma follows.

## Lemma 6.3

Let $G$ be a p-group of linear transformations acting on a vector space $V$ over a field $F$ of characteristic $p$. Then some nonzero vector of $V$ is fixed by every element of $G$.

## Proof

We proceed by induction on $|G|$. Let $M$ be a maximal subgroup of $G$. Then we have $M \triangleleft G$ and $|G: M|=p$. Setting $W=C_{V}(M)$, it follows by induction that $W \neq 0$. Furthermore, $W$ is $G$-invariant by the preceding lemma.

Choosing $y$ in $G-M$, we have $y^{p} \in M$ and so the order of $y$ on $W$ is I or $p$. Hence the minimal polynomial of $y$ on $W$ divides $X^{p}-1$. But $X^{p}-1=(X-1)^{p}$ as $F$ is of characteristic $p$ and so 1 is the unique characteristic root of $y$ on $W$. Hence there exists a nonzero vector $w_{1}$ in $W$ which is fixed by $y$. Since $w_{1}$ is fixed by $\langle M, y\rangle=G$, the lemma is proved.

On the basis of this result, we now prove

## Theorem 6.4

If $K$ is a nontrivial normal subgroup of the p-group $G$, then $K \cap Z(G) \neq 1$.

## Proof

Since $Z(K) \neq 1$, so also $H=\Omega_{1}(Z(K)) \neq 1$. Now $H$ char $Z(K)$ char $K \triangleleft G$ and so $H \triangleleft G$. Furthermore, $H$ is elementary abelian. But by definition $H \cap Z(G)=C_{H}(G)$ and consequently $H \cap Z(G)=C_{H}(\bar{G})$, where $\bar{G}=G / C$ and $C=C_{C}(H)$. Since $\bar{G}$ is a $p$-group of linear transformations of $H$ regarded as a vector space over $Z_{p}, C_{H}(\bar{G})$ is nontrivial by the preceding lemma. Thus $1 \neq H \cap Z(G) \subseteq K \cap Z(G)$, as asserted.

Since every nilpotent group is the direct product of its Sylow subgroups, we obtain at once as a corollary:

## Corollary 6.5

If $K$ is a nontrivial normal subgroup of a nilpotent group $G$, then $K \cap Z(G) \neq 1$.

Once again let $H$ be an elementary abelian $p$-subgroup of $G$ and let $K$ be a subgroup of $N_{G}(H)$. For $x$ in $K$, consider the mapping $\psi_{x}$ of $H$ into $H$ defined by $(h) \psi_{x}=[h, x]=h^{-1} h^{x}$ for all $h$ in $H$. Since $H$ is abelian, it is immediate that $\left(h h^{\prime}\right) \psi_{x}=(h) \psi_{x}\left(h^{\prime}\right) \psi_{x}, h, h^{\prime}$ in $H$. Thus $\psi_{x}$ is an endomorphism of $H$ and so is a linear transformation of $H$ regarded as a vector space over $Z_{p}$. In fact, we see that $\psi_{x}=\phi_{x}-1$, where $\phi_{x}$ denotes the linear transformation induced by conjugation of $H$ by the element $x$ and 1 denotes the identity transformation of $H$.

Inductively it follows that the mappings $(h) \psi_{x}^{(n)}=[\underbrace{h, x, x, \ldots, x}_{n}], h$ in $H$, are endomorphisms of $H$ and, as a linear transformation of $H$,

$$
\psi_{x}^{(n)}=\left(\phi_{x}-1\right)^{n}
$$

This dual interpretation of the higher commutators is especially important when the element $x$ is a $p$-element, for then $\left|\phi_{x}\right|=p^{m}$ as a linear transformation and so $\phi_{x}$ satisfies the polynomial $X^{p^{m}}-1=(X-1)^{p^{m}}$. Hence the minimal polynomial of $\phi_{x}$ on $H$ is $(X-1)^{r}$ for some $r$. Clearly $r$ is the least integer such that $(h)\left(\phi_{x}-1\right)^{r}=0$ for all $h$ in $H$; equivalently it is the least integer such that $[\underbrace{h, x, x, \ldots, x}]=1$ for all $h$ in $H$. We have thus proved:

## Theorem 6.6

Let $H$ be an elementary abelian $p$-subgroup of $G$ and let $x$ be a p-element of $N_{6}(H)$. If $\phi_{x}$ denotes the linear transformation of $H$ regarded as vector space over $Z_{p}$, then the minimal polynomial of $\phi_{x}$ is $(X-1)^{r}$ for some $r$ and $r$ is the least integer such that

$$
[\underbrace{h, x, x, \ldots, x}_{r}]=1 \quad \text { for all } h \text { in } H .
$$

We have seen above that it is useful to have an enlarged concept of centralizer. The same will be true for the concept of commutator which we shall now extend to $[h, \phi]$, where $h$ is an element of the group $H$ and $\phi$ is an automorphism of $H$. Indeed, let $H$ be a group and $A$ a subgroup of Aut $H$. Then we can form the semidirect product $G=H A$ of $H$ by $A$ and with appropriate identifications the image $h^{\phi}$ of $h$ under $\phi$ is represented in $G$ by the element $\phi^{-1} h \phi, h \in H, \phi \in A$. Hence in $G$ the commutator $[h, \phi]$
is the same element of $H$ as $h^{-1} h^{\phi}$. Thus it is natural to define $h^{-1} h^{\phi}$ directly to be the commutator of $h$ and $\phi$ (without passing to the semidirect product $G$ ) and to denote it by $[h, \phi]$. Similarly, we write $[H, A]$ for the subgroup of $H$ generated by all $h^{-1} h^{\phi}$ with $h$ in $H, \phi$ in $A$. This is the same subgroup of $H$ designated by this symbol in $G=H A$. Since $[H, A] \triangleleft\langle H, A\rangle=G$ by Theorem $2.1($ iii), we see that $[H, A]$ is a normal subgroup of $H$ invariant under the group of automorphisms $A$. Thus $A$ can be considered as a group of automorphisms of $[H, A]$ and so the subgroup $[[H, A], A]$ of $[H, A]$ is defined. As usual, we write this group as [ $H, A, A$ ] and introduce corresponding notation for higher commutators.

We also use the notation $C_{H}(A)$ for the subgroup of $H$ left elementwise fixed by the elements of $A$. Clearly $C_{H}(A)$ is $A$-invariant. Furthermore, this use of the centralizer notation is consistent with that introduced before.

## 7. TRANSITIVE AND DOUBLY TRANSITIVE PERMUTATION GROUPS

A permutation group $G$ acting on a set $S$ is said to be transitive on $S$ provided for $s, s^{\prime}$ in $S$, there exists an $x$ in $G$ such that $(s) x=s^{\prime}$ and is said to be doubly transitive on $S$ provided for each set of pairs $\left\{s_{1}, s_{2}\right\}$ and $\left\{s_{1}^{\prime}, s_{2}^{\prime}\right\}$ with $s_{i}, s_{i}^{\prime} \in S, 1 \leqslant i \leqslant 2$, and $s_{1} \neq s_{2}, s_{1}^{\prime} \neq s_{2}^{\prime}$, there exists an element $x$ in $G$ such that $\left(s_{i}\right) x=s_{i}^{\prime}, 1 \leqslant i \leqslant 2$. Triple and, more generally, $m$-fold transitivity is defined similarly. The integer $|S|$ is called the degree of $G$.

In any permutation group $G$ acting on a set $S$, the subset of $G$ leaving any subset $T$ of $S$ invariant (either as a set or elementwise) is clearly a subgroup of $G$.

Let $H$ be a subgroup of $G$ and let $H x_{i}, x_{i} \in G, 1 \leqslant i \leqslant n$, be a complete set of cosets of $H$ in $G$. Denote the set of these cosets by $S$. Then for $x$ in $G$, the mapping $\pi_{x}$ defined by

$$
\left(H x_{i}\right) \pi_{x}=H\left(x_{i} x\right), 1 \leqslant i \leqslant n,
$$

is a permutation of $S$ since $H\left(x_{i} x\right) \in S$ and $H\left(x_{1} x\right) \neq H\left(x_{j} x\right)$ if $i \neq j$. Furthermore, it is immediate that $\pi_{x} \pi_{y}=\pi_{x y}$ for $x, y$ in $G$. Hence the mapping $\pi_{H}$ of $x$ to $\pi_{x}$ is a homomorphism of $G$ into the symmetric group $S_{n}$ on the set $S$. The kernel $K$ of $\pi_{H}$ is the set of $x$ in $G$ fixing each $H x_{i}$. Equivalently $x \in K$ if and only if $x \in x_{i}^{-1} H x_{i}$ for all $i, 1 \leqslant i \leqslant n$. Thus

$$
K=\bigcap_{i=1}^{n} H^{x_{i}} .
$$

We have that $G / K$, the image of $\pi_{H}$, is isomorphic to a group of permutations of $S$. Moreover, $G / K$ acts transitively on $S$, for if $H x_{i}, H x_{j}$ are two elements of $S$ and we set $x=x_{i}^{-1} x_{j}$, then $\pi_{x}$ transforms $H x_{i}$ into $H x_{j}$. If we assume, as we may, that $x_{1}=1$, we verify directly that $(H) \pi_{H}$ is the subgroup fixing the letter $H x_{1}$ and more generally that $\left(H^{x_{i}}\right) \pi_{H}$ is the subgroup fixing the letter $H x_{i}$ of $S$.

We call $\pi_{H}$ the transitive permutation representation of $G$ on the right cosets of $H$. Clearly $\pi_{H}$ is determined entirely by $H$ and is independent of the choice of the coset representatives $x_{i}$ of $H$ in $G$.

More generally, any homomorphism $\pi$ of $G$ into the symmetric group on a set $S$ is called a permutation representation of $G$ on $S$. The integer $|S|$ is called the degree of $\pi$. We say $\pi$ is (doubly) transitive if $G \pi$ acts (doubly) transitively on $S$. If $\theta$ is a one-to-one mapping of $S$ onto a set $S^{\prime}$, then obviously the composition $\pi^{\prime}=\theta^{-1} \pi \theta$ gives a representation of $G$ on $S^{\prime}$. Clearly the action of $G \pi^{\prime}$ on $S^{\prime}$ is determined from that of $G \pi$ on $S$ (together with $\theta$ ) and vice versa. Under these circumstances we shall say that $\pi$ and $\pi^{\prime}$ are equivalent or isomorphic permutation representation of $G$.

One has the following basic result:

## Theorem 7.1

Every transitive permutation representation of $G$ is equivalent to one on the right cosets of a subgroup of $G$.

## Proof

Let $\pi$ be a transitive permutation representation of $G$ on $S$, where we identify $S$ with $\{1,2, \ldots, n\}$. As above, we denote the image of $x$ by $\pi_{x}$. Let $H$ be the subgroup of $G$ fixing the letter 1 . We shall argue that $\pi$ and $\pi_{H}$ are equivalent.

Since $\pi$ is transitive, there exist elements $x_{i}$ in $G$ such that (1) $\pi_{x_{i}}=i$, $1 \leqslant i \leqslant n$. Then as $\pi$ is a homomorphism, (1) $\pi_{h x_{i}}=i$ for every $h$ in $H$. Conversely if (1) $\pi_{x}=i$, then (1) $\pi_{x x_{i}-1}=1$ and so $x \in H x_{i}$. Thus $H x_{i}$ is the complete set of elements transforming 1 into $i$. In particular, $H x_{i} \neq H x_{j}$ if $i \neq j$. Moreover, since an element of $G$ transforms 1 into $i$ for some $i$, every element of $G$ lies in $H x_{i}$ for some $i, 1 \leqslant i \leqslant n$. Thus the set $S^{\prime}=\left\{H x_{i} \mid 1 \leqslant i \leqslant n\right\}$ is a complete set of coset representatives of $H$ in $G$.

Now set $(i) \theta=H x_{i}, 1 \leqslant i \leqslant n$, and $\pi^{\prime}=\theta^{-1} \pi \theta$. Then $\pi^{\prime}$ is a permutation representation of $G$ on $S^{\prime}$ which is equivalent to $\pi$. Furthermore, let $x \in G$ and $i \in S$, and suppose $H\left(x_{i} x\right)=H x_{j}$, in which case (1) $\pi_{x_{i} x}=j$ and consequently $(i) \pi_{x}=j$. Applying $\theta$, we obtain $\left(H x_{i}\right) \pi_{x}^{\prime}=H x_{j}=H\left(x_{i} x\right)$. Thus $\pi^{\prime}=\pi_{H}$ and the theorem is proved.

The case $H=1$ is of particular importance. Certainly the kernel of $\pi_{H}$ is 1 in this case and so $\rho=\pi_{H}$ is an isomorphism of $G$ into the symmetric group of degree $|G|$, which is precisely the contents of Cayley's theorem (1.2.16). We refer to this representation $\rho$ as the (right) regular representation of $G$.

The following property of the regular representation follows at once from its definition:

## Theorem 7.2

In the regular representation of $G$ only the identity element fixes more than one letter.

A transitive permutation group $G$ is said to be primitive if the corresponding subgroup $H$ of $G$ is a maximal subgroup.

Our next result gives simple, but important, criteria for a transitive permutation group to be doubly transitive.

## Theorem 7.3

Let $G$ be a transitive permutation group acting on a set $S$ and let $H$ be the subgroup of $G$ fixing a letter. Then we have
(i) $G$ is doubly transitive if and only if $H$ acts transitively on the remaining letters.
(ii) $G$ is doubly transitive if and only if

$$
G=H T H,
$$

where $T$ is a subgroup of $G$ of order 2 not contained in $H$.
(iii) If $G$ is doubly transitive and $|G: H|=n$, then

$$
|G|=d(n-1) n,
$$

where $d$ is the order of the subgroup fixing two letters. Furthermore, $H$ is a maximal subgroup of $G$ and $G$ is a primitive group.

## Proof

Let $S=\{1,2, \ldots, n\}$ and assume $H$ fixes 1 . Suppose $H$ acts transitively on $\{2, \ldots, n\}$. Let $\{i, j\},\left\{i^{\prime}, j^{\prime}\right\}$ be two pairs from $S$ with $i \neq j, i^{\prime} \neq j^{\prime}$. Then (i) $x=i^{\prime}$ for some $x$ in $G$. Set $k=(j) x$. Then $k \neq i^{\prime}$ as $i \neq j$. Now the subgroup fixing $i^{\prime}$ is conjugate to $H$ and hence by our assumptions there exists an element $y$ of $G$ fixing $i^{\prime}$ and transforming $k$ into $j^{\prime}$ (as $k$ and $j$ are distinct from $i^{\prime}$ ). The element $z=x y$ then transforms $i$ into $i^{\prime}$ and $j$ into $j^{\prime}$. So $G$ is doubly transitive. Moreover, if $M$ denotes the subgroup of $H$ fixing 2, it follows from Theorem 7.1 that $|H: M|=n-1$ and for the same reason that $|G: H|=n$. Hence $|G|=d(n-1) n$, where $d=|M|$. On the
other hand, the converse of (i) is clear. Hence (i) and the first assertion of (iii) hold.

To prove (ii), choose $x_{i}$ in $G$ such that (1) $x_{i}=i, 1 \leqslant i \leqslant n$, so that the $H x_{i}$ are a complete set of cosets of $H$ in $G$ and our permutation representation of $G$ is equivalent to that of $G$ on the cosets of $H$. Then by (i), $G$ is doubly transitive if and only if there exist elements $h_{i}$ in $H, 2 \leqslant i \leqslant n$, with $h_{2}=1$ such that $H x_{2} h_{i}=H x_{i}$. But the cosets $H x_{i}, 2 \leqslant i \leqslant n$, contain every element of $G$ not in $H$. Thus $G$ is doubly transitive if and only if $G-H=\bigcup_{i=2}^{n} H x_{2} h_{i}$ for suitable $h_{i}$ in $H$ or equivalently if and only if $G-H=H x_{2} H$; that is, $G=H \cup H x_{2} H$. Clearly this argument applies equally well for any $x_{j}, 2 \leqslant j \leqslant n$. Thus $G$ is doubly transitive if and only if $G=H \cup H x H$ for any element $x$ of $G-H$. In particular, if this holds, any subgroup of $G$ containing $H$ properly necessarily contains $x$ and so is $G$. Thus $H$ is a maximal subgroup of $G$, whence $G$ is a primitive group and the final assertion of (iii) is also proved.

Moreover, if $G=H T H$ with $T=\langle t\rangle$ of order 2 , and $t \notin H$, then certainly $G=H \cup H t H$, so $G$ is doubly transitive by the preceding arguments. Conversely if $G$ is doubly transitive, it has even order by (iii) and so contains an element $u$ of order 2 . Since $u$ does not fix all the letters, some conjugate $t$ of $u$ does not fix 1 and so $t \notin H$. Hence $G=H \cup H t H$. Setting $T=\langle t\rangle$, we conclude that $G=H T H$, proving (ii).

The following general property of transitive and doubly transitive groups is useful as well as interesting.

## Theorem 7.4

Let $G$ be a transitive permutation group acting on a set $S$ and let $\alpha(x)$ denote the number of letters of $S$ fixed by the element $x$ of $G$. Then we have
(i) $\sum_{x \in \mathcal{C}} \alpha(x)=|G|$.
(ii) $G$ is doubly transitive if and only if

$$
\sum_{x \in G} \alpha(x)^{2}=2|G| .
$$

## Proof

Let $S=\{1,2, \ldots, n\}$ and denote by $\beta(i)$ the number of elements of $G$ fixing $i, 1 \leqslant i \leqslant n$. Clearly we have

$$
\begin{equation*}
\sum_{x \in \mathcal{G}} \alpha(x)=\sum_{i=1}^{n} \beta(i) . \tag{7.1}
\end{equation*}
$$

But $\beta(i)$ is simply the order of the subgroup $H_{i}$ fixing $i$. As $G$ is transitive,
we have $\left|H_{i}\right|=\left|H_{1}\right|$ for all $i$ and $|G|=n\left|H_{1}\right|$. Thus $\sum_{i=1}^{n} \beta(i)=\sum_{i=1}^{n}\left|H_{i}\right|=$ $n\left|H_{1}\right|=|G|$ and now (i) follows from (7.1). We note that this argument applies equally well if $G$ does not act faithfully on $S$, but instead some nontrivial normal subgroup of $G$ fixes every element of $S$.

Consider the action of $H_{1}$ on $S$. We can clearly decompose $S$ into the disjoint union of subsets $S_{1}, S_{2}, \ldots, S_{\mathrm{t}}$ with $S_{1}=\{1\}$, on each of which $H_{1}$ acts transitively (but not necessarily faithfully). Observe, first of all, that by Theorem 7.3(i) $G$ is doubly transitive if and only if $H_{1}$ acts transitively on $S-\{1\}$ and hence if and only if $t=2$. Now let $\alpha_{i}(x)$ denote the number of letters of $S_{i}$ fixed by $x$ in $H_{1}, 1 \leq i \leq t$; then obviously $\alpha(x)=\sum_{i=1}^{t} \alpha_{i}(x)$. On the other hand, by $(i), \sum_{x \in H_{1}} \alpha_{i}(x)=\left|H_{1}\right|$ for each $i$, whence $\sum_{x \in H_{1}} \alpha(x)=t\left|H_{1}\right|$. Since $G$ is transitive, this holds for each $H_{i}$ and so

$$
\begin{equation*}
\sum_{x \in H_{i}} \alpha(x)=t\left|H_{i}\right| \quad 1 \leqslant i \leqslant n . \tag{7.2}
\end{equation*}
$$

Summing (7.2) over $i$, we get

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{x \in H_{i}} \alpha(x)=\sum_{i=1}^{n} t\left|H_{i}\right|=\operatorname{tn}\left|H_{1}\right|=t|G| . \tag{7.3}
\end{equation*}
$$

But on the left we have counted $\alpha(x)$ once for every $H_{i}$ which contains $x$. However, $x$ fixes $\alpha(x)$ letters and so is contained in exactly $\alpha(x)$ distinct $H_{i}$ 's. This means that each $x$ of the left side of (7.3) gives a contribution of $\alpha(x)^{2}$ to the sum. On the other hand, any element $x$ of $G$ not in one of the $H_{i}$ 's moves all the letters of $S$ and so $\alpha(x)=0$ for any such $x$. Thus the sum in (7.3) is unaffected if taken over all elements of $G$, and now (ii) follows.

The regular representation of a group $G$ has the property that only the identity element fixes more than one letter. In this case, of course, the subgroup fixing a letter is the identity. The class of transitive permutation groups in which only the identity fixes more than one letter, but the subgroup fixing a letter is nontrivial, is of fundamental importance in the theory of finite groups, and several basic problems that we shall later investigate stem from this class of groups. Such a permutation group $G$ will be called a Frobenius group, after the person who first studied them.

Frobenius discovered a basic property of this class of groups which we shall establish in Chapter 4 with the aid of some results involving group characters. We state it here without proof and then go on to discuss a few elementary properties of Frobenius groups.

## Theorem 7.5 (Frobenius)

Let $G$ be a Frobenius group and let $H$ be the subgroup fixing a letter. Then the subset of $G$ consisting of the identity together with those elements which fix no letters forms a normal subgroup $K$ of $G$ of order $|G: H|$.

We shall refer to this normal subgroup $K$ as the Frobenius kernel of $G$. Moreover, the subgroup fixing a letter will be called a Frobenius complement.

As an immediate consequence of Frobenius' theorem we have:

## Theorem 7.6

Let $G$ be a Frobenius group with complement $H$ and kernel $K$. Then
(i) $G=H K$ with $H \cap K=1$, so that $G$ is the semidirect product of $K$ by $H$.
(ii) $|H|$ divides $|K|-1$.
(iii) Every element of $H^{*}$ induces by conjugation an automorphism of $K$ which fixes only the identity element of $K$.
(iv) $C_{G}(y) \subseteq K$ for every $y$ in $K^{\#}$.

## Proof

Since the elements of $K^{\#}$ fix no letters, $H \cap K=1$. But $|K|=|G: H|$ by Frobenius' theorem and consequently $|G|=|H K|$. Thus $G=H K$ and (i) holds.

Now as $G$ is transitive and $H$ is the subgroup fixing a letter, our representation is equivalent to that on the cosets of $H$. In the present case we can take the elements of $K$ themselves as coset representatives of $H$ in $G$. Suppose then that $k^{h}=k$ for some $h$ in $H^{\#}$ and $k$ in $K^{\#}$. Then it is immediate that $h$ fixes the coset $H k$ as well as the coset $H$. But by definition of a Frobenius group, only the identity fixes more than one letter. Thus $k^{h} \neq k$ for any $h$ in $H^{*}$ and $k$ in $K^{\#}$. In particular, (iii) holds. Moreover, for a fixed $k \neq 1$, the set $\Gamma_{k}=\left\{k^{h} \mid h \in H\right\}$ must consist of $m=|H|$ distinct elements of $K$. But clearly for $k, k^{\prime}$ in $K^{\#}$, we have either $\Gamma_{k}=\Gamma_{k^{\prime}}$ or $\Gamma_{k} \cap \Gamma_{k^{\prime}}=\varnothing$, the empty set. Hence $\left|K^{\#}\right|$ is a multiple of $m$ and (ii) follows.

Finally, by (iii), no element of $K^{\#}$ centralizes any element of a conjugate of $H^{\#}$. But the conjugates of $H$ are simply the subgroups fixing a letter, and consequently by Theorem 7.5 K consists precisely of the elements of $G$ which lie in no conjugate of $H^{\#}$. We conclude that $C_{G}(y) \subseteq K$ for $y$ in $K^{*}$, proving (iv).

Condition (iii) of the theorem suggests the importance of studying groups of automorphisms with this special property. We thus are led to make the following definition:

A nontrivial group of automorphisms $A$ of a group $G$ is said to be a regular group of automorphisms provided each element of $A^{*}$ leaves only the identity element $G$ fixed.

If $A$ is a regular group of automorphisms of a group $G$, we leave to the reader the fact that the semidirect product $G A$ of $G$ by $A$ is a Frobenius group with kernel $G$ and complement $A$.

Later we shall derive fairly complete results concerning the structure of both $G$ and $A$; equivalently, of both the kernel and complement of a Frobenius group.

Finally we give a simple condition for a group $G$ to be a Frobenius group with complement $H$ which is independent of Frobenius' theorem. Here a subset $A$ of a group $G$ is said to be disjoint from its conjugates if $A \cap A^{x}=A$ or $A \cap A^{x} \subseteq\{1\}$ for all $x \in G$.

## Theorem 7.7

Let $H$ be a nontrivial subgroup of $G$. Then $G$ is a Frobenius group with complement $H$ if and only if $H$ is disjoint from its conjugates and is its own normalizer in $G$.

## Proof

Let $H x_{i}, x_{i} \in G, x_{1}=1,1 \leqslant i \leqslant n$, be a complete set of right cosets of $H$ in $G$. If some element of $G$ fixes two cosets of $H$, then by transitivity some element of $H^{*}$ fixes one of the cosets $H x_{i}$ with $i>1$. Hence $G$ is a Frobenius group with complement $H$ if and only if no element of $H^{*}$ fixes any $H x_{i}$ with $i>1$. But for $h$ in $H^{\#}, H x_{i}=H x_{i} h$ if and only if $x_{i} h x_{i}^{-1} \in H$ or equivalently, $h \in H \cap H^{x_{i}}$. Thus $G$ and $H$ have the given properties if and only if

$$
\begin{equation*}
H \cap H^{x_{i}}=1 \quad 2 \leq i \leq n . \tag{7.4}
\end{equation*}
$$

We argue that (7.4) is equivalent to the two conditions of the theorem. Indeed, assume (7.4). If $N_{G}(H) \supset H$, we can take $x_{2}$ in $N_{G}(H)$ to obtain $H \cap H^{x_{2}}=H$, a contradiction; so $N_{G}(H)=H$. Furthermore, if $x \in G-H$, then $x \in H x_{i}$ for some $i>1$, whence $H \cap H^{x}=H \cap H^{x_{i}}=1$. Conversely, if $N_{G}(H)=H$ and $H$ is disjoint from its conjugates, then $H \cap H^{x}=1$ for any $x$ in $G-H$ and so (7.4) holds.

## 8. THE TWO-DIMENSIONAL LINEAR AND PROJECTIVE GROUPS

The group $G L(2, q)$ of all $2 \times 2$ nonsingular matrices with entries in the finite field $G F(q)$ of $q$ elements together with certain closely related groups will play an important role at various points throughout the book. As a
result, we shall require a number of properties of these groups, which we shall establish in this section.
$G L(2, q)$ is known as the general linear group (in dimension 2); its subgroup consisting of matrices of determinant 1 is called the special linear group and is denoted by $S L(2, q)$. The center of $G L(2, q)$ consists of the scalar matrices and the corresponding factor group $\operatorname{PGL}(2, q)$ is called the projective linear group. Finally, the image $\operatorname{PSL}(2, q)$ of $\operatorname{SL}(2, q)$ in $\operatorname{PGL}(2, q)$ is called the projective special linear group. For simplicity of notation we shall usually denote this last group by $L_{2}(q)$. It is properties of $S L(2, q)$ and $L_{2}(q)$ in which we are primarily interested.

First of all, we have

## Theorem 8.1

The orders of $G L(2, q), S L(2, q), P G L(2, q)$ and $L_{2}(q)$ are, respectively, $\left(q^{2}-1\right)\left(q^{2}-q\right),\left(q^{2}-1\right) q,\left(q^{2}-1\right) q$, and $\varepsilon\left(q^{2}-1\right) q$, where $\varepsilon=1$ if $q$ is even and $\varepsilon=\frac{1}{2}$ if $q$ is odd.

## Proof

We regard $G=G L(2, q)$ as a group of linear transformations of a vector space $V$ of dimension 2 over $G F(q)$. If $v_{1}, v_{2}$ is a basis of $V$, an element $x$ of $G$ is uniquely determined by its effect on this basis and, moreover, $v_{1} x, v_{2} x$ must also be a basis of $V$ as $x$ is nonsingular. Thus $v_{1} x$ can be any one of the $q^{2}-1$ nonzero vectors in $V$, while $v_{2} x$ can then be any one of the $q^{2}-q$ vectors in $V$ which are not a multiple of $v_{1} x$. Hence $|G|=\left(q^{2}-1\right)\left(q^{2}-q\right)$.

Since $G$ contains elements of arbitrary nonzero determinant, $H=S L(2, q)$ has index $q-1$ in $G$, so $|H|=\left(q^{2}-1\right) q$. Furthermore, the center $Z(G)$ consists of the scalar matrices and so has order $q-1$. Hence $P G L(2, q)=G / Z(G)$ also has order $\left(q^{2}-1\right) q$. Finally, the only scalar matrices of determinant 1 are $\pm I$, where $I$ is the identity matrix; and these are identical if and only if $q=2^{n}$. Since $H / Z(G) \cap H=L_{2}(q)$, it follows that $L_{2}(q)$ has the given order.

The group $P G L(2, q)$ can be identified in a natural way with the group of projective transformations

$$
\begin{equation*}
\alpha: z^{\prime}=\frac{a z+b}{c z+d} \quad a, b, c, d \in G F(q), a d-b c \neq 0 \tag{8.1}
\end{equation*}
$$

of the projective line $\mathscr{L}$ of $q+1$ points coordinatized by the elements of $G F(q)$ and the symbol $\infty$. In this form the element $\alpha$ lies in $L_{2}(q)$ precisely when $a d-b c$ is a square in $G F(q)$. Since each element of $\operatorname{PGL}(2, q)$ thus
induces permutations of the elements of $\mathscr{L}$ as a set, $\operatorname{PGL}(2, q)$, and hence also $L_{2}(q)$, is represented on $\mathscr{L}$ as a permutation group of degree $q+1$. Concerning this representation, we have

## Theorem 8.2

$L_{2}(q)$ is doubly transitive on $\mathscr{L}$ and only the identity fixes three letters. Moreover,
(i) For $q>3$, the subgroup $N$ fixing a letter is a Frobenius group with cyclic complement $H$ of order $\varepsilon(q-1)$ and elementary abelian kernel $K$ of order $q$ which is disjoint from its conjugates.
(ii) $H$ is the subgroup fixing two letters and $H$ is inverted by an element of order 2 in $L_{2}(q)$.

## Proof

Let $N$ be the subgroup of $L_{2}(q)$ fixing $\infty$. Since $\alpha$ takes $\infty$ into $a / c, \alpha$ fixes $\infty$ if and only if $c=0$. Thus $N$ consists of the affine transformations $z^{\prime}=a z+b$ with $a \neq 0$ a square in $G F(q)$. Clearly $N$ acts transitively on the points of $\mathscr{L}$ other than $\infty$ and so $L_{2}(q)$ is doubly transitive on $\mathscr{L}$ by Theorem 7.3(i). Furthermore, the subgroup $H$ of $N$ fixing 0 and $\infty$ consists of the transformations $z^{\prime}=a z$. But no transformation of this form except $z^{\prime}=z$ fixes any other letter. Hence only the identity fixes three letters.

Now $N=H K$, where $K$ consists of the translations $z^{\prime}=z+b$. Thus if $q=p^{r}, K$ is an elementary abelian $p$-group of order $p^{r}$. Morever, no elements of $K^{\#}$ fixes any letter other than $\infty$. Since $K^{x}$ fixes the letter $(\infty)$. for $x$ in $L_{2}(q)$, the assumption $K \cap K^{x} \neq 1$ thus implies that $(\infty) x=\infty$ and hence that $x \in N$, whence $K^{x}=K$. Therefore $K$ is disjoint from its conjugates.

Furthermore, by the first paragraph of the proof, $H$ is cyclic of order $q-1$ if $p=2$ and $\frac{1}{2}(q-1)$ if $p$ is odd. Now $N$ acts transitively on $\mathscr{L}-\{\infty\}$ and only the identity fixes two letters of $\mathscr{L}-\{\infty\}$. But then if $H \neq 1$, or equivalently if $q>3$, it follows from the definition that $N$ is a Frobenius group with complement $H$ and kernel $K$. Finally, the transformation $z^{\prime}=1 / z$ has order 2 , lies in $L_{2}(q)$, and conjugates $z^{\prime}=a z$ into its inverse $z^{\prime}=(1 / a) z$. Thus (i) and (ii) also hold.

The class of doubly transitive groups in which only the identity fixes three letters is a very important and interesting one, which we shall study in detail in Chapter 13. We call such a group a Zassenhaus group, after the person who began their systematic investigation. As in the case of Frobenius groups, we restrict the definition to those doubly transitive groups in which only the identity fixes three letters, but the subgroup fixing two letters is
nontrivial. Thus in a Zassenhaus group, the subgroup fixing a letter is always a Frobenius group in its action on the remaining letters.

We next derive some properties of $\operatorname{SL}(2, q)$.

## Theorem 8.3

The following conditions hold:
(i) $S L(2, q)$ contains cyclic subgroups of order $q-1$ and $q+1$.
(ii) An $S_{2}$-subgroup of $\operatorname{SL}(2, q)$ is elementary abelian if $q$ is even and is generalized quaternion if $q$ is odd.
(iii) $S L(2, p)$ is nonsolvable, $p$ a prime, $p \geqslant 5$.

## Proof

The matrices $\left(\begin{array}{ll}\lambda & 0 \\ 0 & \lambda^{-1}\end{array}\right), \lambda \neq 0$ in $G F(q)$, form a group $A$ isomorphic to the multiplicative group of $G F(q)$. Hence $A$ is cyclic of order $q-1$. Since the elements of $A$ have determinant $1, A \subseteq S L(2, q)$.

Now consider $G L(2, q)$ in its natural action on a two-dimensional vector space $V$ over $G F(q)$. We can identify $V$ with the additive group of $G F\left(q^{2}\right)$. But then if $\omega$ is a primitive element in $G F\left(q^{2}\right)$, right multiplication by $\omega$ effects a linear transformation of $V$ of order $q^{2}-1$. This means that $G L(2, q)$ contains a cyclic subgroup $L$ of order $q^{2}-1$. Consider the map $x \rightarrow \operatorname{det} x$ for $x$ in $L$, which is a homomorphism of $L$ into the multiplicative group of $G F(q)$ which has order $q-1$. The kernel of this homomorphism is cyclic of order a multiple of $q+1$ and so contains a cyclic subgroup $B$ of order $q+1$. Since det $x=1$ for $x$ in $B, B \subseteq S L(2, q)$ and so (i) holds.

The set of matrices $P=\left\{\left.\left(\begin{array}{ll}1 & 0 \\ \lambda & 1\end{array}\right) \right\rvert\, \lambda \in G F(q)\right\}$ forms an elementary abelian subgroup of $S L(2, q)$ of order $q=p^{r}$. Since $|S L(2, q)|=q\left(q^{2}-1\right), P$ is an $S_{p}$-subgroup and so (ii) holds if $q$ is even. Consider next the case $q \equiv 1(\bmod 4)$ and let $2^{a}$ be the highest power of 2 dividing $q-1$. In this case $q+1$ is divisible by 2 , but not 4 , and so an $S_{2}$-subgroup of $S L(2, q)$ has order $2^{a+1}$. Let $\alpha$ be an element of $G F(q)$ of order $2^{a}$ and set $x=\left(\begin{array}{ll}\alpha & 0 \\ 0 & \alpha^{-1}\end{array}\right)$ and $y=\left(\begin{array}{rl}0 & 1 \\ -1 & 0\end{array}\right)$. Then $x, y \in S L(2, q), \quad|x|=2^{a}, \quad|y|=4$, $y^{-1} x y=x^{-1}$, and $y^{2}=x^{2 a-1}=\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$, as can be directly checked. Thus $\langle x, y\rangle$ is generalized quaternion of order $2^{a+1}$ and is an $S_{2}$-subgroup of $S L(2, q)$.

To treat the case $q \equiv-1(\bmod 4)$, we use the fact that $S L(2, q)$ is a subgroup of $S L\left(2, q^{2}\right)$, which is clear from the definition since $G F(q) \subseteq G F\left(q^{2}\right)$. Since $q^{2} \equiv 1(\bmod 4)$, it follows from the preceding case that an $S_{2}$-subgroup
$S$ of $S L\left(2, q^{2}\right)$ is generalized quaternion. Now an $S_{2}$-subgroup $T$ of $S L(2, q)$ is isomorphic to a subgroup of $S$. But one can easily check from the defining relations for $S$ that its subgroups are either cyclic or generalized quaternion (compare Theorem 5.4.3). Thus $T$ is either cyclic or generalized quaternion.

We argue that $T$ is not cyclic, from which (ii) will follow. So assume $T=\langle z\rangle$ is cyclic. Then $|z|=2^{b+1}$, where $2^{b}$ is the largest power of 2 dividing $q+1$. To derive a contradiction, it will suffice to show that $|z|$ divides $q-1$ or $q+1$, whence $|z| \leqslant 2^{b}$. Now the characteristic polynomial $f(X)$ of $z$ has degree 2 over $G F(q)$. Hence its characteristic roots $\beta$, $\beta^{\prime}$ lie in $G F\left(q^{2}\right)$. Since det $z=1$, we have $\beta^{\prime}=\beta^{-1}$. Since $z^{2} \neq 1, \beta^{-1} \neq \beta$ and so $z$ is diagonalizable over $G F\left(q^{2}\right)$, which implies at once that $|z|=|\beta|$. If $\beta \in G F(q)$, then $|\beta|$ divides $q-1$. In the contrary case, $f(X)$ must be irreducible over $G F(q)$ and so $\beta^{-1}$ must be algebraically conjugate to $\beta$ under the automorphism $\gamma \rightarrow \gamma^{q}$ of $G F\left(q^{2}\right)$. Thus $\beta^{-1}=\beta^{q}$, whence $|\beta|$ divides $q+1$. In either case, we obtain the desired contradiction, thus completing the proof of (ii).

Suppose $S L(2, p)$ were solvable, $p \geqslant 5$. Then also $G=L_{2}(p)$ is solvable. Let $H$ be a minimal normal subgroup of $G$, so that by Theorem 4.1(v), $H$ is an elementary abelian $t$-group for some prime $t$. If $t=p$, we can identify $H$ with the group $P$ of translations $z^{\prime}=z+b, b \in G F(p)$. But then $P^{x} \cap P=P \neq 1$ for all $x \in G$, contrary to Theorem 8.2(i). Thus $t \neq p$.
Consider the case $t$ odd. Since $|S L(2, p)|=p(p-1)(p+1)$ it follows from (i) that the $S_{t}$-subgroups of $S L(2, p)$ are cyclic. Hence the same is true of $G$ and so $H$ is cyclic, whence $|H|=t$. But then $\mid$ Aut $H \mid=t-1$ by Theorem 1.3.10(ii). However, $t<p$ as $t$ divides $p \pm 1$ and $t$ is odd. Therefore $\mid$ Aut $H \mid$ is prime to $p$ and consequently $P$ centralizes $H$. In particular, $H$ consists of affine transformations. But clearly the only such transformations which centralize $P$ lie in $P$. Thus $t=2$.

Now an $S_{2}$-subgroup of $S L(2, p)$ is generalized quaternion by (ii) and $S / Z(S)$ is an $S_{2}$-subgroup of $G$. It follows at once that $S / Z(S)$ is a dihedral group and hence contains no elementary abelian subgroup of order 8. Thus $|H| \leqslant 4$. Since $H$ can be regarded as a vector space of dimension 1 or 2 over $G F(2)$, Theorem 8.1 implies that $\mid$ Aut $H \mid=1$ or 6 and so is prime to $p$. In either case $P$ centralizes $H$, giving the same contradiction. Thus $S L(2, p)$ is nonsolvable, as asserted.

Actually the groups $L_{2}(q)$ are simple for all $q>3$, as is not difficult to show with the aid of a few general, but elementary, results to be proved
later, together with the easily established fact that $L_{2}(q)$ is generated by its $p$-elements for $q=p^{r}$. In Chapter 15 we shall prove this theorem for odd $p$, basing our argument on the following stronger result concerning the generation of $S L\left(2, p^{r}\right)$ by $p$-elements which we shall need in Chapter 3. The brilliant proof of this latter result which we shall now present appears without essential change in Dickson's book on linear groups; it foreshadows a number of general counting techniques which have been successfully used in the study of groups. We note also that in the form stated, the theorem is false for $p=2$, as two elements of order 2 always generate a dihedral group (see Theorem 9.1.1).

## Theorem 8.4 (Dickson)

Let $\lambda$ be a generator of $G F\left(p^{r}\right)$ over the prime field of order $p, p$ odd, and set $L=\left\langle\left(\begin{array}{ll}1 & 0 \\ \lambda & 1\end{array}\right),\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)\right\rangle$. Then we have either
(i) $L=S L\left(2, p^{r}\right)$, or
(ii) $p^{r}=9,|Z(L)|=2, L / Z(L)$ is isomorphic to $A_{5}$, and $L$ contains a subgroup isomorphic to $S L(2,3)$.

Remark In the exceptional case, $L$ is actually isomorphic to $\operatorname{SL}(2,5)$, but we shall not need this result. Since $S L(2, p) \subseteq S L\left(2, p^{r}\right), L$ contains a subgroup isomorphic to $S L(2, p)$ in all cases. It is this fact that we shall use in our primary application of Dickson's theorem (see Theorem 3.8.1).

## Proof

Set $G=S L\left(2, p^{r}\right)$. Consider a conjugate $L^{x}$ of $L$ by an element $x$ of $G$ of the form $\left(\begin{array}{ll}1 & \gamma \\ 0 & 1\end{array}\right), \gamma \in G F\left(p^{r}\right)$. It will suffice to show that either
(A) $L^{x}=S L\left(2, p^{m}\right)$ for some $m \leq r$, or
(B) $p=3,\left|Z\left(L^{x}\right)\right|=2, L^{x} / Z\left(L^{x}\right)$ is isomorphic to $A_{5}$, and $L^{x}$ contains a subgroup isomorphic to $\operatorname{SL}(2,3)$.

Indeed, assume first that case A holds. Then if

$$
y=\left(\begin{array}{cc}
1-\gamma \lambda & -\gamma^{2} \lambda \\
\lambda & 1+\gamma \lambda
\end{array}\right)=\left(\begin{array}{cc}
1 & -\gamma \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
\lambda & 1
\end{array}\right)\left(\begin{array}{ll}
1 & \gamma \\
0 & 1
\end{array}\right),
$$

$y \in L^{x}$, and consequently $\lambda \in G F\left(p^{m}\right)$. But $Z_{p}(\lambda)=G F\left(p^{r}\right)$ and so $r \leq m$. Hence $r=m$ and $L=L^{x}=G$. Thus the theorem will follow in case A.

Now assume case B holds, whence $p=3,|Z(L)|=2$, and $L / Z(L)$ is isomorphic to $A_{5}$. The images of $y=\left(\begin{array}{ll}1 & 0 \\ \lambda & 1\end{array}\right)$ and $z=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ in $A_{5}$ are elements of order 3 which generate $A_{5}$. Hence by considering an auto-
morphism of $A_{5}$, if necessary, we can assume without loss that these images are (123) and (345), respectively. Now the product (123)(345)(123) ${ }^{-1}$ $(345)=(25)(34)$, and so has order 2. Since $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$ is the unique element of order 2 in $G$, we conclude that

$$
u=y z y^{-1} z=\left(\begin{array}{cc}
1-\lambda & 2-\lambda \\
-\lambda^{2} & 1+\lambda-\lambda^{2}
\end{array}\right)
$$

is an element of $L$ whose square is $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$. But as we shall show in general in Lemma 8.5 (iii) below in a moment, this implies that $u$ has trace 0 and hence that $(1-\lambda)+\left(1+\lambda-\lambda^{2}\right)=0$, whence $\lambda^{2}=2=-1$ as $p=3$. Thus $\left|Z_{p}(\lambda)\right|=9$. Moreover, our assumption implies that $L$ contains a subgroup isomorphic to $S L(2,3)$. Hence the theorem will hold in case B as well.

We shall now determine a conjugate $L^{x}$ of $L$ so as to satisfy a suitable normalization condition. Let $K$ be the subgroup of upper triangular matrices in $G$, so that $K=A Q$, where $Q=\left\{\left.\left(\begin{array}{ll}1 & \alpha \\ 0 & 1\end{array}\right) \right\rvert\, \alpha \in G F\left(p^{r}\right)\right\}$ and $A=\left\{\left.\left(\begin{array}{ll}\beta & 0 \\ 0 & \beta^{-1}\end{array}\right) \right\rvert\, \beta \in G F\left(p^{r}\right), \beta \neq 0\right\}$ is cyclic of order $p^{r}-1$. Since $G / Z(G)$ is $L_{2}\left(p^{r}\right)$, Theorem 8.2 implies that $Q$ is disjoint from its conjugates and that $K / Z(G)$ is a Frobenius group with complement $A / Z(G)$. This latter fact implies at once that every subgroup of $K$ of order dividing $p^{r}-1$ lies in a conjugate of $A$ by an element of $Q$.
Since $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) \in L \cap Q$ and $Q$ is disjoint from its conjugates, $L \cap Q$ is an $S_{p}$-subgroup of $L$. For the same reason $N_{L}(L \cap Q) \subseteq K$, and so by the preceding paragraph $N_{L}(L \cap Q)=\left(L \cap A^{z}\right)(L \cap Q)$ for some $z$ in $Q$. We now choose the element $x$ to be $z^{-1}$ and set $M=L^{x}$. Since $Q$ is abelian, $M \cap Q$ is an $S_{p}$-subgroup of $M$ and contains $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$. Moreover, by our choice of $x$, we have

$$
\begin{equation*}
N_{M}(M \cap Q)=(M \cap A)(M \cap Q) . \tag{8.2}
\end{equation*}
$$

Note also that $L$, and hence $M$, has more than one $S_{p}$-subgroup and is generated by its $p$-elements.

Now there may exist more than one element $x$ in $Q$ such that $M=L^{x}$ satisfies (8.2). Clearly for our purposes any such $x$ is permissible. Hence to establish the theorem it will suffice to prove that if $M$ is any subgroup of $G$
containing $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ which is generated by its $p$-elements, possesses more than one $S_{p}$-subgroup, and satisfies (8.2), then for some conjugate $M^{*}$ of $M$ by an element of $Q$, also satisfying (8.2), we have either $M^{*}=S L\left(2, p^{m}\right)$ for some $m \leq r$ or $p=3,\left|Z\left(M^{*}\right)\right|=2, M^{*} / Z\left(M^{*}\right)$ is isomorphic to $A_{5}$, and $M^{*}$ contains a subgroup isomorphic to $S L(2,3)$. In fact, $M^{*}$ will turn out to be $M$ except possibly in the case $p^{m}=3$. We shall carry this out in a long sequence of lemmas. Set $H=M \cap A, P=M \cap Q, N=N_{M}(P), d=|H|$, and $p^{m}=|P|$. Thus $H=\left\{\left(\begin{array}{ll}\beta & 0 \\ 0 & \beta^{-1}\end{array}\right)\right\}$, where $\beta$ ranges over the elements of the unique subgroup $D$ of the multiplicative group $G F\left(p^{r}\right)$ of order $d$. We also have $P=\left\{\left(\begin{array}{ll}1 & \alpha \\ 0 & 1\end{array}\right)\right\}$, where $\alpha$ ranges over a subgroup $E$ of order $p^{m}$ of the additive group of $G F\left(p^{r}\right)$. We preserve this notation throughout.

We begin with some elementary facts concerning the elements of $M$.

## Lemma 8.5

Let $x=\binom{a b}{c d} \in M, a, b, c, d \in G F\left(p^{r}\right)$.
Then we have
(i) If $c=0$, then $x \in N$.
(ii) If $|x|=p$, then $a+d=2$.
(iii) If $x^{2}=\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$, then either $a+d=0$ or $b=c=0$.

## Proof

If $c=0$, then $d=a^{-1}$ as det $x=1$. Hence $x \in K$ and so $x \in M \cap K$. But $M \cap K$ normalizes $M \cap Q=P$, whence $M \cap K=N$, proving (i).

Next let $|x|=p$. Since the entries of $x$ lie in a field of characteristic $p$, each of its characteristic roots must be 1 and (ii) follows at once.

Finally $x^{2}=\left(\begin{array}{ll}a^{2}+b c & b(a+d) \\ c(a+d) & d^{2}+b c\end{array}\right)$. But then if $x^{2}=\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$, it is immediate that either $b=c=0$ or $a+d=0$.

## Lemma 8.6

For some integer $f \geqslant 1$, we have

$$
|M|=d p^{m}\left(1+f p^{m}\right) .
$$

## Proof

Let $P_{1}, P_{2}, \ldots, P_{s}$ be the $S_{p}$-subgroups of $M$ other than $P$. Then $P$ induces by conjugation a permutation of the $P_{i}$. Now each $P_{i}$ is an $S_{p}$-subgroup of
$N_{M}\left(P_{i}\right)$. Moreover, $P \cap P_{i}=1$ since $Q$ is disjoint from its conjugates in $G$. It follows that no element of $P^{\#}$ fixes any $P_{i}$. Thus $P$ permutes the $P_{i}$ in cycles consisting of $p^{m}=|P|$ elements, and so the number of $S_{p}$-subgroups of $M$ is of the form $1+f p^{m}$. Since $P$ is not the unique $S_{p}$-subgroup of $M, f \geqslant 1$.

Now the number of conjugates of $P$ in $M$ is $|M: N|$ by Theorem 1.2.3(iii) and $|M: N|=1+f p^{m}$ by Sylow's theorem. Since $|N|=d p^{m}$, the lemma follows.

## Lemma 8.7

We have $d=\varepsilon\left(p^{m}-1\right)$, where $\varepsilon=1$ or 2 .

## Proof

Let $h$ be the number of elements of order $p$ in $M$. We compute $h$ in two ways. First of all, as $P$ has $1+f p^{m}$ conjugates which are disjoint from each other, we get

$$
h=\left(p^{m}-1\right)\left(1+f p^{m}\right) .
$$

On the other hand, we can estimate the number of elements of order $p$ in each coset $N y$ of $N$ in $M$ with $y \in M-N$. Indeed, if $y=\binom{t u}{v w}$,

$$
N y=\left\{\left(\begin{array}{cc}
\beta & 0  \tag{8.3}\\
0 & \beta^{-1}
\end{array}\right)\left(\begin{array}{ll}
1 & \alpha \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
t & u \\
v & w
\end{array}\right)=\left(\begin{array}{cc}
\beta t+\beta \alpha v & \beta u+\beta \alpha w \\
\beta^{-1} v & \beta^{-1} w
\end{array}\right), \beta \in D, \alpha \in E\right\} .
$$

By Lemma $8.5(\mathrm{ii})$, if an element of $N y$ has order $p$, then

$$
\begin{equation*}
\beta t+\beta \alpha v+\beta^{-1} w=2 . \tag{8.4}
\end{equation*}
$$

Furthermore, $v \neq 0$ by Lemma $8.5(\mathrm{i})$ since $\jmath \notin N$. Hence for each $\beta$ in $D$, there is at most one value $\alpha$ in $E$ satisfying (8.4), and so $N y$ contains at most $d$ elements of order $p$. Since the number of cosets of $N$ in $M-N$ is $f p^{m}$ and since $N$ contains exactly $p^{m}-1$ elements of order $p$, it follows that

$$
\begin{equation*}
h \leqslant p^{m}-1+d f p^{m} . \tag{8.5}
\end{equation*}
$$

Comparing (8.5) with the above equality for $h$, we obtain

$$
\begin{equation*}
d \geqslant p^{m}-1 . \tag{8.6}
\end{equation*}
$$

But every element of $H$ not in $Z(G)$ induces a regular automorphism of $P$, which means that the elements of $P^{*}$ are permuted in orbits of size , $H: H \cap Z(G) \mid$ under the action of $H / H \cap Z(G)$. Hence either $d$ or $d / 2$ must divide $p^{m}-1$ according as $|H \cap Z(G)|=1$ or 2 . Combined with (8.6), we obtain the conclusion of the lemma.

Since $D$ is cyclic, it thus possesses a cyclic subgroup $B=\langle\gamma\rangle$ of order $p^{m}-1$,

## Lemma 8.8

We have $m$ divides $r$ and $B, E$ are, respectively, the multiplicative and additive subgroups of $G F\left(p^{m}\right)$.

## Proof

The field $Z_{p}(\gamma)$ contains $p^{m}$ distinct roots of the polynomial $X^{p^{m}}-X$ : namely, 0 and $\gamma^{i}, 1 \leqslant i \leqslant p^{m}-1$. Hence $Z_{p}(\gamma)$ is a splitting field of this polynomial and so $Z_{p}(\gamma)=G F\left(p^{m}\right)$. In particular, $B$ is the multiplicative subgroup of $G F\left(p^{m}\right)$. Moreover, since $Z_{p}(\gamma) \subseteq G F\left(p^{r}\right)$, we also have $m \mid r$.

Finally we have

$$
\left(\begin{array}{ll}
\beta & 0 \\
0 & \beta^{-1}
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
\beta^{-1} & 0 \\
0 & \beta
\end{array}\right)=\left(\begin{array}{ll}
1 & \beta^{2} \\
0 & 1
\end{array}\right)
$$

for all $\beta$ in $D$. But $\beta^{2} \in B$ as $|D: B| \leqslant 2$. Hence the $d / 2$ elements $\left(\begin{array}{cc}1 & \beta^{2} \\ 0 & 1\end{array}\right)$ all lie in $S L\left(2, p^{m}\right)$. Moreover, the subgroup $P_{0}$ of $P$ that they generate is $H$-invariant, But $P_{0}^{*}$ is a union of orbits under the action of $H$ and each such orbit contains $d / 2 \geqslant \frac{1}{2}\left(p^{m}-1\right)$ elements. Thus $\left|P_{0}\right| \geqslant \frac{1}{2}\left(p^{m}+1\right)$. Since $\left|P_{0}\right|$ divides $|P|=p^{m}$, this forces $P_{0}=P$ and so $E \subsetneq G F\left(p^{m}\right)$. Since $|E|=p^{m}$, we conclude that $E$ is the additive group of $G F\left(p^{m}\right)$.

We shall treat the cases $\varepsilon=1$ and $\varepsilon=2$ separately.

## Lemma 8.9

If $\varepsilon=1$ and $p^{m}>3$, then $M=S L\left(2, p^{m}\right)$.

## Proof

In this case $B=D$ and so $H, P, N$ lie in $S L\left(2, p^{m}\right)$. Moreover, (8.5) becomes an equality and the argument preceding it shows that each coset of $N$ in $M-N$ must contain exactly $d=p^{m}-1$ elements of order $p$. In particular, if $N y$ is such a coset, we may assume that the element $y=\binom{t u}{v w}$ has order $p$, in which case $t+w=2$ by Lemma 8.5(ii). Now (8.4), which must be satisfied for an element of $N y$ of order $p$, reduces upon substituting $w=2-t$ to

$$
\begin{equation*}
\left(\beta-\beta^{-1}\right) t+\beta \alpha v=2-2 \beta^{-1} . \tag{8.7}
\end{equation*}
$$

We know in the present case that to each $\beta$ in $D$ there is determined a unique element $\alpha$ of $E$ satisfying (8.7). Taking $\beta=-1$, we obtain $-\alpha v=4$.

Since $p$ is odd, $4 \neq 0$, so $\alpha \neq 0$ and consequently $v \in G F\left(p^{m}\right)$. We note that this part of the argument applies for all values of $p^{m}$ including $p^{m}=3$.

Since $p^{m}>3$ by assumption, $d>2$ and so we can choose $\beta$ in $D$ so that $\beta-\beta^{-1} \neq 0$, in which case (8.7) implies that also $t \in G F\left(p^{m}\right)$. Since $w=2-t$, also $w \in G F\left(p^{m}\right)$. Moreover, $t w-u v=1$ as det $y=1$ and $v \neq 0$ as $y \notin N$. Hence also $u \in G F\left(p^{m}\right)$. Thus $y \in S L\left(2, p^{m}\right)$. Since $N \subseteq S L\left(2, p^{m}\right)$ and $y$ is arbitrary in $M-N$, we conclude that $M \subseteq S L\left(2, p^{m}\right)$. But now a comparison of orders forces the desired conclusion $M=S L\left(2, p^{m}\right)$.

If $\varepsilon=1$ and $p^{m}=3$, then $H=Z(G)$ and so every conjugate of $M$ by an element of $Q$ will satisfy (8.2). Hence to dispose of this case, it will suffice to prove

## Lemma 8.10

If $\varepsilon=1$ and $p^{m}=3$, then a conjugate of $M$ by an element of $Q$ is equal to SL(2, 3).

## Proof

First of all, the argument of the preceding lemma shows that $v \in G F(3)$ and $v \neq 0$, so $v= \pm 1$. Hence by (8.3) every element of $N y$ has the entry of its second row, first column in $G F(3)$. Since $N y$ is an arbitrary coset of $M-N$, and since the corresponding entry is 0 for elements of $N$, we conclude that every element of $M$ satisfies this same condition.

Nowasdet $y=1$ and $t+w=2=-1$, we can write $y=\left(\begin{array}{cc}t & -v\left(1+t+t^{2}\right) \\ v & -1-t\end{array}\right)$. We set $z=\left(\begin{array}{ll}v & 1 \\ 0 & v\end{array}\right) y$, so that $z$ is also a coset representative of $N y$ and we have

$$
z=\left(\begin{array}{cc}
v t+v & 1+t-t^{2} \\
1 & -v t-v
\end{array}\right) .
$$

Setting $s=v t+v$, we obtain

$$
z=\left(\begin{array}{cc}
s & -1-s^{2}  \tag{8.9}\\
1 & -s
\end{array}\right) \quad s \in G F\left(3^{r}\right) .
$$

Thus each coset of $N$ in $M-N$ contains such an element $z$, which correspondingly depends on an element $s$ of $G F\left(3^{r}\right)$.

If $x=\left(\begin{array}{ll}1 & s \\ 0 & 1\end{array}\right)$, a direct computation shows that $z^{x}=\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$. Since $x \in Q$, it is enough to prove the lemma for $M^{x}$. Since $M^{x}$ satisfies the same conditions as $M$, we may assume without loss that $M=M^{x}$ and hence that the element $z_{0}=\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$ lies in $M$.

Consider once again the element $z$ representing an arbitrary coset of $N$ in $M-N$. We have

$$
z_{0} z=\left(\begin{array}{rc}
-1 & s  \tag{8.10}\\
s & -1-s^{2}
\end{array}\right) .
$$

But by the first paragraph of the proof, the entry $s$ of the second row, first column of $z_{0} z$ lies in $G F(3)$. Thus each $s \in G F(3)$ and we conclude at once that $M=S L(2,3)$.

We turn now to the case $\varepsilon=2$. Since $p$ is odd, $d$ is divisible by 4 and so $D$ contains an element $\delta$ of order 4. The element $a=\left(\begin{array}{ll}\delta & 0 \\ 0 & \delta^{-1}\end{array}\right)$ is thus an element of order 4 in $H$. In this case we shall count elements of order 4 in $M$ in roughly the same fashion as we counted $p$-elements in the case $\varepsilon=1$. Note that $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$ is the unique element of order 2 in $G$, so an element of $G$ has order 4 if and only if its square is $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$. We first prove

## Lemma 8.11

Assume $\varepsilon=2$. Then we have
(i) $a$ is inverted by an element of $M$.
(ii) The conjugate class of $a$ in $M$ contains $p^{m}\left(1+f p^{m}\right)$ elements.
(iii) $f$ is odd.

## Proof

It is immediate that $C_{G}(a)=A$, the set of diagonal matrices of determinant 1 . Hence $C_{M}(a)=H$ and consequently the conjugate class of $a$ contains $p^{m}\left(1+f p^{m}\right)$ elements. Likewise the conjugate class of $a^{-1}$ contains the same number of elements. If $a$ and $a^{-1}$ are in the same class, (i) and (ii) hold. In the contrary case, our argument shows that there are at least $2 p^{m}\left(1+f p^{m}\right)$ elements of order 4 in $M$. We shall show that this is not true.

Once again consider the coset $N y, y \in M-N$. Since $\beta^{-1} v \neq 0$ for any element $x$ of $N y$, Lemma 8.5 (iii) shows that $|x|=4$ only if

$$
\begin{equation*}
\beta t+\beta \alpha v+\beta^{-1} w=0 . \tag{8.11}
\end{equation*}
$$

Moreover, for each $\beta$ in $D$, there is at most one $\alpha$ in $E$ for which (8.11) holds. Thus each coset of $N$ in $M-N$ contains at most $d$ elements of order 4. One verifies directly that $N$ contains $2 p^{m}$ elements of order 4. Hence if
$k$ denotes the number of elements of order 4 in $M$, we have

$$
\begin{equation*}
k \leqslant 2 p^{m}+d\left(1+f p^{m}\right)=2 p^{m}+2\left(p^{m}-1\right)\left(1+f p^{m}\right) . \tag{8.12}
\end{equation*}
$$

But by assumption $k \geqslant 2 p^{m}\left(1+f p^{m}\right)=2 p^{m}+2 p^{m}\left(f p^{m}\right)$, which contradicts (8.12) and establishes (i) and (ii).

Finally if $b$ is in the conjugate class of $a$, so is $b^{-1}$ and $b^{-1} \neq b$. Hence $p^{m}\left(1+f p^{m}\right)$ must be even. Since $p$ is odd, this forces $f$ to be odd, proving (iii).

## Lemma 8.12

Assume $\varepsilon=2$. Then either $f=1$ or $f=3, p^{m}=3,|M|=120$.

## Proof

If the coset $N y$ contains an element of order 4, we can choose $y$ to be of order 4 , in which case $t+w=0$ and (8.11) reduces to

$$
\begin{equation*}
\left(\beta-\beta^{-1}\right) t+\beta x v=0 . \tag{8.13}
\end{equation*}
$$

To exploit this relation, we need a preliminary fact: If $N y^{\prime}$ is a second coset of $N$ in $M-N$ with $y^{\prime}=\left(\begin{array}{rr}t^{\prime} & u^{\prime} \\ v^{\prime} & -t^{\prime}\end{array}\right)$ of order 4 , then $t^{\prime} / v^{\prime} \neq t / v$. Indeed,

$$
y y^{\prime}=\left(\begin{array}{rr}
t & u \\
v & -t
\end{array}\right)\left(\begin{array}{cc}
t^{\prime} & u^{\prime} \\
v^{\prime} & -t^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
t t^{\prime}+u v^{\prime} & t u^{\prime}-u t^{\prime} \\
v t^{\prime}-t v^{\prime} & v u^{\prime}-t t^{\prime}
\end{array}\right) .
$$

But $y y^{\prime} \notin N$, since otherwise $y \in N y^{\prime-1}=N y^{\prime}$. It follows that the entry $v t^{\prime}-t v^{\prime}$ of $y^{\prime} y^{\prime}$ is nonzero. Hence $t / v \neq t^{\prime} / v^{\prime}$, as asserted.

Observe next that $\left|y^{-1}\right|=4$ and $y^{-1} \in N y$. Hence a coset of $N$ in $M-N$ contains either 0,2 , or $s>2$ elements of order 4 . Let $I$ be the set of cosets containing exactly 2 elements of order 4 and $J$ the set containing more than 2 elements. If $N y \in J$, then there must be a solution $\alpha, \beta$ of (8.13) with $\beta \neq \pm 1$. For such a choice of $\alpha, \beta$ we obtain

$$
\begin{equation*}
\frac{t}{v}=\frac{-\beta \alpha}{\beta-\beta^{-1}}=\frac{-\beta^{2} \alpha}{\beta^{2}-1} . \tag{8.14}
\end{equation*}
$$

However, $\beta^{2} \in B$, as $|D: B|=2$ in this case. Hence both $\beta^{2}$ and $\alpha$ lie in $G F\left(p^{m}\right)$ and so the ratio $t / v$ is an element of $G F\left(p^{m}\right)$. But by the preceding paragraph, the corresponding ratios for any two elements in different cosets of the set $J$ are distinct. We conclude that

$$
\begin{equation*}
|J| \leqslant p^{m} \tag{8.15}
\end{equation*}
$$

We already know that any coset of $N$ in $M-N$ contains at most $d$ elements of order 4. Moreover, the number of such cosets is $f p^{m}$, so we also have

$$
\begin{equation*}
|I|+|J| \leqslant f p^{m} . \tag{8.16}
\end{equation*}
$$

Since $N$ contains $2 p^{m}$ elements of order 4 , it follows from these relations that

$$
\begin{align*}
k & \leqslant 2 p^{m}+2|I|+|J| d \leqslant 2 p^{m}+2 f p^{m}+|J|(d-2)  \tag{8.17}\\
& \leqslant 2 p^{m}+2 f p^{m}+p^{m}\left(2 p^{m}-4\right) .
\end{align*}
$$

On the other hand, $k \geqslant p^{m}+f p^{2 m}$ by Lemma $8.11(\mathrm{ii})$. Combined with (8.17), this leads to the inequality

$$
\begin{equation*}
p^{m}\left(2 p^{m}-3\right) \geqslant f p^{m}\left(p^{m}-2\right) . \tag{8.18}
\end{equation*}
$$

Since $f$ is odd, the only solutions of (8.18) are $f=1$ and $f=3, p^{m}=3$. In the latter case $d=4$ and it follows from Lemma 8.6 that $|M|=120$.

## Lemma 8.13

The case $f=1$ does not occur.

## Proof

Assume $f=1$. We shall show that $M$ possesses a normal subgroup $M_{0}$ of index 2 . Then all $p$-elements of $M$ will lie in $M_{0}$ and so will generate a subgroup of $M_{0}$. But by assumption, $M$ is generated by its $p$-elements, a contradiction.

First of all, one checks directly that the elements of $G$ inverting $a=\left(\begin{array}{ll}\delta & 0 \\ 0 & \delta^{-1}\end{array}\right)$ are all of the form $\left(\begin{array}{cc}0 & -\sigma^{-1} \\ \sigma & 0\end{array}\right), \sigma \in G F\left(p^{r}\right)$. But $a$ is inverted by an element of $M$ by Lemma $8.11(\mathrm{i})$ and so $M$ contains an element $b=\left(\begin{array}{cc}0 & -\tau^{-1} \\ \tau & 0\end{array}\right), \tau \in G F\left(p^{\prime}\right), \tau \neq 0$. If $x=\left(\begin{array}{ll}1 & \alpha \\ 0 & 1\end{array}\right)$ is an arbitrary element of $P$, then

$$
b^{x}=\left(\begin{array}{cc}
-\alpha \tau & -\alpha^{2} \tau-\tau^{-1}  \tag{8.19}\\
\tau & \alpha \tau
\end{array}\right) .
$$

Now each $b^{x}$ is an element of $M$ of order 4 and is not in $N$ as $\tau \neq 0$. Furthermore, these elements lie in distinct cosets. Indeed, suppose for some $\beta$ in $D, \eta$ in $E$, and $x$ in $P$,

$$
\left(\begin{array}{ll}
\beta & \beta \eta \\
0 & \beta^{-1}
\end{array}\right) b^{x}=\left(\begin{array}{cc}
-\beta \alpha \tau+\beta \eta \tau & * \\
\beta^{-1} \tau & \beta^{-1} \alpha \tau
\end{array}\right)
$$

were equal to $b^{x^{\prime}}$ for some $x^{\prime}$ in $P$. Then $\beta^{-1} \tau=\tau$, so $\beta=1$. Since $b^{x^{\prime}}$
has trace 0 , this in turn forces $\eta=0$, whence $b^{x^{\prime}}=b^{x}$. This proves the assertion.

On the other hand, the number of cosets of $N$ in $M-N$ is $f p^{m}=p^{m}$. We conclude that each coset of $N$ in $M-N$ contains exactly one of the elements $b^{x}$, which we may therefore take as coset representatives. In particular, each coset of $N$ in $M-N$ contains an element of order 4.

Now if $x_{1} \neq x_{2}$, then $b^{x_{1}} \notin N b^{x_{2}}=N\left(b^{x_{2}}\right)^{-1}$, so $b^{x_{1}} b^{x_{2}} \notin N$. Hence for some $x_{3}$ and suitable $\beta$ in $D, \eta$ in $E$, we have

$$
b^{x_{1}} b^{x_{2}}=\left(\begin{array}{ll}
\beta & \eta  \tag{8.20}\\
0 & \beta^{-1}
\end{array}\right) b^{x_{3}} .
$$

Let $x_{i}=\left(\begin{array}{cc}1 & \alpha_{i} \\ 0 & 1\end{array}\right), 1 \leqslant i \leqslant 2$, so that $\alpha_{1} \neq \alpha_{2}$. Then computing the entry of the second row, first column of each side of (8.20), we obtain the equation

$$
\begin{equation*}
-\alpha_{2} \tau^{2}+\alpha_{1} \tau^{2}=\beta^{-1} \tau . \tag{8.21}
\end{equation*}
$$

This yields $\tau=\beta^{-1} / \alpha_{1}-\alpha_{2}$ and consequently $\tau^{2} \in G F\left(p^{m}\right)$. Thus $|\tau|$ divides $d$ and we conclude that $\tau \in D$.
Finally, a coset $N b^{x}$ consists of the $d p^{m}$ elements

$$
\left(\begin{array}{ll}
\beta & \beta \eta \\
0 & \beta^{-1}
\end{array}\right)\left(\begin{array}{cc}
-\alpha \tau & -\alpha^{2} \tau-\tau^{-1} \\
\tau & \alpha \tau
\end{array}\right)
$$

with $\beta \in D$ and $\eta, \alpha \in E$. Hence such an element lies in $S L\left(2, p^{m}\right)$ if and only if $\beta \tau \in B$. Since $\tau \in D$ and $|D: B|=2$, it follows that exactly half the elements of each coset lie in $\operatorname{SL}\left(2, p^{m}\right)$. Since also half the elements of $N$ lie in $S L\left(2, p^{m}\right)$, we conclude that $M_{0}=M \cap S L\left(2, p^{m}\right)$ consists of half the elements of $M$. Thus $\left|M: M_{0}\right|=2$. Since $M-M_{0}$ consists of one right and one left coset, these must be identical and so $M_{0} \triangleleft M$, and the lemma is proved.

The next lemma will thus complete the proof of Theorem 8.4.

## Lemma 8.14

If $\varepsilon=2$, then $p^{m}=3,|Z(M)|=2, M / Z(M)$ is isomorphic to $A_{5}$, and $M$ contains $\operatorname{SL}(2,3)$.

## Proof

By Lemmas 8.12 and 8.13 we have $f=p^{m}=3$. In this case (8.18) becomes an equality and hence so also do (8.15) and (8.16). Thus $|J|=3$ and
$|I|=6$. Morecver, for the same reason each element of $J$ contains $d=4$ elements of order 4 . Since $N$ contains $2 p^{m}=6$ elements of order 4 , it follows that $M$ contains exactly $6+2 \cdot 6+4 \cdot 3=30$ elements of order 4 . Since $\left|C_{M}(a)\right|=d=4$ and $|M|=120$, these all lie in the conjugate class of $a$. Since an element of order 4 and its inverse map to the same element of order 2 in $\bar{M}=M / Z(G)$, we conclude that $\bar{M}$ contains exactly 15 elements of order 2 and they are all conjugate. Furthermore, the element $b=\left(\begin{array}{cc}0 & -\tau^{-1} \\ \tau & 0\end{array}\right)$ inverts a. Since $|a|=4$, every odd power of $b$ inverts $a$ and so $a$ is inverted by a 2 -element of $M$. Hence without loss we may assume $b$ is a 2-element, in which case $S=\langle a, b\rangle$ is a nonabelian 2-group. But an $S_{2}$-subgroup of $M$ has order 8 as $|M|=120$, whence $|b|=4, S$ is a quaternion group, and $S$ is an $S_{2}$-subgroup of $M$. The image $\bar{S}$ of $S$ in $\bar{M}$ is thus an $S_{2}$-subgroup of $\bar{M}$ and is abelian of type $(2,2)$.

We claim next that $\bar{S}$ is disjoint from its conjugates in $\bar{M}$. Suppose $\bar{S} \cap \bar{T} \neq 1$ for some $S_{2}$-subgroup $\bar{T}$ of $\bar{M}$. Since $\bar{M}$ has only one class of elements of order 2 , we may assume without loss that $\bar{a} \in \bar{S} \cap \bar{T}$, where $\bar{a}$ is the image of $a$ in $\bar{S}$. Since $\bar{T}$ is abelian, $\bar{T}$ centralizes $\bar{a}$ and so the inverse image $T$ of $\bar{T}$ in $M$ consists of elements which either centralize or invert $a$. But $S$ is the set of all such elements of $M$, whence $T=S$ and $\bar{T}=\bar{S}$, proving the assertion.

Since $\bar{M}$ contains exactly 15 elements of order 2 , and since each $S_{2}$-subgroup of $\bar{M}$ contains 3 of them, it follows from the preceding paragraph that $\bar{M}$ contains precisely $5 S_{2}$-subgroups. Since these are all conjugate, this yields that $\left|\bar{M}: N_{M}(\bar{S})\right|=5$. Since $|\bar{M}|$ is 60 , we conclude that $\bar{R}=N_{\bar{M}}(\bar{S})$ has order 12 .

We now consider the permutation representation $\pi$ of $\bar{M}$ on the right cosets of $\bar{R}$, which maps $\bar{M}$ homomorphically into the symmetric group $S_{5}$. It will suffice to show that $\pi$ is an isomorphism, for then $\bar{M}$ will be isomorphic to a subgroup of order 60 . Since the only such subgroup of $S_{5}$ is $A_{5}$, we shall then have $\bar{M}$ isomorphic to $A_{5}$. This in turn will imply that $Z(G)=Z(M)$, and this will prove all but the final assertion of the lemma.

Now the kernel $\bar{U}$ of $\pi$ is a subgroup of $\bar{R}$ and is normal in $\bar{M}$. Since $\bar{S}$ contains all elements of order 2 in $\bar{R}$, we have $\bar{S} \cap \bar{U} \triangleleft \bar{M}$. Since $\bar{S}$ is disjoint from its conjugates, we have either $\bar{S} \cap \bar{U}=\bar{S}$ or $\bar{I}$. However, in the first case $\bar{M}$ would contain only 3 elements of order 2 . Thus $\bar{S} \cap \bar{U}=\bar{I}$ and so $|\bar{U}|=1$ or 3 . But in the latter case, the 3 -elements of $\bar{M}$ generate a proper subgroup and hence the same is true of the 3 -elements of $M$, contrary to assumption. Therefore $\bar{U}=\overline{1}$ and $\pi$ is an isomorphism.

Finally, since the the $S_{2}$-subgroup $S$ of $M$ is quaternion, one verifies directly that the inverse image of $\bar{R}$ in $M$ is isomorphic to $\operatorname{SL}(2,3)$.

This completes the proof of Dickson's theorem.

## EXERCISES

1. Prove Theorem 1.1.
2. Prove Theorem 1.2.
3. Prove Lemma 2.4 .
4. Let $H, K, L$ be subgroups of $G$. Show that any normal subgroup of $G$ containing two of the groups [ $H, K, L$ ], $[K, L, H$ ], and $[L, H, K]$ necessarily contains the third.
5. If every maximal proper subgroup of $G$ is normal in $G$, show that $G$ is nilpotent.
6. If for each prime $p$ in $\pi(G)$, the set of $p^{\prime}$-elements of $G$ forms a normal subgroup, prove that $G$ is nilpotent.
7. $G$ is called supersolvable if $G$ possesses a normal series with cyclic factors such that each term is normal in $G$. Prove
(i) If $G$ is supersolvable, $G$ possesses a chief series whose factors have prime order.
(ii) Show that the derived group of a supersolvable group is nilpotent.
8. Show that either of the following two conditions implies that $G$ is nilpotent.
(i) Any two conjugate elements of $G$ commute.
(ii) For $x, y$ in $G,(x y)^{i}=[x, y]^{1 / 2 i(i-1)} x^{i} y^{i}$.
9. If $G$ possesses a normal series with abelian factors, prove that $G$ is solvable.
10. Let $A$ be a subgroup of Aut $G$.
(i) If $A$ acts transitively on $G^{\#}$, show that $G$ is an elementary abelian $p$-group for some prime $p$.
(ii) If $A$ acts doubly transitively on $G^{*}$, show that either $p=2$ or $|G|=3$.
11. If $G$ possesses a subgroup of index at most 4 and $G$ is not of prime order, show that $G$ is not simple.
12. Let $H^{x_{i}}$ be the distinct conjugates of the subgroup $H$ of $G, x_{i} \in G, 1 \leqslant i \leqslant n$. For $x$ in $G$, define $\theta(x)$ to be the permutation of this set of conjugates by the rule $H^{x_{i}} \theta(x)=H^{x_{i x}}, 1 \leqslant i \leqslant n$. Prove
(i) The mapping $\theta$ is a transitive permutation representation of $G$ of degree $n$.
(ii) The representation $\theta$ is equivalent to the permutation representation on the right cosets of $N_{G}(H)$.
13. Let $P$ be an $S_{p}$-subgroup of $G$ and let $\pi$ be the permutation representation of $G$ on the right cosets of $N_{G}(P)$. Prove
(i) $\pi(P)$ fixes exactly one letter.
(ii) If $|P|=p$, then $\pi(x)$ is a product of one 1 -cycle and a certain number of $p$ cycles for any $x$ in $P^{*}$.
(iii) If $|P|=p$ and $y \in N_{G}(P)-C_{G}(P)$, then $\pi(y)$ fixes at most $r$ letters, where $r$ denotes the number of orbits under the action of $\pi(P)$.
14. If a permutation group $G$ contains an odd permutation, show that $G$ possesses a normal subgroup of index 2.
15. Use Exercises 13 and 14 to prove that a group of order 264 is not simple.
16. Let $G$ be a transitive permutation group of prime degree $p$ and let $P$ be an $S_{p}$-subgroup of $G$. Prove that $|P|=p$ and that $N_{\mathrm{G}}(P)$ is a Frobenius group with kernel $P$.
17. If $A$ is a regular group of automorphisms of $G$, prove that the semidirect product $A G$ is a Frobenius group with kernel $G$ and complement $A$.
18. Let $G$ be the group of semilinear transformations $x^{\prime}=a x^{\sigma}+b$, where $a, b \in G F\left(p^{n}\right), a \neq 0$, and $\sigma$ is an element of the Galois group of $G F\left(p^{n}\right)$. Prove
(i) $G$ is solvable of order $p^{n}\left(p^{n}-1\right) n$.
(ii) Let $T$ be the translation subgroup of $G$ consisting of all $x^{\prime}=x+b$. If $G$ acts triply transitively on $T^{\#}$, then $p^{n}=4$.
(iii) Let $H$ be the affine subgroup of $G$ consisting of all $x^{\prime}=a x+b$. Then $H$ is a Frobenius group with kernel $T$ and cyclic complement $A$ consisting of all $x^{\prime}=a x$.
(iv) If $B=\langle\beta\rangle$ is the subgroup generated by $x^{\prime}=-x+1$, then the set $A B A=H$. Moreover, every element of $H-A$ has a unique representation of the form $\alpha_{1} \beta \alpha_{2}$ with $\alpha_{1}, \alpha_{2} \in A$.
19. Let $A, B$ be subgroups of $G$ with $G=A B A$ and assume that every element of $G-A$ has a unique representation of the form $a_{1} b a_{2}$ with $a_{1}, a_{2} \in A$ and $b \in B$. Prove that $G$ is a Frobenius group with complement $A$.
20. (i) Using the methods of semidirect products construct two groups $G_{1}$, $G_{2}$, each of order $7^{3} \cdot 3$ with nonabelian commutator subgroups of order $7^{3}$, such that $G_{1}$, but not $G_{2}$, is a Frobenius group.
(ii) Show that $S L(3,7)$ contains a subgroup isomorphic to $G_{1}$.
21. (i) Determine the conjugate classes in $L_{2}(p)$.
(ii) Determine the conjugate classes of $p$-elements in $\operatorname{SL}(3, p)$.
22. Suppose that $G=[G, G],|Z(G)|=2$, and $G / Z(G)$ is isomorphic to $L_{2}(5)$ (equivalently, to $A_{5}$ ). Show that $G$ is isomorphic to $\operatorname{SL}(2,5)$.
23. If $\left|L_{2}(q)\right|$ is divisible by 60 , prove that $L_{2}(q)$ possesses a subgroup isomorphic to $A_{5}$.
24. Let $P$ be an $S_{p}$-subgroup of $G$. Assume that $Z=\Omega_{1}(Z(P))$ has order $p$ and that $N_{P}(B) \supset C_{P}(B)$ for any elementary abelian subgroup of $B$ of order $p^{2}$ containing $Z$. Prove that if $Z^{x} \subseteq P-Z$ for some $x$ in $G$, then $N_{G}\left(\left\langle Z^{x}, Z\right\rangle\right)$ involves $S L(2, p)$.
25. Give a direct proof without appeal to Dickson's theorem that $S L\left(2, p^{n}\right)$ is generated by all its $p$-elements.

## REPRESENTATIONS OF GROUPS

In this chapter we establish those results concerning representations of groups that we shall need, but which do not depend upon the methods of character theory. After introducing a large number of basic concepts of representation theory, we discuss in succession representations of abelian groups, conditions for complete reducibility, and the important theorem of Clifford. We then study $G$-homomorphisms and apply our results to obtain descriptions of irreducible $G$-modules, conditions for absolute irreducibility of representations, and to determine the structure of the group algebra of $G$ over suitable fields. Some of these results are also applied to give a description of the irreducible representations of direct and central products of groups. Finally, we treat the basic topic of $p$-stable representations which will play a crucial role in the analysis of many later problems.

## 1. BASIC CONCEPTS

If $\pi$ is a permutation representation of a group $G$ on a set $S$, we can regard the elements of $S$ as a basis of a vector space $V$ over an arbitrary field $F$ and can then consider the elements of $(G) \pi$ as linear transformations
of $V$ represented with respect to the given basis by the appropriate permutation matrices. Thus $\pi$ induces a homomorphism of $G$ into the group of nonsingular linear transformations of $V / F$ or equivalently of nonsingular matrices with coefficients in $F$. Likewise, if $H$ is an elementary abelian $p$-subgroup of the group $G$, we have seen that there is a homomorphism of $N_{G}(H)$ into the group of nonsingular linear transformations on $H$ regarded as a vector space over $Z_{p}$. Clearly these are special cases of the general concept of a homomorphism of a group into the group of nonsingular linear transformations of a vector space $V$ over a field $F$. In this chapter we shall study some of the properties of such homomorphisms.

If $V$ is a vector space of dimension $n$ over a field $F$, we denote by $G L(V, F)$ the group of all nonsingular linear transformations on $V$ and by $G L(n, F)$ the group of all $n \times n$ matrices with coefficients in $F$. As usual, for each basis $(v)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ of $V / F$, we associate to each $T$ in $G L(V, F)$ the matrix $T_{(v)}$ of $T$ with respect to the given basis. Then the mapping $\alpha_{(v)}: T \rightarrow T_{(v)}$ is an isomorphism of $G L(V, F)$ onto $G L(n, F)$.
A homomorphism $\phi$ of a group $G$ into the group $G L(V, F)$ of nonsingular transformations of a vector space $V$ over a field $F$ is called a representation of $G . V$ is called a representation space or representation module for $G$. We also say that $\phi$ is represented on $V \mid F$ or that $\phi$ is a representation of $G$ over $F$. The kernel $K$ of $\phi$ is called the kernel of the representation. If $\phi$ is one-to-one, so that $G$ is mapped isomorphically into $G L(V, F)$ and $K=1$, we say that $\phi$ is a faithful representation. At the other extreme, we say that $\phi$ is trivial if $K=G$, in which case $(G) \phi$ consists only of the identity transformation of $V$. In general the dimension of $V$ over $F$ (denoted $\operatorname{dim}_{F} V$ ) is called the degree of $\phi$. Representations of degree 1 are called linear representations. In this book we shall restrict ourselves entirely to finite-dimensional representations.
The representation $\phi$ above induces in a natural way a homomorphism $\phi^{*}$ of $G / K$ into $G L(V, F)$, which is one-to-one. Thus every representation of $G$ induces a faithful representation of $G$ modulo the kernel of $\phi$ on the same vector space.

Now the image $(G) \phi$ of $G$ under $\phi$ is a group of linear transformations of $V$ and so we have the basic relations:

$$
\begin{equation*}
(x y) \phi=(x \phi)(y \phi) \quad \text { for } x, y \text { in } G . \tag{1.1}
\end{equation*}
$$

(1.2) $\left(a v+a^{\prime} v^{\prime}\right)(x \phi)=a(v(x \phi))+a^{\prime}\left(v^{\prime}(x \phi)\right) \quad$ for $a, a^{\prime}$ in $F$ and $v, v^{\prime}$ in $V$.

By choosing a fixed basis (v) of $V / F$, the composition mapping $\phi x_{(v)}$ is
a homomorphism of $G$ into $G L(n, F)$ which we refer to as a matrix representation of $G$. For $x$ in $G$, we write for brevity $(x \phi)_{(v)}$ for the matrix $(x) \phi \alpha_{(v)}$. It may happen that for a particular basis $(v)$ of $V$, the entries of the matrices $\phi \alpha_{(v)}$ all lie in a subfield $L$ of $F$. If this is the case, we shall say that $\phi$ can be written in $L$.

Given any subfield $K$ of $F, \phi$ can always be written in a subfield $L$ of $F$ which is finitely generated over $K$, for if $(c)$ is any basis of $V / F$, then there are only a finite number of entries in the matrices $(x \phi)_{(0)}$ and the subfield they generate over $K$ has the required properties.

If $W$ is a subspace of $V$ invariant under $(G) \phi$, then $\phi$ induces a homomorphism of $G$ into $G L(W, F)$ which we call the restriction of $\phi$ to $W$ and denote by $\left.\phi\right|_{w}$. Such a representation is also said to be a subrepresentation of $\phi$. At the same time if $\psi$ denotes the natural homomorphism of $V$ onto $V / W$, the composition $\phi \psi$ is a homomorphism of $G$ into $G L(V / W, F)$, which we call the factor or quotient representation of $G$ on $V / W$ induced by $\phi$.

There are two very important types of representations: the irreducible and indecomposable. A representation $\phi$ of $G$ on $V / F$ is called irreducible if 0 and $V$ are the only $(G) \phi$-invariant subspaces of $V$. In the contrary case, we say that $\phi$ is reducible. We say that $\phi$ is indecomposable if it is not possible to write $V$ as the direct sum of two nontrivial ( $G$ ) $\phi$-invariant subspaces. In the contrary case, we say that $\phi$ is decomposable. Clearly irreducibility implies indecomposability, but the converse is not necessarily true. In fact, in Section 3 we shall give a sufficient condition for an indecomposable representation to be irreducible. This question is closely related to another important concept-that of complete reducibility. We say that a representation $\phi$ of $G$ on $V / F$ is completely reducible provided $V=V_{1} \oplus V_{2} \ldots \oplus V_{r}$, where $V_{i}$ is a nonzero $(G) \phi$-invariant subspace of $V$ and $\left.\phi\right|_{V_{i}}$ is irreducible, $1 \leqslant i \leqslant r$.

We have seen in Chapter 2 the usefulness of the concept of equivalent or isomorphic permutation representations. This notion has a natural extension to general representations which is equally important and which we shall now describe. Let $\phi$ be a representation of $G$ on $V / F$ and let $(v),\left(v^{\prime}\right)$ be two bases of $V / F$. Then for $x$ in $G$, we have

$$
\begin{equation*}
(x \phi)_{\left(v^{\prime}\right)}=P^{-1}(x \phi)_{(v)} P, \tag{1.3}
\end{equation*}
$$

where $P$ denotes the matrix of the change of basis from $(v)$ to $\left(v^{\prime}\right)$. Thus a given representation of $\phi$ determines a number of matrix representations of $G$, which we obviously wish to consider as being equivalent.

A similar situation occurs if $\phi, \phi^{\prime}$ are representations of $G$ on $V, V^{\prime}$ over
$F$, respectively, of the same dimension, $(v),\left(v^{\prime}\right)$ are bases of $V$ and $V^{\prime}, P$ is the matrix of an isomorphism $\psi$ of $V$ on $V^{\prime}$ mapping the elements of $(v)$ on the corresponding elements of $\left(v^{\prime}\right)$, and for each $x$ in $G$ we have

$$
\begin{equation*}
\left(x \phi^{\prime}\right)_{\left(v^{\prime}\right)}=P^{-1}(x \phi)_{(v)} P . \tag{1.4}
\end{equation*}
$$

Again we clearly wish to consider $\phi$ and $\phi^{\prime}$ as equivalent representations.
Expressed in terms of linear transformations condition (1.4) reads $x \phi^{\prime}=\psi^{-1}(x \phi) \psi$; that is,

$$
\begin{equation*}
u \psi\left(x \phi^{\prime}\right)=u(x \phi) \psi \quad \text { for all } x \text { in } G, u \text { in } V . \tag{1.5}
\end{equation*}
$$

Thus we shall say that two representations $\phi, \phi^{\prime}$ of $G$ on vector spaces $V$ and $V^{\prime}$ over $F$, respectively, are equivalent or isomorphic provided there exists an isomorphism $\psi$ of $V$ on $V^{\prime}$ for which (1.5) holds.

It follows immediately from the definition that this notion of equivalence is an equivalence relation on the category of all representations of a group $G$ on vector spaces over a given field $F$. We should like also to illustrate this concept with a simple general example which we incorporate into a lemma:

## Lemma 1.1

Let $\phi$ be a representation of $G$ on $V / F$ and let $U$ and $W$ be two $(G) \phi$-invariant subspaces of $V$ such that $U \cap W=0$. Let $\bar{\phi}$ be the quotient representation of $G$ on $\bar{V}=V / W$ and let $\bar{U}$ be the image of $U$ in $\bar{V}$. Then $\bar{U}$ is $(G) \bar{\phi}$-invariant and $\left.\phi\right|_{U}$ is equivalent to $\left.\bar{\phi}\right|_{\bar{U}}$.

## Proof

Let $\psi$ be the natural homomorphism of $V$ onto $\bar{V}=V / W$. Then by definition of $\bar{\phi}$, we have for $\bar{v}$ in $\bar{V}$ and $x$ in $G$,

$$
\begin{equation*}
\bar{v}(x \bar{\phi})=(v(x \phi)) \psi, \tag{1.6}
\end{equation*}
$$

where $v$ is an element of $V$ which maps on $\bar{v}$. Since $v(x \phi) \in U$ if $v \in U$, it follows at once from (1.6) that $\bar{U}$ is $(G) \bar{\phi}$-invariant.

Set $\phi_{1}=\left.\phi\right|_{U}$ and $\bar{\phi}_{1}=\left.\bar{\phi}\right|_{0}$. Then for $u$ in $U$, and $x$ in $G$, (1.6) reduces to

$$
\begin{equation*}
u \psi\left(x \bar{\phi}_{1}\right)=u\left(x \phi_{1}\right) \psi . \tag{1.7}
\end{equation*}
$$

But $\psi$ is an isomorphism of $U$ onto $\bar{U}$ as $U \cap W=0$. We conclude at once from the definition that the representations $\phi_{1}, \bar{\phi}_{1}$ of $G$ on $U, \bar{U}$, respectively, are equivalent.
Given a representation $\phi$ of $G$ on $V / F$, it is very often convenient to make $V$ into a right $G$-module (that is, a right $F G$-module) by setting

$$
u x=u(x \phi) \quad \text { for all } u \text { in } V .
$$

When this is done, each element of $G$ becomes itself a linear transformation of $V$. Note that elements lying in the same coset of the kernel of $\phi$ determine the same linear transformation. Once $V$ is made into a $G$-module, we can carry over to the language of modules the various concepts that have just been introduced. Thus a $(G) \phi$-invariant subspace of $V$ becomes a $G$-submodule of $V, V$ is an irreducible $G$-module if 0 and $V$ are the only $G$-submodules of $V, V$ is a faithful $G$-module if only the identity element of $G$ determines the identity transformation on $V, V$ and $V^{\prime}$ are isomorphic $G$-modules over $F$ if and only if there exists an isomorphism $\psi$ of $V$ on $V^{\prime}$ which commutes with the elements of $G$; that is,

$$
\begin{equation*}
u(\psi x)=u(x \psi) \quad \text { for } x \text { in } G, u \text { in } V \tag{1.8}
\end{equation*}
$$

with similar interpretations of the remaining terms and concepts of representation theory.

Conversely, if $V / F$ is a $G$-module, each element $x$ of $G$ determines a linear transformation $T_{x}$ of $V$ by setting $v T_{x}=v x$ for $v$ in $V$; and the mapping $\phi$ given by $(x) \phi=T_{x}$ is easily seen to be a representation of $G$ on $V$. Thus the notions of a representation of $G$ and of a $G$-module (over a field) are equivalent and so can be used interchangeably. In a given context we shall use whichever of the two is the more convenient.

Statements concerning groups of linear transformations can invariably be rephrased as results about representations (equally well about modules). For example, Lemma 2.6 .3 becomes the following statement:

## Theorem 1.2

Every irreducible representation of a p-group on a vector space over a field of characteristic p is trivial. Equivalently a nontrivial p-group does not possess a faithful irreducible representation on a vector space over a field of characteristic $p$.

The argument can be extended to give the following generalization:

## Theorem 1.3

If $G$ possesses a faithful irreducible representation on a vector space over a field of characteristic $p$, then $G$ has no nontrivial normal p-subgroups.

## Proof

Let $\phi$ be a faithful irreducible representation of $G$ on $V / F$, where $F$ is of characteristic $p$ and let $P$ be a normal $p$-subgroup of $G$. By Lemma 2.6.3, $(P) \phi$ fixes some nonzero vector of $V$, so $W=C_{V}((P) \phi) \neq 0$. But $W$ is ( $G$ ) $\phi$-invariant by Lemma 2.6.2; and as $\phi$ is irreducible, the only possi-
bility is $W=V$. Thus $(P) \phi$ acts trivially on $V$. Since $\phi$ is also faithful, this implies that $P=1$, proving the theorem.

To motivate the next concept, that of extending the base field, consider a $G$-module $V \mid F$ and set $m=|G|$. Then each element $x$ of $G$ determines a linear transformation $T_{x}$ of $V$ of order dividing $m$, so that $T_{x}$ satisfies the polynomial $X^{m}-1$. Thus for each $x$ in $G$, the characteristic roots of $T_{x}$ are $m$ th roots of unity over $F$. These roots of unity can all be taken to lie in an extension field $F(\omega)$, where $\omega$ is a primitive $m$ th root of unity. We shall speak of these as the characteristic roots of $x$ on $V$. In many circumstances the analysis turns out to be considerably easier if the field $F$ itself contains a primitive $m$ th root of unity or is even algebraically closed. When $F$ does not satisfy one or the other of these conditions, it is necessary to replace $V$ by a suitable vector space over an extension field $L$ of $F$.

To describe this process, let $V$ be a vector space over $F$, let $L$ be an extension field of $F$, and form the tensor product $V_{L}=V \otimes_{F} L$, which is then a vector space over $L$. Indeed, if $(v)=\left\{v_{i} \mid 1 \leqslant i \leqslant n\right\}$ is a basis of $V$ over $F$ and $1=1_{L}$ denotes the unity element of $L$, then the elements $\left\{v_{i} \otimes 1 \mid 1 \leqslant i \leqslant n\right\}$ form a basis of $V_{L} / L$. We can identify the element $u=\sum_{i=1}^{n} a_{i} v_{i}$ of $V, a_{i} \in F$ with its image $\sum_{i=1}^{n} a_{i}\left(v_{i} \otimes 1\right)$ in $V_{L}$. When this is done, $V$ becomes a subset of $V_{L}$ and also each element of $V_{L}$ then has a unique representation of the form $\sum_{i=1}^{n} b_{i} v_{i}$ with $b_{i} \in L$. Thus, in effect, in passing from $V$ to $V_{L}$ we are extending the field of operators from $F$ to $L$. Note, however, that $V$ is not a subspace of $V_{L}$ (unless $F=L$ ), as $V_{L}$ is a vector space over $L$.

If $T$ is a linear transformation of $V / F$, then $T_{(v)}$ can be regarded as a matrix over $L$ as well as over $F$ and, in view of the preceding identification, as the matrix of a linear transformation $T_{L}$ of $V_{L}$ with respect to the basis (v) of $V_{L}$. If follows from this that the mapping $T \rightarrow T_{L}$ gives an isomorphism of $G L(V, F)$ into $G L\left(V_{L}, L\right)$. We note also that the characteristic and minimal polynomials of $T_{L}$ on $V_{L}$ are identical with those of $T$ on $V$.

But now we see that if $\phi$ is a representation of $G$ on $V / F$, the elements $(x \phi)_{L}$ for $x$ in $G$ are linear transformations of $V_{L}$ and that the mapping $\phi_{L}$ of $G$ into $G L\left(V_{L}, L\right)$ given by

$$
(x) \phi_{L}=(x \phi)_{L} \quad \text { for } x \text { in } G
$$

is a representation of $G$ on $V_{L}$. Likewise if $V / F$ is a $G$-module, then $V_{L} / L$ is also a $G$-module.

If $\phi$ is irreducible, the representation $\phi_{L}$ above may or may not be irreducible. This leads to the important notion of an absolutely irreducible representation or $G$-module. A representation $\phi$ of $G$ on $V / F$ is said to be absolutely irreducible provided the extended representation $\phi_{L}$ of $G$ on $V_{L} / L$ is irreducible for every extension field $L$ of $F$. Moreover, a field $F$ with the property that every irreducible representation $\phi$ of $G$ on a vector space $V / F$ is absolutely irreducible is called a splitting field for $G$.

## 2. REPRESENTATIONS OF ABELIAN GROUPS

In this section we establish some basic properties of the representations of abelian groups. Our first result will follow as a corollary of a general necessary condition for a group to possess a faithful irreducible representation. We need the following lemma:

## Lemma 2.1

Let V|F be an irreducible G-module. If an element $z$ of $Z(G)$ has a characteristic root $\lambda$ in $F$, then $c z=i v$ for all $v$ in $V$. In particular, if $V$ is a faithful $G$-module, either $z=1$ or $\lambda \neq 1$.

## Proof

Let $W=\{w \in V \mid w z=\lambda w\}$, so that by assumption $W \neq 0$. Clearly $W$ is a subspace of $V$. Moreover, if $x \in G$ and $w \in W$, we have

$$
(w x) z=w(x z)=w(z x)=(w z) x=(\lambda w) x=\lambda(w x)
$$

as $z \in Z(G)$. Thus wx $\in W$ and consequently $W$ is $G$-invariant. But now the irreducibility of $G$ on $V$ forces $W=V$, whence $v z=\lambda v$ for all $v$ in $V$. Furthermore, if $G$ acts faithfully on $V$ and $z \neq 1$, then $z$ does not induce the identity linear transformation on $V$, so $\lambda \neq 1$.

We can now prove

## Theorem 2.2

If $G$ possesses a faithful irreducible representation, then $Z(G)$ is cyclic.

## Proof

Suppose $G$ has a faithful irreducible representation $\phi$ on $V / F$. We regard $V$ as a $G$-module. Set $m=|G|$ and consider first the case that $F$ contains a primitive $m$ th root of unity, so that the characteristic roots of the elements of $G$ lie in $F$. In particular, each $z$ in $Z(G)$ has a characteristic root $\lambda(z)$ in $F$ and hence by the preceding lemma $z$ acts on $V$ like the scalar transformation $\lambda(z) I$. As $V$ is a faithful $G$-module, the preceding lemma
also implies that the homomorphism: $z \rightarrow \lambda(z)$, is one-to-one. Thus $Z(G)$ is isomorphic to a subgroup of $F$. But it is well known that a finite subgroup of the multiplicative group of a field is cyclic. Hence $Z(G)$ is cyclic in this case.

For the general case, we set $L=F(\omega)$, where $\omega$ is a primitive $m$ th root of unity and consider the extended $G$-module $V_{L}=V \otimes_{F} L$. Let $W$ be a minimal nonzero $G$-submodule of $V_{L}$ and let $K$ be the kernel of the representation of $G$ on $W$, so that $\bar{G}=G / K$ acts faithfully and irreducibly on $W$. Since $L$ contains a primitive $|\bar{G}|$-th root of unity, it follows from the preceding case that $Z(\bar{G})$ is cyclic. But obviously the image of $Z(G)$ in $\bar{G}$ lies in $Z(\bar{G})$, and hence $Z(G) / Z(G) \cap K$ is cyclic. Thus to complete the proof it will suffice to show that $Z(G) \cap K=1$.

Indeed, if $z \in Z(G) \cap K$, then $z$ has 1 as a characteristic root on $W$ and hence on $V_{L}$. But as $z$ has the same characteristic polynomial on $V$ as it does on $V_{L}, 1$ is a characteristic root of $z$ on $V$. But then $z$ must induce the identity transformation on $V$ by the preceding lemma, Since $V$ is a faithful $G$-module, this forces $z=1$. Thus $Z(G) \cap K=1$, as required.

As a corollary we have:

## Theorem 2.3

If $\phi$ is an irreducible representation of an abelian group $G$ with kernel $K$, then $G / K$ is cyclic. In particular, a noncyclic abelian group does not possess a faithful irreducible representation.

## Proof

By definition of $K, \phi$ induces a faithful irreducible representation of $G / K$. But $Z(G / K)=G / K$ as $G$ is abelian and so $G / K$ is cyclic by the theorem.

As an additional corollary, we have:

## Theorem 2.4

Let $G$ be an abelian group of order $n$ and $F$ a field which contains a primitive nth root of unity. Then every irreducible representation of $G$ over $F$ is linear.

[^0]Finally as a partial converse of this result, we prove:

## Theorem 2.5

If $\phi$ is a linear representation of $G$, then $G / K$ is cyclic, where $K$ is the kernel of $\phi$. In particular, a noncyclic group does not possess a faithful representation of degree 1 .

## Proof

Suppose $V / F$ is a $G$-module determined by the representation $\phi$ with $\operatorname{dim}_{F} V=1$. Then if $v$ is a basis element of $V$, we have $v x=\lambda(x) v$ with $\lambda(x) \in F$ for any $x$ in $G$. It follows that the mapping $\alpha: x \rightarrow \lambda(x)$ is a homomorphism of $G$ into the multiplicative group of $F$, whence $G / K$ is cyclic, where $K$ is the kernel of $\alpha$. But clearly $K$ is precisely the set of elements of $G$ which induce the identity transformation on $V$ and so $K$ is also the kernel of $\phi$.

## 3. COMPLETE REDUCIBILITY

We shall now establish a fundamental sufficient criterion for a representation to be completely reducible.

## Theorem 3.1 (Maschke)

Let $\phi$ be a representation of $G$ on $V \mid F$ and assume that either $F$ is of characteristic 0 or of characteristic relatively prime to $|G|$. Then $\phi$ is completely reducible.

## Proof

The proof depends upon a certain "averaging" argument which we shall have several further occasions to employ. Set $n=|G|$ and $p=$ characteristic of $F$. We may assume that $F$ contains the rational numbers if $p=0$ and contains $Z_{p}$ if $p \neq 0$. Since ( $n, p$ ) $=1$ by assumption if $p \neq 0$, it follows in either case that $1 / n$ is a well-defined element of $F$. This means that for $v$ in $V,(1 / n) v$ is a well-specified element of $V$; and, moreover,

$$
\begin{equation*}
n((1 / n) v)=(1 / n)(n v)=v . \tag{3.1}
\end{equation*}
$$

We regard $V$ as a $G$-module and let $V_{1}$ be a minimal nonzero $G$-submodule of $V$. Since $G$ acts irreducibly on $V_{1}$, the theorem follows if $V_{1}=V$, so we may assume $V_{1} \subset V$. Let $u_{i}, 1 \leqslant i \leqslant r$, be a basis of $V_{1}$, which we extend to a basis $u_{i}, 1 \leqslant i \leqslant m$, of $V$. Setting $W$ equal to the subspace spanned by the $u_{i}, r+1 \leqslant i \leqslant m$, we have $V=V_{1} \oplus W$ and $W \neq 0$. Thus $W$ is a complement of $V_{1}$ in $V$, but of course $W$ need not be
$G$-invariant. Our aim will be to show that, in fact, a $G$-invariant complement of $V_{1}$ exists.

For $v$ in $V$, we can write $v=v_{1}+w$ uniquely, where $v_{1} \in V_{1}$ and $w \in W$. We set $v \theta=w$, so that $\theta$ is the projection map of $V$ on $W$. Since $w \theta=w$ for $w$ in $W$, we have $\theta^{2}=\theta$, so that $\theta$ is idempotent. Furthermore, $\theta$ is clearly a linear map and also $v-v \theta=v_{1} \in V_{1}$. We now define for $v$ in $V$,

$$
\begin{equation*}
v \psi=1 / n \sum_{x \in G}((v x) \theta) x^{-1} \tag{3.2}
\end{equation*}
$$

Since $1 / n$ is a well-determined element of $F, \psi$ is a well-defined map of $V$ into $V$. Since $\theta$ is linear and $V$ is a $G$-module, it is immediate that $\psi$ is a linear transformation.

We argue first that $V_{2}=(V) \psi$ is $G$-invariant. Indeed, for $y$ in $G$, set $z=y^{-1} x$. Then

$$
\begin{equation*}
(v \psi) y=1 / n \sum_{x \in G}\left(v x \theta x^{-1}\right) y=1 / n \sum_{x \in G} v(y z) \theta z^{-1} . \tag{3.3}
\end{equation*}
$$

Since $z$ ranges over $G$ as $x$ does, (3.3) and (3.2) yield

$$
\begin{equation*}
(v \psi) y=1 / n \sum_{z \in G}(v y) z \theta z^{-1}=(v y) \psi \in V_{2}, \tag{3.4}
\end{equation*}
$$

which implies that $V_{2}$ is $G$-invariant.
We shall now show that $V=V_{1} \oplus V_{2}$. First of all, if $v \in V$, write $v=v_{1}+v_{2}$, where $v_{2}=v \psi$, and $v_{1}=v-v_{2}$. Then $v_{2} \in V_{2}$ by definition of $V_{2}$. On the other hand, as $v x x^{-1}=v$, we can write

$$
\begin{equation*}
v_{1}=v-v \psi=1 / n \sum_{x \in G}(v x-v x \theta) x^{-1} . \tag{3.5}
\end{equation*}
$$

But $v x-v x \theta \in V_{1}$ for each $x$ in $G$ and now (3.5) yields that $v_{1} \in V_{1}$. Thus $V=V_{1}+V_{2}$ and so it remains to show that $V_{1} \cap V_{2}=0$.

To establish this, we derive two preliminary results: $v_{1} \psi=0$ for all $v_{1}$ in $V_{1}$ and $\psi^{2}=\psi$. Indeed, if $v_{1} \in V_{1}$, then so does $v_{1} x$ for $x$ in $G$ and consequently $\left(v_{1} x\right) \theta=0$ for all $x$ in $G$. Clearly this implies that $v_{1} \psi=0$. Furthermore, as we have shown in the preceding paragraph, $v-v \psi \in V_{1}$ for all $v$ in $V_{2}$ and hence $(v-v \psi) \psi=0$. This yields $v \psi=v \psi^{2}$ as $\psi$ is linear, whence also $\psi^{2}=\psi$.

But now if $v \in V_{1} \cap V_{2}$, then, on the one hand, we have $v \psi=0$; and on the other, $v=u \psi$ for some $u$ in $V$ as $V_{2}=(V) \psi$. Thus

$$
0=v \psi=u \psi^{2}=u \psi=v
$$

whence $V_{1} \cap V_{2}=0$, giving the desired conclusion $V=V_{1} \oplus V_{2}$.
Since $V_{2}$ is a $G$-module of lower dimension then $V$, it follows now by
induction on $\operatorname{dim}_{F} V$ that $V_{2}$ is the direct sum of irreducible $G$-submodules. Hence the same is true of $V$ and we conclude that the given representation $\phi$ of $G$ is completely reducible.

Remark With respect to the basis $(u)=\left\{u_{i} \mid 1 \leqslant i \leqslant m\right\}$ of $V=V_{1} \oplus W$, the matrix $x_{(u)}$ of the transformation of $V$ determined by $x$ has the form

$$
x_{(u)}=\left(\begin{array}{cc}
A(x) & 0  \tag{3.6}\\
C(x) & B(x)
\end{array}\right),
$$

where $A(x)$ is $r \times r$ and $B(x)$ is $(m-r) \times(m-r)$. If $\bar{V}$ denotes the factor module $V / V_{1}$ and $\bar{u}_{i}$ the image of $u_{i}$ in $\bar{V}, r+1 \leqslant i \leqslant m$, then $(\bar{u})=$ $\left\{\bar{u}_{i} \mid r+1 \leqslant i \leqslant m\right\}$ is a basis of $\bar{V}$ and relative to this basis the matrix of the transformation determined by $x$ is $x_{(\bar{u})}=B(x)$. On the other hand, since $V=V_{1} \oplus V_{2}$ and $V_{2}$ is $G$-invariant, $V_{2}$ and $\bar{V}$ are isomorphic $G$-modules by Lemma 1.1. This means that with respect to a suitable basis of $V_{2}$, the matrix of $x$ on $V_{2}$ is $B(x)$. Combining this basis with the given basis of $V_{1}$, we obtain a basis $(v)$ of $V$ and the matrix of $x$ relative to $(v)$ is

$$
x_{(v)}=\left(\begin{array}{cc}
A(x) & 0  \tag{3.7}\\
0 & B(x)
\end{array}\right) .
$$

Thus in terms of matrices the preceding argument proves the existence of an $m \times m$ nonsingular matrix $P$ of the form

$$
P=\left(\begin{array}{cc}
I_{r} & 0  \tag{3.8}\\
Q & I_{m-r}
\end{array}\right)
$$

where $Q$ is a suitable $(m-r) \times r$ matrix over $F$, with the property that for all $x$ in $G$,

$$
P^{-1}\left(\begin{array}{cc}
A(x) & 0  \tag{3.9}\\
C(x) & B(x)
\end{array}\right) P=\left(\begin{array}{cc}
A(x) & 0 \\
0 & B(x)
\end{array}\right) .
$$

An alternative proof of this result under the specified hypotheses on $F$ and $|G|$ can be given directly in terms of matrices.

Theorem 3.1 applies, in particular, to the case that $V$ is an elementary abelian $p$-group and $G$ is a group of automorphisms of $V$ of order $n$ with $(n, p)=1$. In actuality the proof does not require $V$ to be elementary; in fact, the argument holds equally well for any abelian $p$-group $V$ (written additively) which possesses a $G$-invariant direct summand $V_{1}$. The only change required for the proof is to replace the term "linear" by "homomorphism" throughout. Even though $V$ is no longer a vector space over $Z_{p},(1 / n) v$ is still a well-defined element of $V$ satisfying (3.1). Indeed, as
$(p, n)=1$, there exists an integer $a$ (depending upon $|v|$ ) such that $a n \equiv 1$ $(\bmod p)$ and we define $(1 / n) v$ to be $a v$. Moreover, the endomorphisms of an abelian group form a ring, and consequently the mapping $\psi$ above is a well-defined endomorphism of $V$. Hence as a corollary of the proof, we have

## Theorem 3.2

Let $G$ be a p'-group of automorphisms of an abelian p-group $V$ and suppose $V_{1}$ is a $G$-invariant direct factor of $V$. Then $G=V_{1} \times V_{2}$, where $V_{2}$ is also G-invariant.

We should like now to give a simple, but extremely important, grouptheoretic application of Theorems 2.3 and 3.1 to illustrate some of the ideas so far developed.

## Theorem 3.3

Let $P$ be an elementary abelian p-group and let $Q$ be a noncyclic abelian $q$-subgroup of Aut $P, q$ a prime distinct from $p$. Then

$$
P=\prod_{x \in \mathbb{Q}^{\#}} C_{P}(x) .
$$

In particular, $P$ is generated by its subgroups $C_{P}(x)$ with $x$ in $Q^{*}$.

## Proof

We consider $P$ to be a vector space over $Z_{p}$ and then we regard $P$ as a $Q$-module. As $p \neq q$, Theorem 3.1 gives that $P$ is a completely reducible $Q$-module. Hence

$$
P=P_{1} \oplus P_{2} \oplus \cdots \oplus P_{n},
$$

where $P_{i}$ is an irreducible $Q$-submodule of $P, 1 \leqslant i \leqslant n$. Since $Q$ is abelian, Theorem 2.3 implies that $Q / Q_{i}$ is cyclic, where $Q_{i}$ denotes the kernel of the representation of $Q$ on $P_{i}$. But as $Q$ is noncyclic, this forces $Q_{i} \neq 1$, $1 \leqslant i \leqslant n$. Choosing $x_{i}$ in $Q_{i}^{*}$, we have $P_{i} \subseteq C_{P}\left(x_{i}\right)$, whence

$$
P=\sum_{i=1}^{n} C_{P}\left(x_{i}\right) \subseteq \sum_{x \in Q *} C_{P}(x) .
$$

Reverting to multiplicative notation, the theorem follows.
As a further corollary, we have

## Theorem 3.4

Let $\phi$ be a representation of $G$ on $V / F$ and assume that either $F$ is of characteristic 0 or characteristic prime to $\{G \mid$. Suppose

$$
V=V_{1} \supset V_{2} \supset \cdots \supset V_{n+1}=0
$$

is a sequence of $(G) \phi$-invariant subspaces such that $(G) \phi$ acts trivially on each $V_{i} / V_{i+1}$. Then $\phi$ is the trivial representation on $V$.

## Proof

By Theorem 3.1, $V=V_{n} \oplus W$, where $W$ is $(G) \phi$-invariant. By Lemma 1.1, $\left.\phi\right|_{W}$ is equivalent to the quotient representation $\bar{\phi}$ of $G$ on $V / V_{n}$. But then by induction on $\operatorname{dim}_{F} V$ we have that $\left.\phi\right|_{W}$ is trivial. Since $\left.\phi\right|_{V_{n}}$ is also trivial, the theorem follows.

## 4. CLIFFORD'S THEOREM

If $G$ is represented irreducibly on $V / F$ and $H$ is a normal subgroup of $G$, it is important to know how the space $V$ decomposes under the action of $H$. This question is answered in the following fundamental theorem:

## Theorem 4.1 (Clifford)

Let $V / F$ be an irreducible $G$-module and let $H$ be a normal subgroup of $G$. Then $V$ is the direct sum of $H$-invariant subspaces $V_{i}, 1 \leqslant i \leqslant r$, which satisfy the following conditions:
(i) $V_{i}=X_{i 1} \oplus X_{i 2} \oplus \cdots \oplus X_{i t}$, where each $X_{i j}$ is an irreducible $H$-submodule, $1 \leqslant i \leqslant r, t$ is independent of $i$, and $X_{i j}, X_{i^{\prime} j^{\prime}}$ are isomorphic $H$-submodules if and only if $i=i^{\prime}$.
(ii) For any $H$-submodule $U$ of $V$, we have $U=U_{1} \oplus U_{2} \oplus \cdots \oplus U_{r}$, where $U_{i}=U \cap V_{i}, \quad 1 \leqslant i \leqslant r$. In particular, any irreducible $H$-submodule of $V$ lies in one of the $V_{i}$.
(iii) For $x$ in $G$, the mapping $(x) \pi: V_{i} \rightarrow V_{i} x, 1 \leqslant i \leqslant r$, is a permutation of the set $S=\left\{V_{1}, V_{2}, \ldots, V_{r}\right\}$ and $\pi$ induces a transitive permutation representation of $G$ on $S$. Furthermore, $H C_{6}(H)$ is contained in the kernel of $\pi$.

## Proof

First of all, consider any $H$-submodule $W$ of $V$. For $x$ in $G$, set $W^{x}=$ $\{w x \mid w \in W\}$. Clearly $W^{x}$ is a subspace of $V$. Moreover, if $w x \in W^{x}, w \in W$, and if $h \in H$, we have $(w x) h=\left(w h^{x-1}\right) x=w_{1} x \in W^{x}$ as $h^{x-1} \in H$ by the nornality of $H$. Thus $W^{x}$ is also an $H$-submodule of $V$. However, $W$ and $W^{x}$ need not be isomorphic $H$-modules. On the other hand, the mapping $U \rightarrow U^{x}$ sets up a one-to-one correspondence between the $H$-submodules of $W$ and those of $W^{x}$, as follows easily from the fact that $\left(W^{x}\right)^{x-1}=W$. In particular, $W^{x}$ is irreducible if and only if $W$ is. Moreover, if $Y$ is an $H$-submodule of $V$ isomorphic to $W$ under an $H$-isomorphism $\theta$, one
verifies at once that $W^{x}$ and $Y^{x}$ are isomorphic $H$-modules with respect to the $H$-isomorphism $x^{-1} \theta x$.

Now let $W=W_{1} \oplus W_{2} \oplus \cdots \oplus W_{s}$ be a direct sum of irreducible $H$ submodules $W_{i}$ of $V, 1 \leqslant i \leqslant s$, where $s$ is chosen to be maximal. Suppose $W_{i}^{x} \nsubseteq W$ for some $i$ and some $x$ in $G$. Then $W \cap W_{i}^{x}$ is a proper $H$-submodule of $W_{i}^{x}$. But $W_{i}^{x}$ is irreducible and hence $W \cap W_{i}^{x}=0$. Thus $W+W_{i}^{x}=W \oplus W_{i}^{x}$ and we see that our maximal choice of $s$ is contradicted. Thus $W_{i}^{x} \subseteq W$ for all $i$ and $x$, whence $W$ is $G$-invariant. Since $V$ is an irreducible $G$-module, we conclude that $W=V$. Hence $V$ is the direct sum of irreducible $H$-submodules.

We now relabel the $W_{i}$ as $X_{i j}$ in such a way that $X_{i j}$ and $X_{i^{\prime} j^{\prime}}$ are isomorphic $H$-modules if and only if $i=i^{\prime}$, and we set $V_{i}=X_{i 1} \oplus X_{i 2} \oplus$ $\cdots \oplus X_{i t_{i}}, 1 \leqslant i \leqslant r$. By the preceding argument, $V=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{r}$. However, note that we do not yet know that $t_{i}$ is independent of $i$.

Next let $U$ be any $H$-submodule of $V$. By the irreducibility of the $W_{j}$, the assumption that some $W_{j_{1}} \nsubseteq U$ implies that $U \cap W_{j_{1}}=0$ and hence that $U+W_{j_{1}}=U \oplus W_{j_{1}}$. Repeating this argument as many times as possible, we find that there exist $j_{k}, 1 \leqslant k \leqslant e$, such that

$$
V^{*}=U \oplus W_{j_{1}} \oplus W_{j_{2}} \oplus \cdots \oplus W_{j_{e}}
$$

is a direct sum and that $W_{j} \subseteq V^{*}$ for all $j, 1 \leqslant j \leqslant s$. But as $V$ is the direct sum of the $W_{j}$, this forces $V=V^{*}$. Setting $V^{\prime}$ equal to the direct sum of the $W_{j_{k}}, 1 \leqslant k \leqslant e$, and $V^{\prime \prime}$ to the direct sum of the remaining $W_{j}$, we thus obtain

$$
V=U \oplus V^{\prime} \quad \text { and } \quad V=V^{\prime \prime} \oplus V^{\prime} .
$$

But then by Lemma 1.1 both $U$ and $V^{\prime \prime}$ are isomorphic to $V / V^{\prime}$ as $H$ modules and consequently $U$ is isomorphic to $V^{\prime \prime}$ as an $H$-module. It follows that any $H$-submodule $U$ of $V$ is itself the direct sum of irreducible $H$-submodules. If (ii) holds for each of these irreducible submodules, then it will follow at once for $U$. Thus it suffices to prove (ii) when $U$ is an irreducible $H$-submodule.

Set $W_{m}^{\prime}=W_{1} \oplus W_{2} \oplus \cdots \oplus W_{m}$ and choose $m$ maximal so that $U \nsubseteq W_{m}^{\prime}$. Clearly $1 \leqslant m<s$ as $W_{s}^{\prime}=V$. Furthermore, $U \subseteq W_{m+1}^{\prime}=W_{m}^{\prime} \oplus W_{m+1}$. Since $U$ is irreducible, $U \cap W_{m}^{\prime}=0$, so $W_{m}^{\prime}+U=W_{m}^{\prime} \oplus U \subseteq W_{m}^{\prime} \oplus W_{m+1}$. But then $U$ is isomorphic to a nontrivial irreducible $H$-submodule of $W_{m+1}^{\prime} / W_{m}^{\prime}$, which in turn is isomorphic to $W_{m+1}$. We conclude that $U$ and $W_{m+1}$ are isomorphic $H$-modules. Suppose $W_{m+1} \subseteq V_{i}$. We shall argue that $U \subseteq V_{i}$ and this will establish (ii).

If $U \nsubseteq V_{i}$, then $U$ maps isomorphically onto an irreducible submodule of $V / V_{i}$. But $V / V_{i}$ is isomorphic to the direct sum of those $W_{j}$ 's which are not isomorphic to $W_{m+1}$ and hence which are not isomorphic to $U$. On the other hand, the argument of the preceding paragraph can be repeated in $V / V_{i}$ for the image of $U$ to yield that this image, and hence $U$ itself, is isomorphic to one of these remaining $W_{j} ;$, a contradiction. Thus $U \subseteq V_{i}$ and (ii) holds.

Now let $x \in G$. We have shown that $X_{i j}^{x}$ is an irreducible $H$-submodule and hence by (ii) is isomorphic to $X_{i^{\prime} j^{\prime}}$ for suitable $i^{\prime}, j^{\prime}$. We also know that $X_{i j}^{X}$ and $X_{i k}^{X}$ are isomorphic $H$-modules for all $j, k, 1 \leqslant j, k \leqslant t_{i}$. Hence $i^{\prime}$ depends only upon $i$ and not upon the choice of $j$. It follows therefore that $V_{i}^{x} \subseteq V_{i^{\prime}}$. Furthermore, as $V$ is an irreducible $G$-module, we must have $V=\left\langle V_{i}^{x} \mid x \in G\right\rangle$ for all $i, 1 \leqslant i \leqslant r$. This means that for each choice of $i, i^{\prime}, 1 \leqslant i, i^{\prime} \leqslant r$, there exists an element $x_{i i^{\prime}}$ in $G$ such that $V_{i}^{x_{i j}} \subseteq V_{i^{\prime}}$. In particular, $\operatorname{dim}_{F} V_{i} \leqslant \operatorname{dim}_{F} V_{i^{\prime}}$ for all $i, i^{\prime}$, whence $\operatorname{dim}_{F} V_{i^{\prime}}=\operatorname{dim}_{F} V_{i^{\prime}}$ for all $i, i^{\prime}$. But for any $i$ and any $x$ in $G, V_{i}^{x}$ has the same dimension as $V_{i}$ and $V_{i}^{x} \subseteq V_{i^{\prime}}$ for some $i^{\prime}$. It follows therefore that $V_{i}^{x}=V_{i^{\prime}}$. We have thus shown that the mapping $(x) \pi: V_{i} \rightarrow V_{i}^{x}=V_{i} x$ is a permutation of the set $S=\left\{V_{1}, V_{2}, \ldots, V_{r}\right\}$. Since $V_{i}^{x y}=\left(V_{i}^{x}\right)^{y}$ for $x, y$ in $G$, it is immediate that $\pi$ is a homomorphism and so is a permutation representation of $G$ on $S$. Furthermore, as the elements $x_{1 i^{\prime}}, l \leqslant i \leqslant r$, map $V_{1}$ into $V_{i^{\prime}}, \pi$ is transitive. In addition, $X_{1 j}$ and $X_{1 j}^{x_{1 \prime \prime}}$ have the same dimension for all $j, 1 \leqslant j \leqslant t_{1}$. Since $V_{1}$ and $V_{i^{\prime}}$ also have the same dimension, we must have $t_{1}=t_{i^{\prime}}$ for all $i^{\prime}$. Hence $t_{i}$ is determined independently of $i$.

Thus to complete the proof of the theorem, it remains only to show that $H C_{G}(H)$ is contained in the kernel of $\pi$. Since each $V_{i}$ is an $H$-module, obviously $H$ is contained in the kernel of $\pi$. Hence we need only show that $C_{G}(H)$ is, or equivalently that $V_{i}^{x}=V_{i}$ for all $i, 1 \leqslant i \leqslant r$, and all $x$ in $C_{G}(H)$. By the preceding argument, this will follow if we can prove that $X_{i j}$ and $X_{i j}^{x}$ are isomorphic $H$-modules whenever $x \in C_{6}(H)$. Let $\psi_{x}$ denote the isomorphism of $X_{i j}$ on $X_{i j}^{x}$ given by $v \psi_{x}=v x$ for $v$ in $X_{i j}$. Since $h x=x h$ for all $h$ in $H$, we have

$$
v \psi_{x} h=v h \psi_{x}
$$

for $v$ in $X_{i j}, h$ in $H$, and $x$ in $C_{G}(H)$; and now it follows at once from the definition that $X_{i j}$ and $X_{i j}^{x}$ are isomorphic $H$-modules for all $x$ in $C_{G}(H)$. Thus all parts of the theorem are proved.

The subspaces $V_{i}, 1 \leqslant i \leqslant r$, are often referred to as the Wedderburn components of $V$ with respect to $H$.

The argument which established the second statement of (ii) can easily be adapted to yield the following corollary:

## Corollary 4.2

Let $H$ be a group and let V/F be an $H$-module. If $V$ is the direct sum of isomorphic irreducible $H$-submodules $X_{i}, 1 \leqslant i \leqslant t$, then any irreducible $H$-submodule of $V$ is isomorphic to $X_{1}$.

There is a case of some importance in which we can assert a little more:

## Theorem 4.3

Let $G=H A$ be a Frobenius group whose kernel $H$ is an elementary abelian $q$-group for some prime $q$ and whose complement $A$ is cyclic. Assume that $G$ is faithfully and irreducibly represented on $V / F$, where $F$ contains a primitive qth root of unity. Then the number of Wedderburn components of $V$ with respect to $H$ is exactly $|A|$.

## Proof

By Theorem 2.7.6(iii) and the remark following it, the condition that $G$ be a Frobenius group with kernel $H$ and complement $A$ is equivalent to the fact that $C_{H}(u)=1$ for every $u$ in $A^{*}$.

Let $V_{i}, 1 \leqslant i \leqslant r$, be the Wedderburn components of $V$ with respect to $H$ and assume by way of contradiction that $r<|A|$. Since $H$ leaves each $V_{i}$ invariant, Clifford's theorem implies that $A$ permutes the $V_{i}$ transitively. Since the number of $V_{i}$ is less than $|A|$, the subgroup $A_{1}$ of $A$ fixing $V_{1}$ is thus nontrivial. Set $G_{1}=H A_{1}$ and let $N_{1}$ be the kernel of the representation of $G_{1}$ on $V_{1}$. If $x_{i}, 1 \leqslant i \leqslant r$, are elements of $A$ such that $V_{1} x_{i}=V_{i}$, then clearly $N_{1}^{x_{i}}$ is the kernel of the representation of $G_{1}^{x_{i}}$ on $V_{i}$. Since $A$ is abelian, $A_{1} \cap N_{1} \subseteq N_{1}^{x_{i}}$ for all $i$. But as the representation of $G$ on $V$ is faithful, it follows that $A_{1} \cap N_{1}=1$. The same is true for any conjugate of $A_{1}$ in $G_{1}$. However, as $G$ is a Frobenius group, any element of $G_{1}$ not in a conjugate of $A_{1}$ lies in $H$. Hence $N_{1} \subseteq H$. Since $H^{x_{i}}=H$, we conclude similarly that $N_{1} \subset H$.

Now set $\bar{G}_{1}=G_{1} / N_{1}=\bar{H} \bar{A}_{1}$, so that $\bar{G}_{1}$ is faithfully represented on $V_{1}$ and $V_{1}$ is the direct sum of isomorphic $H$-submodules $X_{i}, 1 \leqslant i \leqslant t$. Since $\bar{H}$ is abelian and $F$ contains a primitive $q$ th root of unity, Theorems 2.3 and 2.4 imply that $\bar{H}=\langle\bar{y}\rangle$ is cyclic that $\bar{y}$ acts on each $X_{i}$, which has dimension 1 over $F$, like a scalar transformation. Since the $X_{i}$ are isomorphic $Q$-modules, $\bar{y}$ thus acts on $V_{1}$ like a scalar transformation and so $\bar{y}$ commutes with the action of $\bar{A}_{1}$ on $V_{1}$. Since the representation of $\bar{G}_{1}$ on $V_{1}$ is faithful, we conclude that $\bar{H} \subseteq Z\left(\bar{G}_{1}\right)$.

Thus $\bar{A}_{1}$ centralizes $\bar{H}=H / N_{1}$ and consequently any element $u$ of $A_{1}^{*}$ has 1 as a characteristic root on $H$ regarded as a vector space over $Z_{q}$. Hence $C_{H}(u) \neq 1$, contrary to the fact that $G$ is a Frobenius group.

We conclude with a simple application of this last result which will be useful in the study of regular groups of automorphisms.

## Theorem 4.4

Let $G=Q P$, where $Q$ is an elementary abelian normal $q$-subgroup of $G$ and $|P|=p$, where $p$ and $q$ are distinct prime. Assume further that $C_{\mathrm{G}}(Q)=Q$ and that $Q$ is a minimal normal subgroup of $G$. Then if $V / F$ is a faithful $G$-module in which $F$ is not of characteristic $q$ or $p$, we have $C_{V}(P) \neq 0$.

## Proof

If $P=\langle x\rangle$, we need only show that 1 is a characteristic root of $x$ on $V$. Hence it will be enough to prove this in $V_{L}$, where $L$ is any extension field of $F$. Since such a $V_{L}$ will also be a faithful $G$-module, it will thus suffice to consider the case that $F$ contains a primitive $q$ th root of unity.

Now $V$ is a completely reducible $G$-module by Theorem 3.1 as $F$ is not of characteristic $q$ or $p$. Since $Q$ is faithfully represented on $V$, there must therefore exist some irreducible $G$-submodule $U$ of $V$ on which $Q$ acts nontrivially. Let $K$ be the kernel of the representation of $G$ on $U$. Since $K \cap Q \triangleleft G$ and $Q$ is a minimal normal subgroup of $G$, we must have $K \cap Q=1$, which implies that $K$ is a $p$-group. But then if $K \neq 1, K=P$ is a normal $S_{p}$-subgroup of $G$ as $|P|=p$. However, in this case $[Q, P] \subseteq Q \cap P=1$ by Theorem 2.2.1(vi). Hence $P$ centralizes $Q$ and so $C_{G}(Q)=G$, contrary to hypothesis. Thus $K=1$ and $U$ is a faithful $G$-module. If $U \subset V$, then $x$ has 1 as a characteristic root on $U$ by induction on $\operatorname{dim}_{F} V$ and the theorem follows. Thus we may assume $G$ acts irreducibly on $V$.

Now $C_{Q}(x)=1$; otherwise $x$ would centralize $Q$ as $Q$ is a minimal normal subgroup of $G$. Hence each element of $P^{*}$ induces by conjugation an automorphism of $Q$ which fixes only the identity element. Thus $G$ is a Frobenius group with kernel $Q$ and complement $P$. Hence by the preceding theorem, $V$ has $p=|P|$ Wedderburn components $V_{i}, 1 \leqslant i \leqslant p$, with respect to $Q$.

But then if $v_{1}$ is a nonzero vector of $V_{1}$, the vectors $v_{1} x^{i-1}$ lie in $V_{i}$, $1 \leqslant i \leqslant p$, and so are linearly independent as $V$ is the direct sum of the $V_{i}$. Thus the vector

$$
v=v_{1}+v_{1} x+\cdots+v_{1} x^{p-1} \neq 0
$$

On the other hand, it is immediate that $v x=v$ as $x^{p}=1$. Hence 1 is a characteristic root of $x$ on $V$ and the theorem is proved.

## 5. G-HOMOMORPHISMS

If $V / F$ and $W / F$ are isomorphic $G$-modules, then by definition there exists an isomorphism $\psi$ of $V$ on $W$ such that

$$
\begin{equation*}
v(\psi x)=v(x \psi) \tag{5.1}
\end{equation*}
$$

for all $v$ in $V$ and $x$ in $G$. More generally if $\psi$ is simply a homomorphism of $V$ into $W$ (that is, a linear transformation of $V / F$ into $W / F$ ) which satisfies (5.1), we shall call $\psi$ a $G$-homomorphism. The set of all $G$-homomorphisms of $V$ into $W$ will be denoted by $\operatorname{Hom}_{G}(V, W)$.

A number of questions about representations and modules are intimately related to the study of $\operatorname{Hom}_{G}(V, W)$ for various modules $V$ and $W$. For example, its study will enable us to give a precise description of the irreducible $H$-submodules of the Wedderburn components $V_{i}$ of Clifford's theorem (Theorem 4.1) and, in particular, to determine the number of such irreducible submodules in the case that $F$ is finite. Furthermore, it will enable us to decide questions about absolute irreducibility. Finally, using it we shall be able to determine the structure of the group algebra of $G$ over $F$ and the number of irreducible representations of $G$ over $F$ for suitable fields $F$.

The set $\operatorname{Hom}(V, W)$ of all linear transformations of $V$ into $W$ itself forms a vector space over $F$ provided we define $\phi+\psi$ and $a \phi$ for $\phi, \psi$ in Hom ( $V, W$ ) and $a \in F$ by the rules

$$
\begin{equation*}
v(\phi+\psi)=v \phi+v \psi \quad \text { and } \quad v(a \phi)=(a v) \phi \tag{5.2}
\end{equation*}
$$

for all $v$ in $V$, as can be verified directly. If $\phi$ and $\psi$ are in $\operatorname{Hom}_{G}(V, W)$, it also follows immediately from these definitions and from the fact that $V / F$ and $W / F$ are $G$-modules that $\phi+\psi$ and $a \phi$ are in $\operatorname{Hom}_{G}(V, W)$. Hence $\operatorname{Hom}_{G}(V, W)$ is a subspace of $\operatorname{Hom}(V, W)$ and, in particular, has finite dimension over $F$.

The particular case $V=W$ is of special interest, for then if $\phi, \psi \in \operatorname{Hom}_{G}(V, V)$, one also verifies that the mapping $\phi \psi$ given by

$$
\begin{equation*}
v(\phi \psi)=(v \phi) \psi \tag{5.3}
\end{equation*}
$$

for all $v$ in $V$ is a $G$-homomorphism, and with respect to this product operation together with the operations of addition and scalar multiplication $\mathrm{Hom}_{G}(V, V)$ forms an associative algebra over $F$. As is customary, we regard $F$ as a subfield of $\operatorname{Hom}_{G}(V, V)$ by identifying the element $a$ of $F$ with the scalar linear transformation $a I$ of $V$ on itself.

We leave the verification of these results as an exercise, but summarize them here in the following theorem:

## Theorem 5.1

If $V \mid F$ and $W / F$ are $G$-modules, then $\operatorname{Hom}_{G}(V, W)$ is a subspace of $\operatorname{Hom}(V, W)$ and $\operatorname{Hom}_{G}(V, V)$ is a finite-dimensional algebra over $F$.

We recall that a division algebra $D$ is a ring in which the nonzero elements form a group under multiplication-that is, possess multiplicative irverses in $D$.

We first prove

## Theorem 5.2

If $V / F$ is an irreducible $G$-module, then $\operatorname{Hom}_{G}(V, V)$ is a division algebra with $F$ in its center. In particular, every nonzero element of $\operatorname{Hom}_{G}(V, V)$ is a G-isomorphism.

## Proof

Set $D=\operatorname{Hom}_{G}(V, V)$ and suppose $\psi \in D, \psi \neq 0$. Since $\psi x=x \psi$ for all $x$ in $G$, the image $W=(V) \psi$ of $V$ under $\psi$ is a $G$-submodule of $V$ and $W \neq 0$ as $\psi \neq 0$. Since $V$ is an irreducible $G$-module, this forces $V=W$, whence $\psi$ is an epimorphism and consequently is a nonsingular linear transformation of $V$. Thus, in fact, $\psi$ is a $G$-isomorphism. Moreover, the linear transformation $\psi^{-1}$ exists and it is immediate that it commutes with all $x$ in $G$. Hence $\psi^{-1} \in D$ and so $D$ is a division algebra. Since the transformations $(a I) \psi$ and $\psi(a I)$ are each equal to the transformation $a \psi$ for all $a$ in $F$ and all $\psi$ in $\operatorname{Hom}(V, V)$, we also see that $F$ is in the center of $D$.

Our next result is known as Schur's lemma:

## Theorem 5.3 (Schur)

If $V / F$ is an irreducible $G$-module, where $F$ is algebraically closed, then

$$
\operatorname{Hom}_{G}(V, V)=F .
$$

In particular, every element of $\operatorname{Hom}_{G}(V, V)$ determines a scalar linear transformation of $V$.

## Proof

Let $\psi \in D=\operatorname{Hom}_{G}(V, V)$. Then as $D$ is finite-dimensional over $F$, the elements, $I, \psi, \psi^{2}, \ldots$ are not all linearly independent over $F$, and so there exists a nontrivial monic polynomial $f(X)$ over $F$ such that $f(\psi)=0$. Since $F$ is algebraically closed, we have $f(X)=\left(X-a_{1}\right)\left(X-a_{2}\right) \cdots\left(X-a_{n}\right)$ for suitable $a_{i}$ in $F, 1 \leqslant i \leqslant n=\operatorname{deg} f(X)$. But $\psi$ commutes with the
elements $a_{i}=a_{i} I$ of $D$ and consequently

$$
0=f(\psi)=\left(\psi-a_{1}\right)\left(\psi-a_{2}\right) \cdots\left(\psi-a_{n}\right) .
$$

On the other hand, $D$ is a division algebra by the preceding theorem, whence $\psi-a_{j}=0$ for some $j$. Thus $D=F$ and the theorem is proved.

The following theorem gives a description of Hom for the direct sum of isomorphic irreducible $G$-modules:

## Theorem 5.4

Let $V$ be the direct sum of the isomorphic $G$-modules $V_{i} / F, 1 \leqslant i \leqslant t$. Then we have
(i) $\operatorname{Hom}_{G}\left(V_{1}, V_{1}\right)$ and $\operatorname{Hom}_{G}\left(V_{i}, V_{j}\right)$ are $G$-isomorphic for all $i, j$.
(ii) $\operatorname{Hom}_{G}\left(V_{i}, V\right)$ and
$\operatorname{Hom}_{G}\left(V_{i}, V_{1}\right) \oplus \operatorname{Hom}_{G}\left(V_{i}, V_{2}\right) \oplus \cdots \oplus \operatorname{Hom}_{G}\left(V_{i}, V_{t}\right)$ are G-isomorphic for all $i$.
(iii) If $\operatorname{Hom}_{G}\left(V_{1}, V_{1}\right)=F$, then $\operatorname{Hom}_{G}(V, V)$ is isomorphic to the algebra of all $t \times t$ matrices over $F$.

## Proof

Set $D_{i j}=\operatorname{Hom}_{G}\left(V_{i}, V_{j}\right), 1 \leqslant i, j \leqslant t$, and $D=\operatorname{Hom}_{G}(V, V)$. Let $\psi_{i}$ be a fixed $G$-isomorphism of $V_{1}$ on $V_{i}, 1 \leqslant i \leqslant t$. Then it is immediate that for $\theta \in D_{11}$ the mapping $\theta \rightarrow \psi_{i}^{-1} \theta \psi_{j}$ is a $G$-isomorphism of $D_{11}$ on $D_{i j}$, so (i) holds.

Let $\rho_{i}$ be the injection map of $V_{i}$ into $V$ and let $\pi_{i}$ be the projection map of $V$ onto $V_{i}, 1 \leqslant i \leqslant t$. Clearly $\rho_{i} \in \operatorname{Hom}_{G}\left(V_{i}, V\right)$ and $\pi_{i} \in \operatorname{Hom}_{G}\left(V, V_{i}\right)$, and, moreover, the following relations hold:

$$
\begin{align*}
\rho_{i} \pi_{i} & =1_{i},  \tag{5.4}\\
\rho_{i} \pi_{j} & =0_{i}, \quad i \neq j,  \tag{5.5}\\
\sum_{i=1}^{t} \pi_{i} \rho_{i} & =1 \tag{5.6}
\end{align*}
$$

where $1_{i}, 0_{i}$ are the identity and zero element of $D_{i i}$ and 1 is the identity element of $D$.

Using these, we next prove (ii) for $i=1$. Set $D_{1}=\operatorname{Hom}_{G}\left(V_{1}, V\right)$ and for $\phi$ in $D_{1}$ define $\alpha$ by the rule

$$
\begin{equation*}
\phi \alpha=\left(\phi \pi_{1}, \phi \pi_{2}, \ldots, \phi \pi_{t}\right) . \tag{5.7}
\end{equation*}
$$

Since $\phi \pi_{i} \in D_{1 i}$, it is immediate that $\alpha$ is a $G$-homomorphism of $D_{1}$ into $D_{11} \times D_{12} \times \cdots \times D_{1 t}=D_{1}^{*}$. Furthermore, (5.6) shows that each
$\phi \pi_{i}=0_{i}$ only if $\phi=0$, so $\alpha$ is one-to-one. On the other hand, if $\phi^{*}=$ $\left(\phi_{1}, \phi_{2}, \ldots, \phi_{t}\right) \in D_{1}^{*}$, then the element $\phi=\sum_{i=1}^{t} \phi_{i} \rho_{i} \in D_{1}$ and (5.4) and (5.5) imply that $\phi \pi_{i}=\phi_{i}$, whence $\phi \alpha=\phi^{*}$. Thus $\alpha$ is a $G$-isomorphism of $D_{1}$ on $D_{1}^{*}$ proving (ii).

Now assume $D_{11}=F$, in which case $D_{i j}=F$ for all $i, j, 1 \leqslant i, j \leqslant t$. Let $E$ denote the ring of all $t \times t$ matrices over $F$. We define a mapping $\beta$ of $D$ into $E$ by the rule

$$
\begin{equation*}
\phi \beta=\left(\rho_{i} \phi \pi_{j}\right) \tag{5.8}
\end{equation*}
$$

for $\phi$ in $D$. The element $\phi_{i j} \approx p_{i} \phi \pi_{j} \in \operatorname{Hom}_{G}\left(V_{i}, V_{j}\right)$ and so lies in $F$. Thus $\phi \beta$ is, in fact, a $t \times t$ matrix over $F$.

Since $\rho_{i}$ and $\pi_{j}$ are linear transformations, it follows for $\phi, \psi$ in $D$ and $a$ in $F$ that

$$
\begin{equation*}
\phi_{i j}+\psi_{i j}=(\phi+\psi)_{i j} \quad \text { and } \quad(a \phi)_{i j}=a \phi_{i j} \tag{5.9}
\end{equation*}
$$

which together imply that $\beta$ is a homomorphism of the vector space structure of $D$ into that of $E$. Furthermore, we have, using (5.6), that

$$
\begin{equation*}
(\phi \psi)_{i j}=\rho_{i} \phi \psi \pi_{j}=\rho_{i} \phi\left(\sum_{k=1}^{i} \pi_{k} \rho_{k}\right) \psi \pi_{j}=\sum_{k=1}^{1}\left(\rho_{i} \phi \pi_{k}\right)\left(\rho_{k} \psi \pi_{j}\right)=\sum_{k=1}^{I} \phi_{i k} \psi_{k j} . \tag{5.10}
\end{equation*}
$$

But now (5.10) yields that $(\phi \psi) \beta=(\phi \beta)(\psi \beta)$. Hence $\beta$ is an algebra homomorphism of $D$ into $E$.

Now let $\left(a_{i j}\right)$ be an arbitrary element of $E$ with $a_{i j} \in F$ and set

$$
\begin{equation*}
\phi=\sum_{h, k=1}^{\dot{f}} \pi_{h} a_{h k} \rho_{k} . \tag{5.11}
\end{equation*}
$$

Using (5.4) and (5.5), we see at once that $\phi_{i j}=\rho_{i} \phi \pi_{j}=a_{i j}$, whence $\phi \beta=\left(a_{i j}\right)$ and so $\beta$ is an epimorphism.

Suppose finally that $\phi \beta=0$ for $\phi$ in $D$. By (5.6), we have

$$
\begin{equation*}
\phi=\left(\sum_{i=1}^{\dot{t}} \pi_{i} \rho_{i}\right) \phi\left(\sum_{j=1}^{\dot{1}} \pi_{j} \rho_{j}\right)=\sum_{i, j=1}^{\dot{1}} \pi_{i}\left(\rho_{i} \phi \pi_{j}\right) \rho_{j}=0 \tag{5.12}
\end{equation*}
$$

since $\phi_{i j}=\rho_{i} \phi \pi_{j}=0$ for all $i, j$ by our assumption $\phi \beta=0$. Thus $\phi$ is one-to-one and we conclude that $\phi$ is an algebra isomorphism of $D$ on $E$.

In applying part (ii) of Theorem 5.4, it is convenient to identify $\operatorname{Hom}_{G}\left(V_{i}, V_{i}\right)$ with its image in $\operatorname{Hom}_{G}\left(V_{i}, V\right)$ under the injection map $\rho_{i}$. When this is done, (ii) becomes an equality rather than an isomorphism and we obtain the following corollary:

## Theorem 5.5

Let $V$ be the direct sum of isomorphic irreducible $G$-modules $V_{i} / F$, $1 \leqslant i \leqslant t$, and assume that $\operatorname{Hom}_{G}\left(V_{1}, V_{1}\right)=F$. Let $\psi_{i}$ be a fixed $G$-isomorphism of $V_{1}$ into $V_{i}, 1 \leqslant i \leqslant t$. Then any irreducible $G$-submodule $W$ of $V$ is of form $\left(V_{1}\right) \phi$, where

$$
\phi=\sum_{i=1}^{t} a_{i} \psi_{i},
$$

and the elements $a_{i}$ are suitable elements of $F$, uniquely determined by $W$ up to a nonzero scalar multiple. In particular, the hypothesis is satisfied if $F$ is algebraically closed.

## Proof

By Corollary 4.2 there exists a $G$-isomorphism $\phi$ of $V_{1}$ onto $W$. Since $W \subseteq V, \phi \in \operatorname{Hom}_{G}\left(V_{1}, V\right)$ and consequently by our identification and Theorem 5.4(ii), $\phi=\sum_{i=1}^{1} \phi_{i}$, where $\phi_{i} \in \operatorname{Hom}_{G}\left(V_{1}, V_{i}\right)$. But then $a_{i}=\phi_{i} \psi_{i}^{-1} \in$ $\operatorname{Hom}_{G}\left(V_{1}, V_{1}\right)=F$. Hence $\phi_{i}=a_{i} \psi_{i}$ and $\phi=\sum_{i=1}^{t} a_{i} \psi_{i}$. Furthermore, if $\theta$ is any other $G$-isomorphism of $V_{1}$ into $W$, then $\theta \phi^{-1} \in \operatorname{Hom}_{G}\left(V_{1}, V_{1}\right)$, whence $\theta \phi^{-1}=a \in F$. Thus $\theta=a \phi$ and we see that the $a_{i}$ are uniquely determined by $W$ up to a nonzero multiple. The final assertion of the theorem follows at once from Schur's lemma.

If $V / F$ is an irreducible $G$-module over a finite field $F$, then $D=$ $\operatorname{Hom}_{G}(V, V)$ is a finite division ring with $F$ in its center. In particular, $D$ is a vector space over $F$, and consequently $|D|=p^{e}$ for some $e$, where $p$ is the characteristic of $F$. (Actually $D$ is a field by Wedderburn's wellknown theorem, but we do not require this result.) With this preliminary observation, we can now prove the following result of J. A. Green:

## Theorem 5.6

Lét $V$ be the direct sum of the isomorphic irreducible $G$-modules $V_{i} / F$, $1 \leqslant i \leqslant t$, where $F$ is a finite field. Then the number of distinct irreducible $G$-submodules of $V$ is exactly $\left(q^{t}-1\right) /(q-1)$, where $q=\left|\operatorname{Hom}_{G}\left(V_{1}, V_{1}\right)\right|$.

## Proof

Set $D=\operatorname{Hom}_{G}\left(V_{1}, V_{1}\right)$ and $q=|D|$. If $W$ is any irreducible $G$-submodule of $V$, we can repeat the proof of the preceding theorem verbatim with $D$ in place of $F$ to obtain that $W=\left(V_{1}\right) \phi$, where $\phi=\sum_{i=1}^{i} a_{i} \psi_{i}, \psi_{i}$ are fixed $G$-isomorphisms of $V_{1}$ onto $V_{i}$ and $a_{i} \in D$, with $a_{i}$ uniquely determined up to a nonzero element of $D$. On the other hand, for any choice
of $a_{i}, \mathrm{l} \leqslant i \leqslant t$, not all 0 , and corresponding element $\phi,\left(V_{1}\right) \phi$ is an irreducible $G$-submodule of $V$. We conclude at once from this that the number of distinct irreducible $G$-submodules of $V$ is precisely $\left(q^{t}-1\right) /(q-1)$.

The structure of $\operatorname{Hom}_{G}(V, V)$ also provides a simple criterion for the absolute irreducibility of the irreducible $G$-module $V / F$.

## Theorem 5.7

Let $V / F$ be an irreducible $G$-module and assume that the characteristic of $F$ is either 0 or relatively prime to $|G|$. Then $V$ is absolutely irreducible if and only if

$$
F=\operatorname{Hom}_{G}(V, V) .
$$

In particular, $V$ is absolutely irreducible if $F$ is algebraically closed.

## Proof

Again the proof utilizes a simple averaging argument. Let $L$ be an arbitrary extension field of $F$ and set $D_{L}=\operatorname{Hom}_{G}\left(V_{L}, V_{L}\right), D=$ $\operatorname{Hom}_{G}(V, V)$, and $n=|G|$. Also put $E_{L}=\operatorname{Hom}\left(V_{L}, V_{L}\right)$ and $E=$ $\operatorname{Hom}(V, V)$. Let $m=\operatorname{dim}_{F} V$, so that $m^{2}=\operatorname{dim}_{F} E=\operatorname{dim}_{L} E_{L}$. We first derive a particular representation of the elements of $D_{L}$. If $\theta \in E_{L}$, set

$$
\begin{equation*}
\theta \psi=1 / n \sum_{x \in G} x^{-1} \theta x . \tag{5.13}
\end{equation*}
$$

Then $\psi$ is a mapping from $E_{L}$ into $E_{L}$, and as $\theta$ and each $x$ in $G$ is linear, $\psi$ is a linear transformation. Furthermore, if $y \in G$ and we set $z=x y$, we have

$$
\begin{equation*}
y^{-1} \theta \psi y=1 / n \sum_{x \in G} y^{-1} x^{-1} \theta x y=1 / n \sum_{z \in G} z^{-1} \theta z=\theta \psi \tag{5.14}
\end{equation*}
$$

using the fact that $z$ runs over $G$ as $x$ does. Thus $\theta \psi$ commutes with each $y$ in $G$ and so $\theta \psi \in D_{L}$. It follows that $\left(E_{L}\right) \psi \subseteq D_{L}$.

We argue next that $\left(E_{L}\right) \psi=D_{L}$. Indeed, if $\phi \in D_{L}$, then

$$
\begin{equation*}
\phi \psi=1 / n \sum_{x \in G} x^{-1} \phi x=1 / n \sum_{x \in G} \phi=1 / n(n \phi)=\phi, \tag{5.15}
\end{equation*}
$$

as $\phi$ commutes with each $x$ in $G$. Hence $\psi$ is the identity on $D_{L}$ and so $\left(E_{L}\right) \psi=D_{L}$, as asserted.

Now let $(v)=\left\{v_{i} \mid 1 \leqslant i \leqslant m\right\}$ be a basis of $V / F$, so that (v) can also be considered as a basis of $V_{L} / L$. Let $\theta_{i j}$ be the linear transformations of $E$ given by
(5.16) $\quad\left(v_{k}\right) \theta_{i j}=0 \quad$ if $k \neq i \quad$ and $\quad\left(v_{i}\right) \theta_{i j}=v_{j} \quad 1 \leq i, j, k \leq m$.

These $m^{2}$ transformations clearly form a basis for $E_{L /} / L$ as well as for $E / F$.

But then the elements $\theta_{i j} \psi, 1 \leqslant i, j \leqslant n$, span $D_{L} / L$. Since the mapping $\psi$ is defined, in particular, if $L=F$, the $\theta_{i j} \psi$ also span $D / F$.

On the basis of the preceding discussion, we shall now show that $D_{L}=L$ if $D=F$. Indeed, suppose $D=F$, but that $D_{L}$ contains an element $\theta$ which is not a scalar transformation of $V_{L}$. By the preceding paragraph

$$
\begin{equation*}
\theta=\sum_{i, j=1}^{m} a_{i j}\left(\theta_{i j} \psi\right) \quad \text { with } a_{i j} \in L, 1 \leqslant i, j \leqslant m . \tag{5.17}
\end{equation*}
$$

If each $\theta_{i j} \psi$ were a scalar transformation $b_{i j} I$ with $b_{i j} \in L$, then we would have $\theta=b I$, where $b=\sum_{i, j=1}^{m} a_{i j} b_{i j}$, contrary to our choice of $\theta$. Hence $\theta_{i j} \psi$ is not a scalar transformation for some $i$ and $j$. But $\theta_{i j} \psi \in D=F$, a contradiction.

With this information, we can now establish the theorem. Suppose $V_{L}$ is not an irreducible $G$-module for some extension field $L$ of $F$. Since $L$ has the same characteristic as $F, V_{L}$ is a completely reducible $G$-module by Theorem 3.1, whence $V_{L}=U \oplus W$ for suitable nonzero $G$-submodules $U$ and $W$. But then if $\theta$ denotes the element of $E_{L}$ which is the identity on $U$ and the zero transformation on $W$, it is immediate that $x \theta=\theta x$ for all $x$ in $G$, so that $\theta \in D_{L}$. Since 0 and 1 are each characteristic roots of $\theta$ on $V_{L}, \theta$ is not a scalar transformation. Hence $D_{L} \neq L$ and consequently $D \neq F$. We have thus shown that if $D=F$, then $V_{L}$ must be an irreducible $G$ module for every extension field $L$ of $F$ and so that $V$ is absolutely irreducible. Since $D=F$ when $F$ is algebraically closed by Schur's lemma, the final assertion of the theorem holds.

Suppose finally that $D \neq F$ and choose $\theta$ in $D-F$. Take as $L$ an extension field of $F$ containing a characteristic root $\lambda$ of $\theta$ and let $W$ be the subspace of $V_{L}$ consisting of all characteristic vectors of $\theta$ belonging to $\lambda$. If $W=V_{L}$, then $\theta$ is the scalar transformation $\lambda I$ on $V_{L}$ and, in particular, $v_{i} \theta=\lambda v_{i}, 1 \leqslant i \leqslant n$. Since the $v_{i}$ form a basis of $V / F$ and $\theta$ is a linear transformation of $V$, it follows that $\lambda \in F$ and that $\theta=\lambda \in F$, contrary to our choice of $\theta$. Thus $0 \subset W \subset V_{L}$. On the other hand, it is immediate that $W$ is a $G$-submodule of $V_{L}$. We conclude that $V_{L}$ is not an irreducible $G$ module and hence that $V$ is not absolutely irreducible.

In particular, the theorem asserts that any algebraically closed field of characteristic 0 or characteristic prime to $|G|$ is a splitting field for $G$. (Actually the theorem can be proved without any assumption on the characteristic of $F$ [cf. Curtis-Reiner, Theorem 29.11].) Moreover, the argument of the final paragraph of the proof was independent of the hypotheses on $F$. Hence as a corollary, we have

## Corollary 5.8

If $F$ is a splitting field for $G$, then $\operatorname{Hom}_{G}(V, V)=F$ for every irreducible $G$-module $V / F$.

The following easy result is also useful:

## Theorem 5.9

If $F$ is a splitting field for $G$ and if every irreducible representation of $G$ over $F$ can be written in the subfield $L$ of $F$, then $L$ is a splitting field for $G$.

## Proof

Let $\phi$ be an irreducible representation of $G$ on $V / F$ which is written in $L$ and assume that for some extension field $K$ of $L$, the extended representation $\phi_{K}$ of $\phi$ on $V_{K}$ is not irreducible. Since any representation of $G$ over $K$ can be written in a subfield of $K$ that is finitely generated over $L$, we can assume without loss that $K$ is finitely generated over $L$. But then one can readily construct a finitely generated extension $F^{*}$ of $F$ which possesses a subfield $K^{*}$ isomorphic to $K$ under an isomorphism $\alpha$ which is the identity transformation on $L$. Applying $\alpha$ to the matrices representing $\phi_{K}$, we obtain a representation $\phi_{K^{*}}$ on the vector space $V_{K^{*}}=V \otimes_{L} K^{*}$ which is reducible and which is also an extension of the given representation $\phi$. But then the corresponding extension $\phi_{F^{*}}$ of $\phi_{K^{*}}$, and hence of $\phi$, on $V_{F^{*}}$ is reducible. Since $F \subseteq F^{*}$, this contradicts the fact that $F$ is a splitting field of $G$.

## 6. IRREDUCIBLE REPRESENTATIONS AND GROUP ALGEBRAS

We shall now develop some deeper properties of the representations of finite groups, which depend upon certain structure theorems for simple and semisimple finite-dimensional algebras.

To motivate the discussion, we denote by $A(V, F)$ the algebra of all linear transformations of the vector space $V / F$. Suppose now that $V / F$ is a faithful $G$-module, so that we can regard $G$ itself as a group of linear transformations of $V / F$. Thus $G \subseteq A(V, F)$. We can then consider the smallest subalgebra $E(G)$ of $A(V, F)$ containing $G$. Clearly $E(G)$ consists simply of the set of all transformations of the form $\sum_{i=1}^{n} a_{i} x_{i}$ with $x_{i} \in G$ and $a_{i} \in F, 1 \leqslant i \leqslant n$. We call $E(G)$ the enveloping algebra of $G$ (with respect to the faithful $G$-module $V$ ). We see then that our representation of $G$
induces in a natural way a representation of a suitable finite-dimensional algebra over $F$.

To extend this idea to arbitrary $G$-modules, it is best to introduce first the notion of the group algebra $A(G, F)$ of $G$ over the field $F$. Let $x_{i}, l \leqslant i \leqslant m$, be the distinct elements of $G$. Then by definition $A(G, F)$ consists of all formal linear combinations $x=\sum_{i=1}^{m} a_{i} x_{i}$ with $a_{i}$ in $F, 1 \leqslant i \leqslant m$. Addition and scalar multiplication in $A(G, F)$ are defined componentwise in the obvious way. Furthermore, multiplication of two elements $x$ and $y=\sum_{i=1}^{m} b_{i} x_{i}, b_{i} \in F, 1 \leqslant i \leqslant m$, of $A(G, F)$ is defined by the rule

$$
\begin{equation*}
x y=\sum_{i, j=1}^{m} a_{i} b_{j}\left(x_{i} x_{j}\right), \tag{6.1}
\end{equation*}
$$

the sum on the right being expressible in the form $\sum_{k=1}^{m} c_{k} x_{k}, c_{i} \in F, 1 \leqslant i \leqslant m$.
It is an easy exercise that under these operations $A(G, F)$ is, in fact, an algebra over $F$ with basis $x_{i}, 1 \leqslant i \leqslant m$. Since $m=|G|$, we note, in particular, that

$$
\begin{equation*}
\operatorname{dim}_{F} A(G, F)=|G| . \tag{6.2}
\end{equation*}
$$

Furthermore, if we identify the identity element of $G$ with the unity element of $F$, we can regard $F$ as a subset of $A(G, F)$.

Now if $V / F$ is any $G$-module, the operation of $G$ on $V$ induces an operation of $A=A(G, F)$ on $V$ by the rule

$$
\begin{equation*}
v\left(\sum_{i=1}^{m} a_{i} x_{i}\right)=\sum_{i=1}^{m} a_{i}\left(v x_{i}\right) \tag{6.3}
\end{equation*}
$$

for $v$ in $V$. In this way $V / F$ becomes an $A$-module. Furthermore, we can consider the kernel $B$ of $A$, which by definition is

$$
\begin{equation*}
B=\{x \in A \mid v x=0 \quad \text { for all } v \text { in } V\} . \tag{6.4}
\end{equation*}
$$

It is immediate that $B$ is closed under addition, scalar multiplication, and multiplication on the right and left by arbitrary elements of $A$. Thus $B$ is a two-sided ideal of $A$ and so we can consider the factor algebra $A / B$. Just as in the case of $G$, we can make $V / F$ into an $A / B$-module. When we do this, $V$ becomes a faithful $A / B$-module and so $A / B$ can be regarded as an algebra of linear transformations of $V$.

On the other hand, we can consider the kernel $K$ of $G$ on $V$, so that $V / F$ is also a faithful $G / K$-module. But then we also have the enveloping
algebra $E=E(G / K)$ acting on $V$. There is a natural homomorphism $\psi$ of $A$ onto $E$ given by

$$
\begin{equation*}
\left(\sum_{i=1}^{m} a_{i} x_{i}\right) \psi=\sum_{i=1}^{m} a_{i}\left(K x_{i}\right) ; \tag{6.5}
\end{equation*}
$$

and it is a direct consequence of the various definitions that the kernel of $\psi$ is precisely $B$. Thus $A / B$ and $E$ are isomorphic.

Furthermore, we note the obvious but important fact, that any $G$-submodule of $V$ is also an $A$-submodule and conversely. In particular, $V$ is an irreducible $G$-module if and only if it is an irreducible $A$-module. In addition, we see that any $G$-homomorphism $\phi$ of $V$ into $V$ extends by linearity to an $A$-homomorphism $\phi^{*}$-that is, a linear transformation of $V$ such that $(v x) \phi^{*}=\left(v \phi^{*}\right) x$ for all $v$ in $V$ and $x$ in $A$. Since conversely any $A$-homomorphism of $V$, when restricted to $G$, is a $G$-homomorphism, it follows directly that

$$
\begin{equation*}
\operatorname{Hom}_{G}(V, V)=\operatorname{Hom}_{A}(V, V)=\operatorname{Hom}_{E}(V, V), \tag{6.6}
\end{equation*}
$$

where $A=A(G, F)$ and $E=E(G / K), K$ the kernel of $G$ on $V$.
The preceding discussion shows that there is a direct relation between the representation theory of $G$ and that of its group algebra. To examine this relationship, we shall establish some general results concerning the representations and structure of arbitrary algebras. By an algebra $A / F$ we shall mean an associative algebra of finite dimension over $F$. We regard $F$ as embedded in $A$, so that, in particular, $A$ has a unity element 1 . We also use 0 for both the zero element and 0 -ideal of $A$.

A representation of $A / F$ is by definition an algebra homomorphism of $A$ into the algebra $A(V, F)$ of linear transformations of the vector space $V / F$. The various concepts that were introduced in Section 1 concerning representations of groups and group modules carry over with obvious modifications to algebras and we shall use them whenever it is appropriate.

If $V / F$ is a (right) $A$-module for the algebra $A / F$, we introduce the concept of the (right) annihilator $N(U)$ of the $A$-submodule $U$ of $V$ :

$$
N(U)=\{x \in A, U x=0\} .
$$

If $x, y \in N(U)$ and $a \in A$, we have
$U(x+y) \subseteq U x+U y=0 \quad U(x a)=(U x) a=0 \quad U(a x)=(U a) x \subseteq U x=0$.
Thus $x+y, x a$, and $a x$ are all in $N(U)$ and so $N(U)$ is a two-sided ideal of $A$. Similarly, we can define the left annihilator of left $A$-modules.

The ideal structure of $A / F$ will be very important to us. It is an immediate consequence of the definition that every ideal of $A$ (left, right, or two-sided), being closed under addition and multiplication by elements of $F$, is a subspace of $A$ as a vector space over $F$. Since $A$ is finite-dimensional over $F$, $A$ thus satisfies both the ascending and descending chain conditions for left, right, or two-sided ideals.

If $X$ and $Y$ are subsets of $A$, we denote by $X Y$ the set of all finite sums $\sum_{i=1}^{n} x_{i} y_{i}$ with $x_{i} \in X$ and $y_{i} \in Y, 1 \leq i \leq n$. If $Y$ is a right ideal of $A$, it is immediate that $X Y$ is as well, with a similar conclusion holding if $X$ is a left ideal. In particular, for any ideal $R$ of $A$, there is defined an ideal $R^{2}=R R$. Inductively, we can define the ideals $R^{i}=R^{i-1} R$ for all $i$ with $R^{1}=R$ and $R^{0}=A$. Each $R^{i}$ is then a right, left, or two-sided ideal according as $R$ itself is; moreover, $R^{i+1} \subseteq R^{i}$ for all $i$ and, because of linearity, $R^{i} R^{j}=R^{i+j}$ for all $i, j$.

The algebra $A / F$ can be regarded in a natural way as a right $A$-module with the operation $\pi_{x}, x \in A$, of $x$ on $A$ given by

$$
\begin{equation*}
a \pi_{x}=a x \tag{6.7}
\end{equation*}
$$

for all $a$ in $A$. The corresponding representation of $A$ is called the right regular representation of $A$. Similarly, $A$ possesses a left regular representation.

As a right $A$-module, only the vector-space structure of $A$ is considered (together, of course, with the operation of $A$ on this vector space). Thus for example, when considering $\operatorname{Hom}_{A}(A, A)$, it is to be understood that the terms in parentheses refer to $A$ as a module, while the subscript refers to $A$ as an algebra. Furthermore, we note that the submodules of $A$ as an $A$-module are precisely the right ideals of $A$. In particular, then, the notion of the (right) annihilator $N(R)$ of a right ideal $R$ of $A$ is well-defined and is a two-sided ideal of $A$. Similar remarks hold for $A$ as a left-module.

In the case that $A=A(G, F)$ for some group $G$, it follows at once from the definitions that the (right) regular representation of $A$ is induced from that of $G$ by extending the operations from $G$ to $A$ by linearity.

Finally, there are three concepts from group theory that it will be useful to carry over to algebras. First, the center $Z(A)=\{x \in A \mid x a=a x$ for all $a$ in $A\}$. Clearly the center of $A$ contains $F$ and is a subalgebra of $A$.

Second, we have the notion of the internal and external direct product of algebras over the same field $F$. Theorem 1.2.12 holds without change
for algebras provided the term " normal subgroup" is replaced by "twosided ideal." Thus, for example, $A / F$ is the internal direct sum of the twosided ideals $A_{1}, A_{2}$ provided the vector space $A$ is the direct sum of $A_{1}$ and $A_{2}$ and also all products $x_{2} x_{1}=x_{1} x_{2}=0, x_{1} \in A_{1}, x_{2} \in A_{2}$; equivalently, $A_{2} A_{1}=A_{1} A_{2}=0$. When this is the case, we shall write $A=A_{1} \oplus A_{2}$, with similar notation for the direct sum of any number of ideals.

Third, because of the analogy between normal subgroup and two-sided ideal, we call an algebra $A$ simple provided 0 and $A$ are its only two-sided ideals.

Theorems 5.2 and 5.3 extend without change to algebras. Thus we have

## Theorem 6.1

Let $V / F$ be an irreducible $A$-module for the algebra $A / F$. Then we have
(i) $\operatorname{Hom}_{A}(V, V)$ is a division algebra with $F$ in its center.
(ii) If $F$ is algebraically closed, then $\operatorname{Hom}_{A}(V, V)=F$.

Our first major result, which is a particular case of the Jacobson density theorem, gives the structure of algebras which possess a faithful irreducible representation.

## Theorem 6.2

Let $A / F$ be faithfully and irreducibly represented on $V / F$. If $\operatorname{Hom}_{A}(V, V)=F$, then $A$ is isomorphic to the algebra $A(V, F)$ of all linear transformations on $V$.

## Proof

Because of the faithful action of $A$ on $V$, we can regard $A$ as an algebra of linear transformations on $V$. Thus $A \subseteq A(V, F)$ and we must prove that equality holds.

Let $W$ be any proper subspace of $V$ and $u$ any element of $V-W$. Suppose, under these conditions, we can always find an element $x$ of $A$ such that

$$
\begin{equation*}
W x=0 \quad \text { and } \quad u x \neq 0 \tag{6.8}
\end{equation*}
$$

Then $u x A=\{u x z \mid z \in A\} \neq 0$. But $u x A$ is clearly an $A$-invariant subspace of $V$ and so $u x A=V$ by the irreducibility of $A$ on $V$. This means that for any vector $v$ in $V$, there exists an element $a$ in $A$ such that $u x a=v$. Setting $y=x a$, we then have

$$
\begin{equation*}
W y=0 \quad \text { and } \quad u y=v . \tag{6.9}
\end{equation*}
$$

Now let $v_{i}, 1 \leqslant i \leqslant n$, be a basis of $V / F$ and let $w_{i}^{\prime}, 1 \leqslant i \leqslant n$, be arbitrary vectors of $V$. Setting $W_{i}=\left\langle v_{j} \mid 1 \leqslant j \leqslant n, j \neq i\right\rangle$, we have that $v_{i} \in V-W_{i}$,
$1 \leqslant i \leqslant n$. Hence by (6.9) with $W_{i}, v_{i}, w_{i}$ in the roles of $W, u, v$, respectively, there exists $y_{i}$ in $A$ such that

$$
\begin{equation*}
W_{i} y_{i}=0 \quad \text { and } \quad v_{i} y_{i}=w_{i} \quad 1 \leq i \leq n . \tag{6.10}
\end{equation*}
$$

Setting $y=y_{1}+y_{2}+\cdots+y_{n}$, it follows from (6.10) that $v_{i} y=v_{i} y_{1}+$ $v_{i} y_{2}+\cdots+v_{i} y_{n}=v_{i} y_{i}=w_{i}, 1 \leqslant i \leqslant n$. Thus every linear transformation of $V$ can be realized in $A$. Hence to prove that $A=A(V, F)$, we see that it will suffice to establish (6.8).

We proceed to do this by induction on $\operatorname{dim}_{F} W$. First of all, if $W=0$, we can take $x=1$. Assume then that $W \neq 0$ and write $W=U+w F$, where $\operatorname{dim}_{F} U=\operatorname{dim}_{F} W-1$ and $w \in W-U$. Then (6.8) holds by induction for $U$ in place of $W$. This means that if $N(U)$ is the annihilator of $U$ in $A$, any element of $V-U$ can be moved to an arbitrary element of $V$ by a suitable element of $N(U)$. In particular, if $v \in V$ and $v N(U)=0$, then, in fact, $v \in U$. Since $w \notin U$, we have $w N(U) \neq 0$. But $w N(U)$ is an $A$-submodule of $V$ as $N(U)$ is a right ideal and consequently

$$
\begin{equation*}
w N(U)=V \tag{6.11}
\end{equation*}
$$

by the irreducibility of $A$ on $V$.
Now let $u \in V-W$ and suppose, by way of contradiction, that $u x=0$ whenever $W x=0, x \in A$. We define a mapping $T$ of $V$ into $V$ by the rule: for $v$ in $V, v T=u y$, where $y \in N(U)$ is determined from (6.11) by the condition $w y=v$. Although $y$ is not uniquely determined, $T$ is well defined. Indeed, if also $w z=v, z \in N(U)$, then $0=w(y-z)$, whence $W(y-z)=$ $U(y-z)+w(y-z)=0$. By our present assumption this implies that $u(y-z)=0$ and so $v T=u y=u z$. Clearly $\left(v_{1}+v_{2}\right) T=v_{1} T+v_{2} T$ and $(\lambda v) T=\lambda(v T)$ for $\lambda \in F$. Furthermore, if $v=w y$ and $x \in A$, then $v x=w(y x)$. Since $y x$ is in the right ideal $N(U)$, we thus have

$$
(v x) T=u(y x)=(u y) x=(v T) x .
$$

We conclude that $T \in \operatorname{Hom}_{A}(V, V)$.
Hence by the hypothesis of the theorem $T=\lambda I$ for some $\lambda$ in $F$. In other words, for $y$ in $N(U), u y=(w y) T=(\lambda w) y$, whence $(u-\lambda w) y=0$. Thus $(u-\lambda w) N(U)=0$. But as we have argued above, this forces $u-\lambda w$ to lie in $U$, whence $u \in U+w F=W$, contrary to the fact that $u \in V-W$. Thus (6.8) holds and the theorem is proved.

Theorem 6.2 has two corollaries, the first giving an important property of a faithful irreducible representation of a group.

## Theorem 6.3

Let $F$ be a splitting field of $G$ of characteristic 0 or characteristic prime to $|G|$. If $G$ is faithfully and irreducibly represented on $V / F$, then $E(G)$ is isomorphic to $A(V, F)$.

## Proof

We regard $G$ as a group of linear transformations of $V$. Since $G$ acts irreducibly on $V$, so does $E(G)$. Now, by Theorem 5.7, we have $\operatorname{Hom}_{G}(V, V)=F$ and consequently $\operatorname{Hom}_{E(G)}(V, V)=F$ by (6.6). Hence $E(G)$ in its action on $V$ satisfies all the conditions of Theorem 6.2 and we conclude that $E(G)=A(V, F)$.

We can also obtain Wedderburn's basic result on the structure of simple rings:

## Theorem 6.4 (Wedderburn)

Let $A / F$ be a simple algebra, where $F$ is algebraically closed. Then $A$ is isomorphic to the algebra $F_{n}$ of all $n \times n$ matrices over $F$ for some integer $n$.

## Proof

Let $V$ be a minimal right ideal of $A$. Then $V$ is a right $A$-module and any submodule of $V$ is a right ideal of $A$. Hence by the minimality of $V$, we have that $V$ is an irreducible $A$-module. Since $N(V)$ is a two-sided ideal of $A$ and $1 \notin N(V)$, we have $N(V)=0$ by the simplicity of $A$ or, equivaently, $A$ acts faithfully on $V$. Since $F$ is algebraically closed, we also have $\operatorname{Hom}_{A}(V, V)=F$ by Theorem 6.1. We conclude therefore from Theorem 6.2 that $A=A(V, F)$. Since $A(V, F)$ is isomorphic to $F_{n}$, where $n=\operatorname{dim}_{F} V$, the theorem follows.

A second, more classical, proof of Wedderburn's theorem will be available to us once we establish that every right ideal $R$ of a simple algebra $A$ consists of all multiples of an idempotent $e$ (that is, a nonzero element $e$ of $R$ such that $e^{2}=e$ ) (see Theorems 6.10 and 6.11 below). Indeed, on the basis of this result it is not difficult to show that as a vector space $A$ is the direct sum of minimal right ideals $V_{i}, 1 \leqslant i \leqslant m$, which are isomorphic as $A$-modules. But then Theorem 5.4(iii), which extends directly to algebras, will yield that $\operatorname{Hom}_{A}(A, A)=F_{m}$. On the other hand, it is also not difficult to show, using the simplicity of $A$, that $\operatorname{Hom}_{A}(A, A)$ is isomorphic to $A$. Thus $A$ itself is isomorphic to $F_{m}$. It is trivial to check that $F_{m}$ and $F_{n}$ are not isomorphic for $n \neq m$. Hence the integer $n$ of Theorem 6.4 and the integer $m$ must be identical. We shall include the various parts of this proof among the exercises.

An element $x$ of $A$ is called nilpotent if $x^{n}=0$ for some integer $n$. An
ideal $R$ of $A$ (right, left, or two-sided) is called nilpotent if $R^{n}=0$ for some integer $n$. Clearly then, every element of $R$ is nilpotent. For finite-dimensional algebras, the converse is also true, although we shall not need this fact.

We say that $A / F$ is semisimple provided 0 is the only nilpotent two-sided ideal of $A$. Clearly a simple ring is semisimple.

The importance for us of the concept of semisimplicity rests upon the fact that the group algebra $A(G, F)$ is semisimple whenever $F$ has characteristic 0 or characteristic prime to $|G|$.

The proof of this result depends upon properties of the trace of a matrix. We therefore first list without proof the standard elementary facts concerning traces (some of which will not be needed until the next chapter). First of all, if $Y=\left(y_{i j}\right) \in F_{n}$, then, by definition,

$$
\operatorname{tr} Y=\sum_{i=1}^{n} y_{i i} .
$$

We have

## Lemma 6.5

Let $X, Y \in F_{n}$, let $Z \in F_{m}$, and let $\lambda, u \in F$. Then
(i) $\operatorname{tr} X$ is the sum of the characteristic roots of $X$.
(ii) If $X$ is nilpotent, $\operatorname{tr} X=0$.
(iii) $\operatorname{tr} X Y=\operatorname{tr} Y X$.
(iv) $\operatorname{tr}(\lambda X+\mu Y)=\lambda \operatorname{tr} X+\mu \operatorname{tr} Y$
(v) If $X$ and $Y$ are similar matrices, then $\operatorname{tr} X=\operatorname{tr} Y$.
(vi) $\operatorname{tr}(X \otimes Z)=(\operatorname{tr} X)(\operatorname{tr} Z)$
(vii) $\operatorname{tr}\left(X^{t}\right)=\operatorname{tr} X$, where $X^{t}$ is the transpose of $X$.

Because of (v), we can define the trace of a linear transformation $T$ of a vector space $V / F$ by setting $\operatorname{tr} T=\operatorname{tr}\left(T_{v}\right)$ for any basis ( $v$ ) of $V / F$. Since the matrices of $T$ with respect to any two bases of $V$ are similar, tr $T$ is independent of the choice of $(v)$.

If $A=A(G, F)$, then for each $x$ in $A$, right multiplication $\pi_{x}$ of $A$ by $x$ is a linear transformation of $A / F$ and so has a trace. For the elements of $G$, we have

Lemma 6.6

$$
\text { If } x \in G, \text { then } \operatorname{tr} \pi_{x}= \begin{cases}0 & \text { if } x \neq 1 \\ |G| & \text { if } x=1 .\end{cases}
$$

## Proof

We know that $\operatorname{dim}_{F} A=n$, where $n=|G|$. Obviously then the trace of the identity matrix is $n$ and consequently $\operatorname{tr} \pi_{1}=n$. Furthermore, the
elements $x_{i}, 1 \leqslant i \leqslant n$, of $G$ form a basis of $A$ and, for any $x$ in $G, x_{i} \pi_{x}=$ $x_{i} x=x_{j}$ for some $j$. Thus the matrix of $\pi_{x}$ with respect to this basis is a permutation matrix. Moreover, if $x \neq 1, x_{i} x$ is never $x_{i}$ and so the diagonal entries of this matrix are all 0 . Hence $\operatorname{tr} \pi_{x}=0$ if $x \neq 1$.

We can now prove

## Theorem 6.7

For any group $G, A(G, F)$ is semisimple if and only if $F$ has characteristic 0 or characteristic prime to $|G|$.

## Proof

Let $p$ be the characteristic of $F$, let $n=|G|$. Let $x_{1}=1, x_{2}, \ldots, x_{n}$ be the elements of $G$ and set $A=A(G, F)$. Consider first the case that either $p=0$ or $(p, n)=1$ and assume by way of contradiction that $A$ contains a nonzero nilpotent ideal $R$. Let $z=\sum_{i=1}^{n} \mu_{i} x_{i} \in R, \mu_{i} \in F, 1 \leqslant i \leqslant n$, with $z \neq 0$. Then some $\mu_{j} \neq 0$ and, as $R$ is an ideal, also $y=\mu_{j}^{-1} z x_{j}^{-1} \in R$. But for $y$ we have

$$
\begin{equation*}
y=\sum_{i=1}^{n} \lambda_{i} x_{i} \quad \text { with } \quad \lambda_{1}=1 \quad \text { and } \quad \lambda_{i} \in F, 1 \leqslant i \leqslant n . \tag{6.12}
\end{equation*}
$$

We compute $\operatorname{tr} \pi_{y}$. First of all, by the definition of $\pi_{x}$, for $x$ in $A$, we have

$$
\begin{equation*}
\pi_{y}=\sum_{i=1}^{n} \lambda_{i} \pi_{x_{i}}, \tag{6.13}
\end{equation*}
$$

whence

$$
\begin{equation*}
\operatorname{tr} \pi_{y}=\sum_{i=1}^{n} \lambda_{i} \operatorname{tr} \pi_{x_{i}} \tag{6.14}
\end{equation*}
$$

by Lemma 6.5 (iv). But $\operatorname{tr} \pi_{x_{1}}=n$ and $\operatorname{tr} \pi_{x_{i}}=0$ for $i>1$ by Lemma 6.6. Hence (6.14) reduces to $\operatorname{tr} \pi_{y}=n$. On the other hand, $y$ is nilpotent as $y \in R$ and $R$ is nilpotent, which implies that $\pi_{y}$ is a nilpotent linear transformation of $A / F$. But then $\operatorname{tr} \pi_{y}=0$ by Lemma 6.5(ii). This is a contradiction, since $n \neq 0$ in $F$ by our assumption on $p$. Thus $A$ is semisimple in this case.

Conversely, suppose $p \mid n$. Set $x=\sum_{i=1}^{n} x_{i}$. Since by definition of $A$ the $x_{i}$ are linearly independent over $F, x \neq 0$. Since $x_{j} x_{i}$ and $x_{i} x_{j}$ run over the elements of $G$ as $x_{i}$ does, it follows at once that $x_{j} x=x x_{j}=x$ for all $j, 1 \leqslant j \leqslant n$. But then by linearity $a x=x a$ for all $a$ in $A$. Thus $x \in Z(A)$ and
$R=x A$ is a nonzero two-sided ideal of $A$.
On the other hand,

$$
\begin{equation*}
x^{2}=\left(\sum_{i=1}^{n} x_{i}\right)\left(\sum_{j=1}^{n} x_{j}\right)=\sum_{i, j=1}^{n} x_{i} x_{j}=n \sum_{k=1}^{n} x_{k}=n x, \tag{6.15}
\end{equation*}
$$

since for each $k$ there are clearly exactly $n$ solutions $\left(x_{i}, x_{j}\right)$ of the equation, $x_{i} x_{j}=x_{k}$; namely, the pairs $\left(x_{i}, x_{i}^{-1} x_{k}\right), 1 \leqslant i \leqslant n$. But $n=0$ in $F$ as $p \mid n$ and consequently $x^{2}=0$. Since $x \in Z(A)$, it follows that $R^{2}=0$ and hence that $R$ is a nonzero nilpotent two-sided ideal of $A$. We conclude that $A$ is not semisimple.

In the semisimple case ( $F$ algebraically closed), we can completely determine the structure of $A(G, F)$ and in terms of it can describe all the irreducible representations of $G$ over $F$. We shall obtain these results as a particular case of a general structure theorem for semisimple algebras.

To carry this out, we require a sharper characterization of semisimplicity, which depends upon some properties of the so-called Jacobson radical of an algebra:

## Lemma 6.8

Let $R$ be the intersection of all maximal right (left) ideals of the algebra $A / F$. Then we have
(i) $R$ is the intersection of the annihilators of all irreducible right (left) $A$-modules. In particular, $R$ is a two-sided ideal of $A$.
(ii) If $B$ is a two-sided ideal of $A$, then $(R+B) / B$ is contained in the intersection of the maximal right ideals of $A / B$.

## Proof

Let $N$ be the intersection of the annihilators of all irreducible right $A$-modules. Since each of these annihilators is a two-sided ideal of $A$, so also is $N$. Hence (i) will follow once we show that $R=N$.

Let $M$ be a maximal right ideal of $A$. Regarding $A$ as a right $A$-module and $M$ as a submodule, we can consider the factor $A$-module $V=A / M$. If $W$ is an $A$-submodule of $V$, the inverse image of $W$ in $A$ is an $A$-submodule and hence is a right ideal of $A$. But by the maximality of $M$, this ideal is either $M$ or $A$. Hence $W=0$ or $V$ and we conclude that $V$ is an irreducible $A$-module. But then if $x \in N, x \in N(V)$ and so $V x=0$. By definition of the operation of $A$ on $V$, this is equivalent to the relation $A x \subseteq M$. In particular, $x=1 \cdot x \in M$. Since $M$ and $x$ are arbitrary, it follows at once that $N \subseteq R$.

On the other hand, suppose $y \in A-N$. Then by definition of $N$, there exists an irreducible right $A$-module $V / F$ such that $V y \neq 0$. Choose $v$ in $V$ so that $v y \neq 0$. Then $v A=\{v x \mid x \in A\}$ is a nonzero submodule of $V$, so $v A=V$ by the irreducibility of $V$. Consider the mapping $\theta$ of $A$ into $V$ defined by $x \theta=v x$ for $x$ in $A$. It is immediate that $\theta$ is an $A$-homomorphism. Let $M$ be the kernel of 0 , that is, $M=\{z \in A \mid v z=0\}$. Then clearly $M$ is a right ideal of $A$. Furthermore, if $S$ is a right-ideal of $A$ containing $M$, we see that $S \theta$ is a submodule of $V$, whence $S \theta=0$ or $V$. If $S \theta=0$, then $S=M$. If $S \theta=V$, then for any $x$ in $A$, there is an element $z$ in $S$ such that $v x=v z$, whence $x-z \in M$. Since $M \subseteq S, x \in S$ and so $S=A$. Hence $M$ is a maximal ideal of $A$. But $y \notin M$ as $v y \neq 0$. Thus $y \notin R$. It follows that $R \subseteq N$ and we conclude that $R=N$.

To prove (ii), set $\bar{A}=A / B$ and let $\bar{R}, \bar{N}$ have analogous meanings as $R, N$. Then $\bar{R}=\bar{N}$ by (i) and so we need only show that $(N+B) / B \subseteq \bar{N}$. But if $V / F$ is an irreducible $\bar{A}$-module, we can regard it as an irreducible $A$-module on which $B$ acts trivially. Then $V y=0$ for any $y$ in $N$ by definition of $N$. Equivalently $V \bar{y}=0$, where $\bar{y}$ is the image in $\bar{A}$. Thus $\bar{y} \in \bar{N}$ and so $(N+B) / B \subseteq \bar{N}$, proving (ii).

With the aid of this result, we can now prove

## Theorem 6.9

If $A / F$ is semisimple, then $A$ contains no nonzero nilpotent left or right ideals.

## Proof

Let $R$ be the intersection of all maximal right (left) ideals of $A$. We argue, on the one hand, that $R=0$ and, on the other, that $R$ contains all nilpotent right (left) ideals of $A$, which together will establish the theorem.

First of all, $R$ is a two-sided ideal by Lemma 6.8. Now the descending chain of two-sided ideals $R^{i}, i>1$, stabilizes at some point $n$, so that $R^{n}=R^{n+1}=\cdots$. We shall argue that $R^{2 n}=0$, which will force $R=0$ by the semisimplicity of $A$.

Consider the left annihilator $L$ of $R^{n}$ which by definition is the set of $x$ in $A$ such that $x R^{n}=0$. Then $L R^{n}=0$ and also $L$ is a two-sided ideal of $A$. If $L \supseteq R^{n}$, then $0=R^{n} R^{n}=R^{2 n}$; so we may assume that $R^{n} \nsubseteq L$. Set $\bar{A}=A / L$ and let $\bar{R}^{n}$ be the image of $R^{n}$ in $\bar{A}$, so that $\bar{R}^{n}$ is nonzero by our assumption. Now if $\bar{x} \in \bar{A}$ and $\bar{x} \bar{R}^{n}=0$, then $x R^{n} \subseteq L, x$ a representative of $\bar{x}$ in $\bar{A}$. But then $x R^{2 n}=0$ and consequently $x R^{n}=0$ as $R^{n}=R^{2 n}$. By definition of $L$, this yields $x \in L$, whence $\bar{x}=0$. We conclude, in particular, that if $\bar{M}$ is a minimal right ideal of $\bar{A}$ contained in $\bar{R}^{n}$, then $\bar{M} \bar{R}^{n} \neq \overline{0}$. On
the other hand, as $R^{n} \subseteq R, R^{n}$ is contained in the intersection of the maximal right ideals of $A$ by the preceding lemma. But then by the same lemma, applied to $\bar{A}, \bar{R}^{n}$ must be contained in the annihilator of $\bar{M}$, whence $\bar{M} \bar{R}^{n}=\overline{0}$, a contradiction. Thus $R=0$, as asserted.

Finally, let $B$ be a nilpotent right ideal of $A$. We shall argue that $B \subseteq N(V)$ for any irreducible right $A$-module $V$, whence $B \subseteq R$. Suppose, by way of contradiction, that $V B \neq 0$. Then $u B \neq 0$ for some $u \neq 0$ in $V$. Since $u B$ is an $A$-submodule of $V$, it follows that $u B=V$. In particular, there exists $y$ in $B$ such that

$$
\begin{equation*}
u y=-u . \tag{6.16}
\end{equation*}
$$

On the other hand, $y^{k}=0$ for some $k$ as $B$ is nilpotent. Hence $(1+y)^{-1}=$ $1-y+y^{2}-\cdots \pm y^{k-1} \in A$. Setting $z=-y(1+y)^{-1}$, we see that $z \in A$ and that

$$
\begin{equation*}
y+z+y z=0 . \tag{6.17}
\end{equation*}
$$

Now combining (6.16) and (6.17), we have $0=u 0=u(y+z+y z)=$ $-u+u z-u z=-u$, contrary to the fact that $u \neq 0$.

Similarly, every nilpotent left ideal of $A$ is 0 .
This property of semisimple algebras enables us to establish the following basic fact:

## Theorem 6.10

Let $A / F$ be a semisimple algebra and $B$ a right ideal of $A$. Then we have
(i) There exists an idempotent $e$ in $B$ such that $x=$ ex for all $x$ in $B$.
(ii) If $B$ is a two-sided ideal, then $e \in Z(A)$.

## Proof

Let $M$ be a minimal right ideal of $A$ contained in $B$. Since $A$ is semisimple, $M^{2} \neq 0$ by Theorem 6.9. Hence there exists $u$ in $M$ such that $u M \neq 0$. Since $u M$ is also a right ideal of $A$, the minimality of $M$ implies that $u M=M$. Hence $u e=u$ for some $e \neq 0$ in $M$, whence

$$
\begin{equation*}
u\left(e^{2}-e\right)=0 . \tag{6.18}
\end{equation*}
$$

On the other hand, the annihilator $N_{M}(u)$ of $u$ in $M$, defined by

$$
N_{M}(u)=\{y \in M \mid u y=0\},
$$

is also a right ideal of $A$ contained in $M$. However, $N_{M}(u) \subset M$ as $u M \neq 0$. Hence $N_{M}(u)=0$ by the minimality of $M$. But $e^{2}-e \in N_{M}(u)$ by (6.18). Thus $e^{2}=e$ and we conclude that $M$, and therefore also $B$, contains an idempotent.

For each idempotent $e \neq 0$ of $B$, we consider the annihilator $N_{B}(e)$ of $e$ in $B$ and among all such idempotents, we choose $e$ so that $N=N_{B}(e)$ is minimal. This is possible as each $N_{B}(e)$ is a right ideal of $A$. We shall show that (i) holds for such a choice of $e$. It will suffice to establish that $N=0$, for then we shall have $e(x-e x)=e x-e x=0$ for any $x$ in $B$, whence $x-e x \in N=0$ and the desired conclusion $x=e x$ will follow.

Suppose thien that $N \neq 0$. By the first paragraph of the proof, $N$ possesses an idempotent $f$. Set $g=e+f-f e$. Then $e^{2}=e, f^{2}=f$, and $e f=0$. A direct calculation now yields

$$
\begin{equation*}
g^{2}=g \quad e g=e \quad g f=f . \tag{6.19}
\end{equation*}
$$

In particular, $g$ is a nonzero idempotent of $B$. Furthermore, if $x \in N_{B}(g)$, then $g x=0$, whence $e x=(e g) x=0$ and so $x \in N$. Thus $N_{B}(g) \subseteq N$. On the other hand, $f \in N$, but $f \notin N_{B}(g)$ inasmuch as $g f=f \neq 0$. Hence $N_{B}(g) \subset N$ $=N_{B}(e)$, contrary to our choice of $e$. Thus $N=0$ and (i) is proved.

Suppose now that $B$ is two-sided. Then $L=\{x-x e \mid x \in B\}$ is a left ideal of $A$. Moreover, $L e=0$. Hence $L^{2} \subseteq L B=L e B=0$ as $B=e B$. Since $A$ contains no nilpotent left ideals by Theorem 6.9, this yields $L=0$, whence also $x=x e$ for all $x$ in $B$. But now for $y$ in $A, y e$ and $e y$ are each in $B$, whence $y e=e(y e)$ and $e y=(e y) e$. Thus $y e=e y$ for all $y$ in $A$ and so $e \in Z(A)$, proving (ii).

We can now easily establish our desired structure theorem:

## Theorem 6.11 (Wedderburn)

A semisimple algebra $A / F$ is the direct sum of its minimal two-sided ideals, each of which is a simple ring.

## Proof

Let $A_{1}$ be a minimal two-sided ideal of $A$. By the preceding theorem, $A_{1}=A e$ for some idempotent $e$ in $Z(A)$. Set $B=(1-e) A$. Since $e \in Z(A)$, it follows at once that $B$ is also a two-sided ideal of $A$. Now $A_{1} B \subseteq$ $A e(1-e) A=0$. Similarly, $B_{1} A=0$. Furthermore, if $x \in A$, we have $x=e x+(1-e) x$, so $x \in A_{1}+B$. Thus $A=A_{1} \oplus B$ is the direct sum of its subalgebras $A_{1}$ and $B$. Clearly any ideal of $B$ is an ideal of $A$ inasmuch as $B A_{1}=A_{1} B=0$. As $A$ is semisimple, $B$ thus contains no nilpotent two-sided ideals and so is also semisimple. Since $\operatorname{dim}_{F} B<\operatorname{dim}_{F} A, B$ is the direct sum of its minimal two-sided ideals $A_{i}, 2 \leqslant i \leqslant n$. Hence

$$
\begin{equation*}
A=A_{1} \oplus A_{2} \oplus \cdots \oplus A_{n} . \tag{6.20}
\end{equation*}
$$

As in the preceding paragraph, any two-sided ideal $R_{i}$ of $A_{i}$ is a two-
sided ideal of $A$. Hence $R_{i}=0$ or $A_{i}$ by the minimality of $A_{i}$ and so each $A_{i}$ is a simple ring. Thus to complete the proof, it remains only to show that the $A_{i}, 1 \leqslant i \leqslant n$, include all the minimal two-sided ideals of $A$. Let $R$ be a minimal two-sided ideal of $A$. By (6.20), we have

$$
A R=A_{1} R \oplus A_{2} R \oplus \cdots \oplus A_{n} R .
$$

Furthermore, $A_{i} R$ is an ideal of $A$ and is contained in $A_{i} \cap R$. Hence either $A_{i} R=0$ or $A_{i}$. However, if $A_{i} R=0$ for all $i, 1 \leqslant i \leqslant n$, then $A R=0$, whence $R^{2}=0$, contrary to the semisimplicity of $A$. Thus $A_{i} R=A_{i}$ for some $i$. But then $A_{i} \subseteq R$ and now the minimality of $R$ yields $R=A_{i}$, as required.

Combined with Theorem 6.4, we obtain as a corollary

## Theorem 6.12

$A$ semisimple algebra $A / F$ with $F$ algebraically closed is isomorphic to

$$
F_{n_{1}} \oplus F_{n_{2}} \oplus \cdots \oplus F_{n_{r}}
$$

for suitable integers $r$ and $n_{i}, 1 \leqslant i \leqslant r$.
The minimal right ideals of an algebra $A / F$ are all irreducible $A$-submodules and so determine irreducible representations of $A$. In the semisimple case, we can show conversely that every irreducible representation of $A$ arises in this way.

## Theorem 6.13

If $A / F$ is semisimple, then every irreducible representation of $A$ is equivalent to one determined by a minimal right ideal of $A$.

## Proof

Let $V / F$ be the representation space of an irreducible representation of $A$. We regard $V$ as an $A$-module. We let $v \in V, v \neq 0$. Since $v 1=v$, it follows as in the proof of Lemma 6.8 that $v A=V$ and that the mapping $x \theta=v x$ for $x$ in $A$ is an $A$-homomorphism of $A$ onto $V$ whose kernel $M$ is a maximal right ideal of $A$. But then $\theta$ induces an $A$-isomorphism of the factor $A$-module $A / M$ and the $A$-module $V$. Hence it will suffice to show that $A / M$ is $A$-isomorphic to the module determined by some minimal right ideal of $A$.

Since $A$ is semisimple, $M$ contains an idempotent $e$ such that $e x=x$ for all $x$ in $M$ by Theorem 6.10(i). Set $B=(1-e) A$. Then $y=e v+(1-e) y \in M+B$ for any $y$ in $A$. On the other hand, if $y \in M \cap B, y=e y$ and $y=(1-e) z, z \in A$. But then $e y=e(1-e) z=0$, so $y=0$. Thus $A=M \oplus B$. But by Lemma 1.1, extended to algebras, the $A$-modules $A / M$ and $B$ are
$A$-isomorphic. Since $A / M$ is irreducible, so also is $B$ and consequently $B$ is a minimal right ideal of $A$, proving the theorem.

With this information we can now determine all the irreducible representations of a group $G$ over an algebraically closed field $F$ of characteristic 0 or prime to $|G|$. If $\phi$ is any representation of $G$ over $F$, with representation space $V / F$, we know by Theorem 3.1 that $\phi$ is completely reducible; that is, $V$ is the direct sum of $(G) \phi$-invariant subspaces on each of which $(G) \phi$ acts irreducibly. Thus we can write $\phi$ as the sum of certain irreducible representations of $G$, which we call the constituents of $\phi$. It is convenient to identify equivalent constituents. When we do this, we can then write

$$
\phi=m_{1} \phi_{1}+m_{2} \phi_{2}+\cdots+m_{h} \phi_{h},
$$

where the $\phi_{i}$ are the distinct inequivalent constituents of $\phi$ and $m_{i}$ is the number of constituents of $\phi$ equivalent to $\phi_{i}, 1 \leq i \leq h$. We call $m_{i}$ the multiplicity of $\phi_{i}$ in $\phi$. It is an immediate consequence of the definition that

$$
\begin{equation*}
\operatorname{deg} \phi=m_{1} \operatorname{deg} \phi_{1}+\cdots+m_{h} \operatorname{deg} \phi_{h} . \tag{6.21}
\end{equation*}
$$

Our main result is as follows:

## Theorem 6.14

Let $G$ be a group and $F$ an algebraically closed field of characteristic 0 or prime to $|G|$ Then the following holds:
(i) $A=A(G, F)$ is isomorphic to $F_{n_{1}} \oplus F_{n_{2}} \oplus \cdots \oplus F_{n_{r}}$ for suitable integers $r$ and $n_{i}, 1 \leqslant i \leqslant r$.
(ii) The irreducible representations of $A$ and $G$ determined by minimal right ideals of $F_{n_{i}}$ and $F_{n_{j}}$ are equivalent if and only if $i=j$. Furthermore, if $\phi_{i}$ denotes such a representation determined by $F_{n_{i}}$, then $\operatorname{deg} \phi_{i}=n_{i}, 1 \leqslant i \leqslant r$.
(iii) Every irreducible representation of $G$ over $F$ is equivalent to some $\phi_{i}, 1 \leqslant i \leqslant r$.
(iv) If $\pi$ denotes the regular representation of $A$, then

$$
\pi=n_{1} \phi_{1}+n_{2} \phi_{2}+\cdots+n_{r} \phi_{r} .
$$

(v) $|G|=n_{1}^{2}+n_{2}^{2}+\cdots+n_{r}^{2}$.
(vi) The integer $r$ is equal to both the number of conjugate classes of $G$ and the dimension of $Z(A)$ over $F$.

## Proof

Since $A$ is semisimple by Theorem 6.7, (i) follows from Theorem 6.12, as $F$ is algebraically closed. We may identify $A$ with $F_{n_{1}} \oplus F_{n_{2}} \oplus \cdots \oplus F_{n_{r}}$, in which case $A_{i}=F_{n_{i}}, 1 \leqslant i \leqslant r$, are all the minimal two-sided ideals of $A$.

If $B$ is a minimal right ideal of $A, B A_{i}=B$ or 0 for each $i$. Since $B A \neq 0$, we must have $B A_{i}=B$ for some $i$, whence $B \subseteq A_{i}$. Thus every minimal right ideal of $A$ is contained in one of the $A_{i}$. Therefore by the preceding theorem every irreducible representation of $A$, and hence also of $G$, is equivalent to one determined by a minimal right ideal of one of the $A_{i}$. Thus (iii) will follow from (ii).

Now for $x$ in $A$ we can write $x$ uniquely in the form $x=\sum_{i=1}^{r} x_{i}, x_{i} \in A_{i}$. But then if $\pi$ denotes the regular representation of $A$ and if we set $(x) \pi_{i}=\left(x_{i}\right) \pi$ for $x$ in $A$, we see at once that each $\pi_{i}$ is a representation of $A$ and that

$$
\begin{equation*}
\pi=\pi_{1}+\pi_{2}+\cdots+\pi_{r} \tag{6.22}
\end{equation*}
$$

But for $i \neq j,\left(x_{i}\right) \pi_{j}$ is the zero transformation of $A$, while $\left(x_{i}\right) \pi_{i}$ is not, for all $x_{i} \neq 0$ in $A_{i}$. We conclude at once from the definition that $\pi_{i}$ and $\pi_{j}$ are inequivalent for $i \neq j$. This also shows that the action of $(A) \pi_{i}$ on $A_{i}$ is the same as the action of $\left(A_{i}\right) \pi_{i}$ on $A_{i}$; consequently $\pi_{i}$ can be identified with the regular representation of $A_{i}$.

We shall argue that $\pi_{i}=n_{i} \phi_{i}$, where $\phi_{i}$ is an irreducible representation of $A_{i}$, that $\operatorname{deg} \phi_{i}=n_{i}$, and that the representation of $A_{i}$ determined by any of its minimal right ideals is equivalent to $\phi_{i}, 1 \leqslant i \leqslant r$. Since $\pi_{i}$ and $\pi_{j}$ are inequivalent for $i \neq j$, this will clearly imply that $\phi_{i}$ and $\phi_{j}$ are inequivalent for $i \neq j$. Thus (ii) will follow. Furthermore, in view of (6.22), (iv) will also follow.

These assertions are properties of $F_{n i}$, so for simplicity we drop the subscript $i$. Let $e_{i j}$ be the matrix with 1 in the $\{i, j\}$ th place and 0 elsewhere, and let $U_{i}$ be the subspace spanned by $e_{i 1}, e_{i 2}, \ldots, e_{i n}$. Thus $U_{i}$ consists of the matrices whose $i$ th row is arbitrary, but all other entries are 0 . One verifies directly that $\operatorname{dim}_{F} U_{i}=n$, that

$$
\begin{equation*}
F_{n}=U_{1} \oplus U_{2} \oplus \cdots \oplus U_{n}, \tag{6.23}
\end{equation*}
$$

and that each $U_{i}$ is a minimal right ideal of $F_{n}$. If $P_{i j}$ denotes the permutation matrix in $F_{n}$ which interchanges rows $i$ and $j$, then left multiplication by $P_{i j}$ is a vector space isomorphism of $U_{i}$ onto $U_{j}$. Since for any $x \in F_{n}, P_{i j}\left(U_{i} X\right)=\mathrm{P}_{i j}\left(U_{j} X\right)$, it follows that $U_{i}$ and $U_{j}$ are equivalent representations. Thus the $U_{i}$ determine equivalent irreducible representations of degree $n$. Denoting one of these by $\phi$, it follows from (6.23) that the regular representation of $F_{n}$ is equal to $n \phi$. Finally, since $F_{n}$ is the direct sum of isomorphic irreducible $F_{n}$-modules, every irreducible submodule of $F_{n}$, and so every minimal right ideal of $F_{n}$, is isomorphic to
$U_{1}$ (compare Corollary 4.2). (Actually in the present case it is easy to see that the $U_{i}$ are the only minimal right ideals of $F_{n}$.) This completes the proof of (ii) and (iv).

It follows now from (ii) and (iv) together with (6.21) that $\operatorname{deg} \pi=\sum_{i=1}^{r} n_{i}^{2}$. On the other hand, $\operatorname{deg} \pi=\operatorname{dim}_{F} A$, which is $|G|$ by definition of the group algebra. Hence (v) also holds.

To prove (vi), observe first that if $x \in Z(A)$ and $x=\sum_{i=1}^{r} x_{i}$ with $x_{i} \in A_{i}$, then for $a$ in $A$,

$$
x a=a x=\sum_{i=1}^{r} a x_{i}=\sum_{i=1}^{r} x_{i} a .
$$

But $a x_{i}$ and $x_{i} a$ are in $A_{i}$ and, as the decomposition of $A$ is direct, we must have $a x_{i}=x_{i} a$, whence each $x_{i} \in Z(A)$. However, $A_{i}=F_{n_{i}}$ and hence $Z\left(A_{i}\right)$ consists precisely of the scalar matrices of $A_{i}$. Hence $\operatorname{dim}_{F} Z\left(A_{i}\right)=1$, $1 \leqslant i \leqslant r$, and we conclude that $\operatorname{dim}_{F} Z(A)=r$.

Finally, let $K_{j}, 1 \leqslant j \leqslant s$, be the conjugate classes of $G$ and let $y_{j k}, 1 \leqslant k \leqslant m_{j}=\left|K_{j}\right|$ be the elements of $K_{j}$. Consider the $s$ elements $y_{j}$ of $A$ defined by

$$
\begin{equation*}
y_{j}=\sum_{k=1}^{m_{j}} y_{j k} \quad 1 \leqslant j \leqslant s . \tag{6.24}
\end{equation*}
$$

We shall argue that $y_{1}, y_{2}, \ldots, y_{s}$ is a basis of $Z(A)$ over $F$, which will prove that $s=\operatorname{dim}_{F} Z(A)=r$.

First of all, for $x$ in $G$,

$$
\begin{equation*}
x^{-1} y_{j} x=\sum_{k=1}^{m_{j}} x^{-1} y_{j k} x=y_{j}, \tag{6.25}
\end{equation*}
$$

since $x^{-1} y_{j k} x$ runs over the elements of the conjugate class $K_{j}$ as $y_{j k}$ does. Thus $y_{j}$ centralizes each element of $G$ and so by linearity is in the center of $A$. Furthermore, the elements of $G$, as elements of $A$, are linearly independent over $F$. Since each element of $G$ is a summand of exactly one $y_{j}$, it follows that the $y_{j}$ are linearly independent over $F$.

Finally, let $z=\sum \lambda_{j k}, v_{j k}, \lambda_{j k} \in F, 1 \leqslant j \leqslant s, 1 \leqslant k \leqslant m_{j}$, be an arbitrary element of $Z(A)$. Denote by $x_{j k}$ an element of $G$ such that $x_{j k}^{-1} y_{j 1} x_{j k}=y_{j k}$. Then using the fact that $x_{j k}^{-1} z x_{j k}=z$ and also the linear independence of the $y_{j k}$, it follows at once that $\lambda_{j k}=\lambda_{j 1}, l \leq k \leq m_{j}$. Thus $z=\sum_{j=1}^{s} \lambda_{j 1} y_{j}$ and
we see that the $y_{j} \operatorname{span} Z(A)$ over $F$. Hence the $y_{j}$ are indeed a basis of $Z(A)$ over $F$ and (vi) is proved.

As a corollary, we obtain the following theorem on the existence of splitting fields:

## Theorem 6.15

Let $G$ be a group, let $K$ be either the field of rational numbers or the field $Z_{p}$ with $p$ prime to $|G|$, and let $F$ be an algebraic closure of $K$. Then there exists a subfield $L$ of $F$ of finite degree over $K$ such that
(i) Every irreducible representation of $G$ over $F$ can be written in $L$.
(ii) $L$ is a splitting field for $G$.

## Proof

Inview.of Theorems 5.7and5.9, it will suffice to prove (i). By Theorem 6.14, $G$ has only a finite number $r$ of inequivalent irreducible representations $\phi_{i}$, $1 \leqslant i \leqslant r$. Let $V_{i}, 1 \leqslant i \leqslant r$, be the corresponding representation spaces of degree $m_{i}$ and let $\left(v_{i}\right)$ be a basis of $V_{i}$. Then for each $x$ in $G$, we have

$$
\begin{equation*}
\left(x \phi_{i}\right)_{\left(v_{i}\right)}=\left(\alpha_{j k}^{(i)}(x)\right), \tag{6.26}
\end{equation*}
$$

where $\alpha_{j k}^{(i)}(x)$ is a suitable element of $F, 1 \leqslant j, k \leqslant m_{i}, 1 \leqslant i \leqslant r$. We let $L$ be the subfield of $F$ obtained from $K$ by adjoining all the elements $\alpha_{j k}^{(i)}(x)$, which are clearly finite in number. Since $F$ is an algebraic closure of $K$, each of these elements is algebraic over $K$ and consequently $L$ is of finite degree over $K$.

Now obviously by our choice of $L$, each of the representations $\phi_{i}$ can be written in $L, 1 \leqslant i \leqslant r$. But then it is immediate from the definition that any representation of $G$ over $F$ equivalent to one of the $\phi_{i}$ can be written in $L$. Since every irreducible representation of $G$ is equivalent to one of the $\phi_{i},(i)$ follows.

## 7. REPRESENTATIONS OF DIRECT AND CENTRAL PRODUCTS

On the basis of the results of Sections 5 and 6 we shall now determine the irreducible representations of the direct and central products of groups in terms of those of the individual factors.

If $G=H \times K$ and $V / F, W / F$ are $H$ - and $K$-modules, respectively, there is a natural way of turning $U=V \otimes_{F} W$ into a $G$-module. Indeed, let $(v)=\left\{v_{i} \mid 1 \leqslant i \leqslant m\right\}$ and $(w)=\left\{w_{j}^{\prime} \mid 1 \leqslant j \leqslant n\right\}$ be bases of $V / F$ and $W / F$,
respectively, and let $(u)=\left\{u_{i j}=v_{i} \otimes w_{j} \mid 1 \leqslant i \leqslant m, 1 \leqslant j \leqslant n\right\}$ be the corresponding basis of $U$. Then if $x=(h, k)$ is any element of $G$ with $h \in H$, $k \in K$, we define

$$
\begin{equation*}
u_{i j} x=\left(v_{i} h\right) \otimes\left(w_{j} k\right) \quad \text { for all } i, j, \tag{7.1}
\end{equation*}
$$

and extend the operation of $x$ to all of $U$ by linearity. Using the basic properties of tensor products together with the facts that $V$ and $W$ are $H$ - and $K$-modules, one checks easily that $U$ becomes a $G$-module under this definition.

We call $U / F$ a product module and the corresponding representation a product representation.

Our principal result is the following:

## Theorem 7.1

Let $G=H \times K$ and let $F$ be a splitting field for both $H$ and $K$. If V/F and $W / F$ are irreducible $H$ - and $K$-modules, respectively, then the product module $V \otimes_{F} W$ is an irreducible $G$-module. Conversely, every irreducible $G$-module oter $F$ is equivalent to a product module of this form.

## Proof

We regard $G$ as the internal direct product of $H$ and $K$, so that each $x \in G$ can be uniquely written in the form $x=h k, h \in H, k \in K$, and $h k=k h$. We first establish the converse and let $U / F$ be an irreducible $G$-module. Apply Clifford's theorem with respect to the normal subgroup $H$, letting $U_{i}, 1 \leqslant i \leqslant r$, be the corresponding Wedderburn components. Since $K \subseteq C_{G}(H)$, Theorem $4.1($ iii) implies that both $H$ and $K$, and hence also $G$, leaves each $U_{i}$ invariant. But then $U=U_{1}$ by the irreducibility of $U$ as a $G$-module.

Hence $U=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{n}$, where the $V_{i}$ are isomorphic irreducible $H$-modules. Let $\psi_{j}$ be a fixed $H$-isomorphism of $V_{1}$ onto $V_{j}, 1 \leqslant j \leqslant n$. Now for each $k$ in $K, V_{j} k=\left(V_{1}\right) \psi_{j} k$ is an irreducible $H$-submodule of $U$ isomorphic to $V_{1}$. Furthermore, we have $\operatorname{Hom}_{H}\left(V_{i}, V_{i}\right)=F$ by Corollary 5.8, as $F$ is a splitting field of $H$. It follows therefore from Theorem 5.5 that

$$
\begin{equation*}
\psi_{j} k=\sum_{s=1}^{n} a_{j s}(k) \psi_{s}, \tag{7.2}
\end{equation*}
$$

where $a_{j s}(k)$ are suitable elements of $F$ which are uniquely determined by $j$ and the element $k$, up to a nonzero scalar multiple.

Next let $v_{i}, l \leqslant i \leqslant m$, be a basis of $v_{1}$. Then the elements $v_{i} \psi_{j}$, $1 \leqslant i \leqslant m, l \leqslant j \leqslant n$, form a basis of $U$. Hence the action of $G$ on $U$ is determined by its effect on the elements $v_{i} \psi_{j}$. Now let $x \in G$ and set $x=h k$,
$h$ in $H, k$ in $K$. Using (7.2) together with linearity and the fact that $h$ commutes with each $\psi_{j}$, we deduce that

$$
\begin{equation*}
\left(v_{i} \psi_{j}\right) x=\left(v_{i} h\right)\left(\psi_{j} k\right) \quad \text { for all } i, j \tag{7.3}
\end{equation*}
$$

On the other hand, let $W$ be the vector space over $F$ with basis $(\psi)=\left\{\psi_{j} \mid 1 \leqslant j \leqslant n\right\}$. We make $W$ into a $K$-module by using (7.2) to define the action of $k$ in $K$ on $W$. But then the tensor product $T=V_{1} \otimes_{F} W$ is a product $G$-module and we have

$$
\begin{equation*}
\left(v_{i} \otimes \psi_{j}\right) x=\left(v_{i} h\right) \otimes\left(\psi_{j} k\right) \tag{7.4}
\end{equation*}
$$

for all $i, j$ and all $x=h k$ in $G$ by definition of the product module.
But now if $\theta$ denotes the linear transformation of $U$ onto $T$ which maps the basis elements $v_{i} \psi_{j}$ of $U$ on the corrésponding basis element $v_{i} \otimes \psi_{j}$, (7.3) and (7.4) imply that for all $x$ in $G$, we have

$$
\begin{equation*}
\left(v_{i} \psi_{j}\right) x \theta=\left(v_{i} \psi_{j}\right) \theta x \quad \text { for all } i, j . \tag{7.5}
\end{equation*}
$$

Hence by linearity $\theta$ is a $G$-isomorphism of $U$ on $T$ and so the $G$-modules $U / F$ and $T / F$ are equivalent.
Finally $V_{1}$ is an irreducible $H$-module. If $W$ contained a proper $K$-submodule $W_{1} \neq 0$, then $V_{1} \otimes W_{1}$ would be a nontrivial proper $G$-submodule of $T$, whence $T$ would not be an irreducible $G$-module. But then $U$, being $G$-isomorphic to $T$, would also not be irreducible, a contradiction. Thus $W$ is an irreducible $K$-module and the converse is completely proved.
To establish the first statement, let $U=V \otimes_{F} W$ be the product $G$-module of the irreducible $H$ - and $K$-modules $V$ and $W$. Let $\operatorname{dim}_{F} V=m$ and $\operatorname{dim}_{F} W=n$, so that $\operatorname{dim}_{F} U=m n$. Let $U_{1}$ be a nonzero irreducible $G$-submodule of $U$. Then by the converse part of the theorem, $U_{1}$ is equivalent to a product representation $V_{1} \otimes_{F} W_{1}$, where $V_{1}, W_{1}$ are irreducible $H$ and $K$-modules, respectively. Let $m_{1}=\operatorname{dim}_{F} V_{1}$ and $n_{1}=\operatorname{dim}_{F} W_{1}$, so that $\operatorname{dim}_{F} U_{1}=m_{1} n_{1}$. It will suffice to show that $m_{1} \geqslant m$ and $n_{1} \geqslant n$, for then $\operatorname{dim}_{F} U_{1} \geqslant \operatorname{dim}_{F} U$, forcing $U_{1}=U$, and the irreducibility of $U$ will follow. By symmetry, we need only show that $n_{1} \geqslant n$.

As $U_{1}$ is equivalent to $V_{1} \otimes_{F} W_{1}$, it possesses an irreducible $K$-submodule $T$ which is isomorphic to $W_{1}$, and we have $\operatorname{dim}_{F} T=n_{1}$. Now let (v) $=\left\{v_{i} \mid 1 \leqslant i \leqslant m\right\}$ be a basis for $V$. Since $T \subseteq U=V \otimes_{F} W$, we can express any element $u \neq 0$ of $T$ in the form

$$
\begin{equation*}
u=\sum_{j=1}^{r} v_{i j} \otimes w_{j}, \tag{7.6}
\end{equation*}
$$

where $i_{j} \neq i_{j^{\prime}}$, if $j \neq j^{\prime}$, and each $w_{j}$ is a nonzero element of $W$. But now
by definition of the action of $G$ on $U$, we have for $k$ in $K$,

$$
\begin{equation*}
u k=\sum_{j=1}^{r} v_{i j} \otimes w_{j} k . \tag{7.7}
\end{equation*}
$$

On the other hand, as $K$ acts irreducibly on $W$, there exist elements $k_{s}, 1 \leqslant s \leqslant n$, such that the $n$ elements $w_{1} k_{s}$ are linearly independent in $W / F$, where $w_{1}$ is as in (7.6) and (7.7). However, it follows at once now from (7.7) that the elements $u k_{s}, 1 \leqslant s \leqslant n$, are linearly independent in $T / F$. Hence $n_{1} \geqslant n$, and the theorem is proved.

Consider next the case that $G=H K$ is a central product. The discussion of Section 2.5, shows that $G$ is, in fact, a homomorphic image of the direct product $G^{*}=H \times K$. But, in general, if $G$ and $G^{*}$ are groups with $G=G^{*} / N^{*}$ for some normal subgroup $N^{*}$ of $G^{*}$, then any $G$-module $U / F$ can be considered to be a $G^{*}$-module, in which the elements of $N^{*}$ induce the identity transformation of $U$. Thus the category of all $G$ modules coincides with the category of all $G^{*}$-modules in which $N^{*}$ is in the kernel. We thus have

## Theorem 7.2

A central product $G=H K$ of $H$ and $K$ can be identified with $G^{*} / N^{*}$, where $G^{*}=H \times K$ and $N^{*}$ is a suitable normal subgroup of $G^{*}$. Then any $G$-module over a field $F$ is a $G^{*}$-module in which $N^{*}$ is in the kernel, and conversely.

In view of this result, Theorem 7.1 provides equally well a description of the irreducible $G$-modules for a central product $G=H K$ over a splitting field $F$ of $H$ and $K$.

Theorems 7.1 and 7.2 are stated for the direct and central products of two factors. Clearly one can prove easily by induction corresponding results for the direct and central products of any finite number of groups.

## 8. p-STABLE REPRESENTATIONS

If $V / F$ is a faithful irreducible $G$-module, where $F$ is a field of characteristic $p$, we can ask whether any $p$-element of $G$ has a quadratic minimal polynomial. The answer to this question turns out to be of fundamental importance in a variety of problems, especially in the study of simple groups. If $p=2$, then obviously any element $x$ of $G$ of order 2 satisfies the polynomial $X^{2}-1=(X-1)^{2}$ of degree 2 and, as $V$ is faithful, this must
be its minimal polynomial. We see then that the question is meaningful only when $p$ is odd.

If $G=S L(2, p)$ acting on a two-dimensional vector space $V$ over $Z_{p}$, then every element of $G$ has a quadratic characteristic polynomial and so a nontrivial $p$-element certainly has a quadratic minimal polynomial in this case. Thus there do exist groups $G$ and faithful irreducible $G$-modules $V$ over fields of characteristic $p, p$ odd, in which a $p$-element of $G$ does have a quadratic minimal polynomial.

In treating this question systematically, it is convenient to drop the assumption of irreducibility. However, we note that by Theorem 1.3 a group $G$ possesses a faithful irreducible module $V / F, F$ of characteristic $p$, only if $G$ has no nontrivial normal $p$-subgroups. In generalizing the situation, we must preserve this basic condition. Furthermore, for the applications, it is enough to restrict oneself to finite fields. We are thus led to introduce the following concept:

Let $G$ be a group with no nontrivial normal $p$-subgroups, $p$ odd. A faithful representation $\phi$ of $G$ on a vector space $V$ over $G F\left(p^{n}\right)$ will be called $p$-stable provided no $p$-element of $(G) \phi$ has a quadratic minimal polynomial on $V$. Moreover, we say that $G$ is $p$-stable if all such faithful representations of $G$ are $p$-stable.

Our analysis of $p$-stability depends on the following result:

## Theorem 8.1

Let $G$ be a group of linear transformations acting faithfully and irreducibly on a vector space $V$ over an algebraic closure $F$ of $Z_{p}$ and assume that $G$ is generated by two p-elements which have a quadratic minimal polynomial on $V$. Then $G$ contains a subgroup isomorphic to $\operatorname{SL}(2, p)$.

## Proof

Let $x_{1}, x_{2}$ be the two given generators of $G$. Set $C_{V}\left(x_{i}\right)=V_{i}, 1 \leqslant i \leqslant 2$. Since $x_{i}$ is a $p$-element and $F$ is of characteristic $p$, the minimal polynomial of $x_{i}$ must be $(X-1)^{2}$ and consequently $V\left(x_{i}-1\right)^{2}=0 ; 1 \leqslant i \leqslant 2$, where 1 denotes the identity transformation of $V$. Setting $W_{i}=V\left(x_{i}-1\right)$, it follows that $W_{i}\left(x_{i}-1\right)=0$, whence $W_{i} \subseteq V_{i}, 1 \leqslant i \leqslant 2$, Thus $x_{i}-1$ is a linear transformation of $V$ into $V_{i}$ whose kernel is precisely $V_{i}$. But $\operatorname{dim}_{F} V-\operatorname{dim}_{F} \operatorname{ker}\left(x_{i}-1\right)=\operatorname{dim}_{F} V\left(x_{i}-1\right)$, and it follows that $d \leqslant 2 d_{i}$, where $d=\operatorname{dim}_{F} V$ and $d_{i}=\operatorname{dim}_{F} V_{i}, 1 \leqslant i \leqslant 2$.

Suppose $d_{1}$ or $d_{2}$ exceeds $d / 2$, in which case $W=V_{1} \cap V_{2} \neq 0$. But $x_{1}$ and $x_{2}$ each act trivially on $W$ and so $G=\left\langle x_{1}, x_{2}\right\rangle$ also does. Since $G$ acts irreducibly on $V$, this forces $V=W$, contrary to the fact that $G$ acts
faithfully on $V$. Hence $d=2 m$ is even, $d_{1}=d_{2}=m$, and $W=0$. In particular, we have

$$
\begin{equation*}
V=V_{1} \oplus V_{2} . \tag{8.1}
\end{equation*}
$$

Now $x_{1}-1$ maps $V_{2}$ into $V_{1}$. Since $V_{1} \cap V_{2}=0$ and $V_{1}, V_{2}$ have the same dimensions, it follows that $x_{1}-1$ is an isomorphism of $V_{2}$ on $V_{1}$. Similarly $x_{2}-1$ is an isomorphism of $V_{1}$ on $V_{2}$. Let $v_{i}, 1 \leqslant i \leqslant m$, be a basis of $V_{2}$, and set $v_{m+i}=v_{i}\left(x_{1}-1\right), 1 \leqslant i \leqslant m$. Then the $v_{m+i}$ form a basis of $V_{1}$ and the $v_{i}, l \leqslant i \leqslant 2 m$, form a basis of $V$. Relative to this basis, $x_{1}$ and $x_{2}$ are represented, respectively, by the matrices

$$
A_{1}=\left(\begin{array}{cc}
I & 0  \tag{8.2}\\
I & I
\end{array}\right) \quad \text { and } \quad A_{2}=\left(\begin{array}{cc}
I & R \\
0 & I
\end{array}\right),
$$

where $R$ is the matrix of the isomorphism of $V_{1}$ on $V_{2}$ determined by $x_{2}-1$. Thus $R$ is nonsingular.

Since $F$ is algebraically closed, there exists a nonsingular $m \times m$ matrix $Q$ such that

$$
\begin{equation*}
S=Q^{-1} R Q \tag{8.3}
\end{equation*}
$$

is in Jordan canonical form. Hence if we conjugate $A_{1}, A_{2}$ by the matrix

$$
D=\left(\begin{array}{ll}
Q & 0  \tag{8.4}\\
0 & Q
\end{array}\right),
$$

which corresponds to a suitable change of basis of $V$, the matrices of $x_{1}, x_{2}$ with respect to the new basis are

$$
B_{1}=A_{1} \quad \text { and } \quad B_{2}=\left(\begin{array}{cc}
I & S  \tag{8.5}\\
0 & I
\end{array}\right) .
$$

Since $S$ is a nonsingular matrix in Jordan canonical form, its diagonal entries are nonzero and $S$ is a lower triangular matrix. Let $\lambda$ be the entry of $S$ in the upper left corner. Finally, let $P$ be the $2 m \times 2 m$ permutation matrix obtained by interchanging rows 2 and $m+1$ of the identity matrix and conjugate $B_{1}, B_{2}$ by $P$. With respect to the corresponding new basis $u_{i}, 1 \leqslant i \leqslant 2 m$, of $V$ the matrices $C_{1}, C_{2}$ of $x_{1}, x_{2}$ have the form

$$
C_{1}=\left(\begin{array}{cc}
10 & 0  \tag{8.6}\\
11 & * \\
* & *
\end{array} \quad \text { and } \quad C_{2}=\left(\begin{array}{cc}
1 \lambda & 0 \\
01 & * \\
* & *
\end{array}\right) .\right.
$$

But now we see that $x_{1}, x_{2}$ each leave invariant the subspace $U$ of $V$ spanned by $u_{1}, u_{2}$. Since $G=\left\langle x_{1}, x_{2}\right\rangle, G$ thus leaves $U$ invariant and there-
fore $U=V$ by the irreducibility of $G$ on $V$. Hence $\operatorname{dim}_{F} V=2$ and $G$ is isomorphic to the group generated by the matrices $\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)$ and $\left(\begin{array}{ll}1 & \lambda \\ 0 & 1\end{array}\right)$. Since $Z_{p}(\lambda)$ is a finite field, we conclude therefore from Dickson's theorem that $G$ contains a subgroup isomorphic to $\operatorname{SL}(2, p)$.

To exploit Theorem 8.1, we need a result of independent interest which is a particular case of a general theorem of Baer. The present proof is due to Suzuki and depends upon an ordering technique first used by Thompson. As with Dickson's theorem of Chapter 2, it foreshadows some general group-theoretic methods.

## Theorem 8.2

Let $K$ be a conjugate class of p-elements of the group G. If every pair of elements of $K$ generates a p-group, then $K$ lies in a normal $p$-subgroup of $G$.

## Proof

Since the product of two normal $p$-subgroups of a group $G$ is a $p$-group, any group $G$ possesses a unique maximal normal $p$-subgroup, which is customarily denoted by $O_{p}(G)$. We shall adopt this terminology, which will be more fully developed in Section 6.3.

We shall establish the theorem by induction on $|G|$. If $H$ is a proper subgroup of $G, K \cap H$ is clearly a union of conjugate classes $K_{1}, K_{2}, \ldots, K_{r}$ of $H$. Since every pair of elements of $K_{i}$ generates a $p$-group, each $K_{i} \subseteq O_{p}(H)$ by induction and so $K \cap H \subseteq O_{p}(H)$. Similarly, if $\bar{G}$ is a proper homomorphic image of $G$, the image $\bar{K}$ of $K$ in $\bar{G}$ is a conjugate class of $p$-elements of $\bar{G}$, which satisfies the hypothesis of the theorem. Hence $\bar{K} \subseteq O_{p}(\bar{G})$ by induction. In particular, if $O_{p}(G) \neq 1$, we can take $\bar{G}=$ $G / O_{p}(G)$ and conclude that $\bar{K} \subseteq O_{p}(\bar{G})$. But the inverse image $L$ of $O_{p}(\bar{G})$ in $G$ is certainly a normal $p$-subgroup of $G$, whence $L \subseteq O_{p}(G)$. Since $K \subseteq L$, we have $K \subseteq O_{p}(G)$ and the theorem follows in this case. Hence without loss we may assume that $O_{p}(G)=1$. Obviously we may alsoassume that $K \neq 1$.

We introduce two families of $p$-groups:

$$
\begin{aligned}
\mathscr{H} & =\left\{H \mid H \neq 1, H \text { is not an } S_{p} \text {-subgroup of } G, \text { and } H=O_{p}\left(N_{G}(H)\right)\right\} . \\
\mathscr{H}_{0} & =\left\{H \mid H \neq 1, O_{p}\left(N_{G}(H)\right) \text { is not an } S_{p} \text {-subgroup of } N_{G}(H)\right\} .
\end{aligned}
$$

If $H \in \mathscr{H}, H \subset P$ for some $S_{p}$-subgroup $P$ of $G$ and $P \cap N_{G}(H) \supset H$ by Theorem 1.2.11(ii). Hence $H$ is not an $S_{p}$-subgroup of $N_{G}(H)$. Thus $\mathscr{H} \subseteq \mathscr{H}_{0}$.

For the proof we need two properties of the sets $\mathscr{H}$ and $\mathscr{H}_{0}$ :
(A) If $H_{0} \in \mathscr{H}_{0}$, then there exists an element $H$ in $\mathscr{H}$ containing $H_{0}$ such that $N_{G}\left(H_{0}\right) \subseteq N_{G}(H)$.
(B) If $H \in \mathscr{H}$ and $L$ is a subgroup of $G$ containing $N_{G}(H)$, then $O_{p}(L) \subseteq H$.
To prove (A), choose $H \supseteq H_{0}$ of maximal order such that $N_{0}=N_{G}\left(H_{0}\right) \subseteq N=N_{G}(H)$. Obviously $H \triangleleft N$, whence $H \subseteq H^{*}=O_{p}(N)$ and $N_{0} \subseteq N_{G}\left(H^{*}\right)$. Maximality of $H$ thus forces $H=H^{*}$, so $H=O_{p}(N)$. Suppose $H$ were an $S_{p}$-subgroup of $G$. Then $H$ would be an $S_{p}$-subgroup of $L=H N_{0}$ and $L / H$ would be a $p^{\prime}$-group, whence $N_{0} / H \cap N_{0}$ would be a $p^{\prime}$-group by the third isomorphism theorem. Since $H \cap N_{0} \triangleleft N_{0}$, this is possible only if $H \cap N_{0}=O_{p}\left(N_{0}\right)$ and $O_{p}\left(N_{0}\right)$ is an $S_{p}$-subgroup of $N_{0}$, contrary to the fact that $H_{0} \in \mathscr{H}_{0}$. Thus $H$ is not an $S_{p}$-subgroup of $G$ and consequently $H \in \mathscr{H}$, proving (A).

Next let $H \in \mathscr{H}$ and suppose that $L \supseteq N=N_{G}(H)$. By Sylow's theorem $O_{p}(L)$ is the intersection of all the $S_{p}$-subgroups of $L$. Hence to prove (B), it will suffice to show that $H$ is the intersection of certain of the $S_{p}$-subgroups of $L$, for then the conclusion $O_{p}(L) \subseteq H$ will follow. Now as with $L, O_{p}(N)$ is the intersection of the $S_{p}$-subgroups of $N$, which we denote by $P_{i}, 1 \leqslant i \leqslant n$. We also have $H=O_{p}(N)$ since $H \in \mathscr{H}$. Let $Q_{i}$ be an $S_{p}$-subgroup of $L$ containing $P_{i}$ and set $D=\bigcap_{i=1}^{n} Q_{i}$. Clearly $H \subseteq D$ and $N_{D}(H) \subseteq \bigcap_{i=1}^{n}\left(Q_{i} \cap N\right)=\bigcap_{i=1}^{n} P_{i}=H$. But then $H=D$ by Theorem 1.2.11(ii) and so $H$ is the intersection of the $S_{p}$-subgroups $Q_{i}$ of $L, \mathrm{l} \leqslant i \leqslant n$, as required.

With the aid of these results we can now prove the theorem. First of all, there must exist an $S_{p}$-subgroup of $G$ not containing the conjugate class $K$, otherwise $K$ would lie in $O_{p}(G)$, the intersection of all $S_{p}$-subgroups of $G$. But $O_{p}(G)=1$ by assumption, whence $K=1$, which is not the case.

It will suffice to establish the following assertion:
(C) If $P$ and $Q$ are any two $S_{P}$-subgroups of $G$ such that $K \cap P \cap Q \neq \varnothing$, then $K \cap P \subseteq Q$.
Indeed, suppose (C) holds and choose $P$ to be an $S_{p}$-subgroup of $G$ not containing $K$. Let $x \in K, x \notin P$. By Sylow's theorem we have $K \cap P \neq \varnothing$ and so there also exists an element $y$ in $K \cap P$. By hypothesis $\langle x, y\rangle$ is a $p$-group and hence lies in an $S_{p}$-subgroup $Q$ of $G$. Then $y \in K \cap P \cap Q$ and therefore $K \cap P \subseteq Q$ by (C). But again by Sylow's theorem $|K \cap P|=$ $|K \cap Q|$, whence $K \cap P=K \cap Q$. However, $x \in K \cap Q$, while $x \notin K \cap P$, a contradiction.

Suppose then that (C) is false. We choose $P, Q$ to violate (C) in such a way that $H=P \cap Q$ has maximal order. Clearly then $P \neq Q$, whence $H \subset P$ and $H \subset Q$. Set $N=N_{G}(H)$ and let $R, S$ be $S_{p}$-subgroups of $G$ such that $R \cap N, S \cap N$ are $S_{p}$-subgroups of $N$ with $R \cap N \supseteq N_{P}(H)$ and $S \cap N \supseteq N_{Q}(H)$. Again by Theorem 1.2.11(ii) we have $N_{P}(H) \supset H$ and $N_{Q}(H) \supset H$, whence $P \cap R \supset H$ and $Q \cap S \supset H$. Furthermore, $K \cap P \cap R \neq \varnothing$ and $K \cap Q \cap S \neq \varnothing$ since each contains $K \cap P \cap Q=$ $K \cap H$, which is nontrivial by assumption. Hence by our choice of $P, Q$, (C) holds for the pairs $P, R$ and $S, Q$, whence $K \cap P \subseteq R$ and $K \cap S \subseteq Q$. But then (C) must be false for the pair $R, S$; otherwise $K \cap R \subseteq S$ and the conclusion $K \cap P \subseteq Q$ would follow. However, $R \cap S \supseteq O_{p}(N) \supseteq H$ as $R \cap N$ and $S \cap N$ are $S_{p}$-subgroups of $N$. Moreover, $K \cap R \cap S \supseteq$ $K \cap H \neq \varnothing$. Since (C) is false for $R, S$, our maximal choice of $P, Q$ thus forces $R \cap S=O_{p}(N)=H$. We conclude that $H \in \mathscr{H}$. Since $|R \cap S|$ is also maximal subject to (C) being false for $R, S$, we can replace $P, Q$ by $R, S$, if necessary, and so we can also assume without loss that $P \cap N$, $Q \cap N$ are $S_{p}$-subgroups of $N$.

We have thus produced an element $H$ of $\mathscr{H}$ and an $S_{p}$-subgroup $P$ of $G$ such that $K \cap H \neq \varnothing, K \cap P \nsubseteq H$, and $P \cap N_{G}(H)$ is an $S_{p}$-subgroup of $N_{\mathrm{G}}(H)$. Among all such pairs ( $H, P$ ), we now choose ( $H^{*}, P^{*}$ ) so that $\left|P^{*} \cap N_{\mathrm{G}}\left(H^{*}\right)\right|$ is maximal. To obtain a contradiction and thus establish (C), we need only prove:

$$
\begin{equation*}
P^{*} \subseteq N_{G}\left(H^{*}\right) \tag{D}
\end{equation*}
$$

Indeed, set $N^{*}=N_{G}\left(H^{*}\right)$ and suppose (D) holds. Since $H^{*}=O_{p}\left(N^{*}\right)$ and $O_{p}(G)=1$, we have $N^{*} \subset G$. But then the theorem holds by induction for $N^{*}$. Since $P^{*} \subseteq N^{*}$ by ( D ), it follows that $K \cap P^{*} \subseteq H^{*}$, contrary to our choice of $\left(H^{*}, P^{*}\right)$.

Suppose then that $P^{*} \nsubseteq N^{*}$, set $H_{0}=\left\langle K \cap H^{*}\right\rangle$, and $N_{0}=N_{G}\left(H_{0}\right)$. Clearly the elements of $K \cap H^{*}$ are permuted among themselves by conjugation by the elements of $N^{*}$ and so $H_{0} \triangleleft N^{*}$. Thus $N^{*} \subseteq N_{0}$. Furthermore, as in the preceding paragraph, the theorem holds by induction for $N^{*}$ and consequently $K \cap P^{*} \cap N^{*}=K \cap H^{*}$. This implies that also $N_{P *}\left(P^{*} \cap N^{*}\right)$ permutes the elements of $K \cap H^{*}$ and hence normalizes $H_{0}$. Since $P^{*} \cap N^{*} \subset P^{*}$, it follows that $P^{*} \cap N_{0} \supset P^{*} \cap N^{*}$. On the other hand, since $H^{*} \in \mathscr{H}$ and $N^{*} \subseteq N_{0}$, (B) implies that $O_{p}\left(N_{0}\right) \subseteq H^{*}$. Therefore, $O_{p}\left(N_{0}\right) \subseteq P^{*} \cap N^{*} \subset P^{*} \cap N_{0}$, whence $O_{p}\left(N_{0}\right)$ is not an $S_{p}$-subgroup of $N_{0}$. We conclude that $H_{0} \in \mathscr{H}_{0}$.

Finally we apply (A). There thus exists an element $H_{1}$ of $\mathscr{H}$ with $H_{0} \subseteq H_{1}$ such that $N_{0} \subseteq N_{1}$, where $N_{1}=N_{G}\left(H_{1}\right)$. Let $P_{1}$ be an $S_{p}$-subgroup of $G$
such that $P_{1} \cap N_{1}$ is an $S_{p}$-subgroup of $N_{1}$. Then $\left|P_{1} \cap N_{1}\right| \geqslant\left|P^{*} \cap N_{0}\right|>$ $\left|P^{*} \cap N^{*}\right|$ and $K \cap H_{1} \supseteq K \cap H^{*} \neq \varnothing$. It follows therefore from our maximal choice of $\left(H^{*}, P^{*}\right)$ that $K \cap P_{1} \subseteq H_{1}$. On the other hand, since $N^{*} \subseteq N_{1}$, another application of (B) yields that $H_{1}=O_{p}\left(N_{1}\right) \subseteq H^{*}$. Thus $K \cap P_{1} \subseteq H^{*}$. Since $H^{*} \subseteq P^{*}$, it follows that $K \cap P_{1} \subseteq K \cap P^{*}$. But $\left|K \cap P_{1}\right|=\left|K \cap P^{*}\right|$ and consequently $K \cap P^{*}=K \cap P_{1} \subseteq H^{*}$, contrary to our choice of $\left(H^{*}, P^{*}\right)$. This completes the proof of (D) and the theorem.

We can now establish our main result on $p$-stability.

## Theorem 8.3

Let $G$ be a group with no nontrivial normal p-subgroups, $p$ odd. If $G$ is not p-stable, then $G$ involves $S L(2, p)$.

## Proof

We must show that a homomorphic image of some subgroup of $G$ is isomorphic to $\operatorname{SL}(2, p)$. By assumption $G$ possesses a faithful representation on a vector space $V$ over $G F\left(p^{n}\right)$ for some $n$ in which some $p$-element $x$ of $G$ has a quadratic minimal polynomial. We regard $V$ as a vector space over an algebraic closure $F$ of $G F\left(p^{\eta}\right)$ and $V / F$ as a $G$-module.

If $K$ denotes the conjugate class containing $x$, then obviously every element of $K$ has a quadratic minimal polynomial on $V$. Furthermore, since $G$ has no nontrivial normal $p$-subgroups, Theorem 8.2 implies that for some $y$ in $K$, the group $H=\langle x, y\rangle$ is not a $p$-group.

Let $V=V_{1} \supset V_{2} \supset \cdots \supset V_{m+1}=0$ be a sequence of $H$-invariant subspaces of $V$ such that $H$ acts irreducibly on each $\bar{V}_{i}=V_{i} / V_{i+1}, 1 \leqslant i \leqslant m$, and let $N_{i}$ be the kernel of the representation of $H$ on $\bar{V}_{i}$. We argue that $N_{i} \subset H$ for some $i$; so assume the contrary. Since $H$ is not a $p$-group, it possesses a nontrivial $p^{\prime}$-subgroup $Q$. Our assumption implies that $Q$ induces the identity transformation on each $\bar{V}_{i}$. But then $Q$ induces the identity on $V$ by Theorem 3.4, contrary to the fact that $V$ is a faithful $G$-module.

Thus $N_{i} \subset H$ for some $i$. For such a choice of $i$, set $\bar{H}=H / N_{i}$ and let $\bar{x}, \bar{y}$ be the images of $x, y$ in $\bar{H}$, so that $\bar{H}=\langle\bar{x}, \bar{y}\rangle$. Clearly the minimal polynomial of $\bar{x}$ on $\bar{V}_{i}$ is $(X-1)^{2}$ or $(X-1)$. However, in the latter case $\bar{x}$ acts trivially on $\bar{V}_{i}$, whence $\bar{x}=1$ and $\bar{H}=\langle\bar{y}\rangle$ is a $p$-group. Since $\bar{H}$ acts faithfully and irreducibly on $\bar{V}_{i}$, Theorem 1.2 then yields $\bar{H}=1$, whence $N_{i}=H$, contrary to our choice of $i$. Thus $\bar{x}$ has a quadratic minimal polynomial on $\bar{V}_{i}$. Similarly, $\bar{y}$ does also.

Now $\vec{H}$ can be regarded as a group of linear transformations acting faithfully and irreducibly on $\bar{V}_{i} / F$ and $F$ is an algebraic closure of $Z_{p}$. Thus the hypotheses of Theorem 8.1 are satisfied and we conclude that $\bar{H}$ contains a subgroup isomorphic to $\operatorname{SL}(2, p)$. Hence $G$ involves $S L(2, p)$ and the theorem is proved.

As a corollary we have the following basic result:

## Theorem 8.4

Let $G$ be a group with no nontrivial normal p-subgroups, $p$ odd, which satisfies one of the following conditions:
(a) $G$ is of odd order.
(b) A Sylow 2-subgroup of $G$ is abelian.
(c) A Sylow 2-subgroup of $G$ is dihedral.
(d) $G$ is isomorphic to $L_{2}(q)$.
(e) $G$ is solvable and either $p \geqslant 5$ or $p=3$ and $\operatorname{SL}(2,3)$ is not involved in $G$.
Then $G$ is p-stable.

## Proof

Let $S$ be an $S_{2}$-subgroup of $G$. If $G$ is not $p$-stable, then Theorems 8.3 and 2.8.3(ii) together imply that there exist subgroups $Q, R$ of $S$ with $Q \triangleleft R$ and $R / Q$ a quaternion group. Obviously then $S$ is nonabelian. Furthermore, one verifies directly from the definition that a dihedral 2-group involves only cyclic and dihedral groups, so also $S$ is not dihedral. On the other hand, if $G$ is isomorphic to $L_{2}(q)$, then an $S_{2}$-subgroup of $G$ is either abelian or dihedral by Theorem 2.8.3(ii). Thus the theorem holds if $G$ satisfies (a), (b), (c), or (d). Finally $S L(2, p)$ is nonsolvable by Theorem 2.8.3(iii) for $p \geqslant 5$. Since a solvable group involves no nonsolvable subgroups by Theorem 2.4.1(i), the theorem also follows if $G$ satisfies (e)

## EXERCISES

1. Let $M$ be a $G$-module and let $\alpha$ be a $G$-automorphism of $M$. If $N$ is a submodule of $M$, show that $N^{\alpha}=\left\{x^{\alpha} \mid x \in N\right\}$ is a submodule of $M$. Show also that the mapping $N \rightarrow N^{x}$ is one-to-one on both the set of all submodules and the set of all irreducible submodules of $M$.
2. Let $G$ be an abelian group of exponent $n$ and $\omega$ a primitive complex $n$th root of unity. Prove that $Q(\omega)$ is a splitting field for $G$, where $Q$ denotes the field of rational numbers.
3. Let $G$ be a dihedral group of order $2 n$. Construct a complete set of inequivalent representations of $G$ over the complex numbers.
4. Suppose $V / F$ has dimension 2 , where $F=Z_{p}, p$ a prime. If $P$ is a nontrivial $p$-group of linear transformations of $V$, show that $|P|=p$ and that $V$ is an indecomposable, but not irreducible, $P$-module.
5. Let $V / F$ be an irreducible $G$-module. Prove
(i) There exists an extension field $L$ of $F$ such that if $W_{L}$ is a minimal $G$-submodule of $V_{L}$, then $W_{L}$ is an absolutely irreducible $G$-module.
(ii) If $W_{L} \cap V \neq 0$, then $W_{L}=V_{L}$.
(iii) If $G$ contains an element which possesses $\operatorname{dim}_{F} V$ distinct characteristic roots on $V$ in $F$, then $V$ is absolutely irreducible. [Use (ii).]
6. Prove Corollary 4.2.
7. Show that Theorem 4.4 also holds under the assumption that $F$ has characteristic $p$. Moreover, prove in this case that any element of $P^{\#}$ has $(X-1)^{p}$ as its minimal polynomial on $V$.
8. Let $V / F, W / F$ be $G$-modules of dimension $m$ and $n$, respectively. Prove
(i) $\operatorname{Hom}(V, W)$ is a vector space over $F$ of dimension $m n$.
(ii) $\mathrm{Hom}(V, V)$ is an associative algebra over $F$.
(iii) $\operatorname{Hom}_{G}(V, W)$ is a subspace of $\operatorname{Hom}(V, W)$ and $\operatorname{Hom}_{G}(V, V)$ is a subalgebra of $\operatorname{Hom}(V, V)$.
9. Let $A=A(G, F)$ be the group algebra of $G$ over $F$, let $V / F$ be an $A$-module, let $B=\{x \in A \mid v x=0$ for all $v$ in $V\}$, and let $K=\{y \in G \mid v y=v$ for all $v$ in $V$. Prove
(i) $B$ is a two-sided ideal of $A$.
(ii) $A / B$ is isomorphic to the enveloping algebra $E(G / K)$.
10. Prove Theorem 6.1.
11. Use Theorems 6.10 and 6.11 to give an alternative proof of Wedderburn's theorem (Theorem 6.4).
12. Let $A / F$ be an algebra over $F$ and let $e_{i}, l \leqslant i \leqslant n$, be idempotents of $Z(A)$ such that $1=e_{1}+e_{2}+\cdots+e_{n}$ and $e_{i} e_{j}=0$ for $i \neq j$.
(i) Show that $A=A e_{1} \oplus A e_{2} \oplus \cdots \oplus A e_{n}$, where each $A e_{i}$ is an ideal of $A$.
(ii) Prove that $A e_{i}$ is a simple algebra if and only if each $e_{i}$ is primitivethat is, it is not possible to write $e_{i}=f_{i}+g_{i}$, where $f_{i}, g_{i}$ are nonzero idempotents of $Z(A)$ such that $f_{i} g_{i}=0$.
(iii) If $A / F$ is semisimple, show that 1 can be expressed uniquely as a sum of primitive idempotents of $Z(A)$.
13. For any algebra $A / F$, we denote the Jacobson radical of $A$ by $\operatorname{rad} A$. Thus $\operatorname{rad} A$ is the intersection of all maximal right ideals of $A$ (compare Lemma 6.8). Prove
(i) $\operatorname{rad}(\operatorname{rad} A)=\operatorname{rad} A$.
(ii) $\operatorname{rad} A$ is a two-sided ideal of $A$.
(iii) If $B$ is a two-sided ideal of $A$, then $B \cap \operatorname{rad} A=\operatorname{rad} B$.
(iv) $\operatorname{rad}(A / \operatorname{rad} A)=0$.
14. An element $x$ of an algebra $A F$ is called quasi-right-regular if $x+x y+y=0$ for some $y$ in $A$. Prove
(i) Every element of rad $A$ is quasi-right-regular.
(ii) Any right ideal of $A$ consisting entirely of quasi-right-regular elements lies in rad $A$.
15. Let $A=A(G, F)$ and $B=A(H, F)$, where $H \triangleleft G$ and the characteristic of $F$ divides $|G|$. Show that $B \cap \operatorname{rad} A=\operatorname{rad} B$.
16. Let $A$ be the algebra of all $n \times n$ lower triangular matrices over $F$. Determine $\operatorname{rad} A$.
17. Prove that $L_{3}(q)$ is $p$-stable if $q$ is not a power of $p$.
18. Prove that $A_{n}$ is $p$-stable for all odd $p$.

## CHARACTER THEORY

Group characters are a powerful tool for the study of finite groups. This long chapter includes all the results we need for our later applications. After introducing the basic concepts and developing the standard orthogonality relations, we present several classical applications, including the well-known theorems of Burnside and Frobenius. We then take up in detail the theory of induced characters with special emphasis on the case in which the subgroup is disjoint from its conjugates. In particular, we study the characters of Frobenius groups and of groups which contain Frobenius groups as subgroups. This investigation leads to the important notion of coherence which we study in Section 6, culminating in a criterion of Feit for coherence. In the final section we develop Brauer's fundamental characterization of characters, which we then use to obtain a result on irreducible characters of a group $G$ whose degrees are divisible by suitable factors of $|G|$.

## 1. BASIC PROPERTIES

Throughout this chapter $F$ will denote the field of complex numbers. Then for any group $G$, the irreducible representations of $G$ over $F$ are determined from the group algebra $A(G, F)$ in accordance with Theorem 3.6.14. In particular, $G$ has only a finite number $r$ of inequivalent irreducible
representations over $F$, where $r$ is the number of conjugate classes of $G$.
For any representation $\phi$ of $G$ over $F$ with representation space $V / F$, we define the character $\chi$ of $\phi$ by setting, for $y$ in $G$,

$$
\chi(y)=\operatorname{tr}(y \phi) .
$$

Here $\operatorname{tr}(y \phi)$ denotes the trace of the linear transformation $y \phi$ of $V$. Thus $\chi$ is a function from $G$ to $F$. We refer to $\chi$ as a character of $G$.

We have already had occasion in Section 2.7 to consider a particular character in our study of permutation groups, for if $\pi$ is the matrix representation determined by a permutation group $G$ acting on a set $S$, then the function $\alpha(y)$, which denotes the number of elements of $S$ fixed by $y$, is precisely the number of diagonal entries of the matrix $y$ whose value is 1 and consequently $\alpha(y)$ is just the character of $\pi$. In particular, the character $\rho_{G}$ of the regular representation of $G$ is 0 for $y$ in $G^{\#}$ and has value $|G|$ on 1 .

The principal or trivial character of $G$ is the character of the trivial representation of $G$, which by definition maps each element of $G$ onto the 1 element of $F$. Obviously this representation is of degree 1 . The standard notation for the principal character will be $1_{G}$.

As a first basic result, we have

## Theorem 1.1

(i) Equivalent representations of $G$ over $F$ have the same character.
(ii) If $\chi$ is a character of $G$, then the value of $\chi$ is constant on all elements of a conjugate class of $G$.

## Proof

If $\phi$ and $\psi$ are equivalent matrix representations, of degree $d$, then by formula (3.1.4) there exists a nonsingular $d \times d$ matrix $P$ over $F$ such that $y \psi=P^{-1}(y \phi) P$ for all $y$ in $G$. Thus $y \psi$ and $y \phi$ are similar and so $\operatorname{tr}(y \psi)=$ $\operatorname{tr}(y \phi)$ by Lemma 3.6.5(v). We conclude that $\phi$ and $\psi$ have the same characters.

Similarly, if $\chi$ denotes the character of the matrix representation $\phi$ and $x, y$ are conjugate in $G$, then $y=z^{-1} x z$ for some $z$ in $G$, whence $y \phi=$ $\left(z^{-1} x z\right) \phi=(z \phi)^{-1}(x \phi)(z \phi)$ as $\phi$ is a homomorphism. Thus $y \phi$ and $x \phi$ are similar matrices and so have the same traces. Hence $\chi(y)=\chi(x)$.

Because of (ii), we say that a character $\chi$ is a class function on $G$.
A second elementary property of characters is the following:

## Theorem 1.2

If $\chi$ is a character of $G$, then $\chi(y)$ is a sum of $|G|$ th roots of unity for any $y$ in $G$. In particular, $\chi(y)$ is an algebraic integer.

## Proof

We have $y^{m}=1$, where $m=|G|$. Hence if $\phi$ is a matrix representation with character $\chi$, then $(y \phi)^{m}$ is an $n \times n$ identity matrix where $n=\operatorname{deg} \phi$. But by Lemma 3.6.5(i), $\chi(y)=\operatorname{tr}(y \phi)$ is the sum of the characteristic roots $\varepsilon_{i}, \mathrm{I} \leqslant i \leqslant n$, of $y \phi$. However, the characteristic roots of $(y \phi)^{j}$ are $\varepsilon_{i}^{j}$ and consequently $\varepsilon_{i}^{m}=1,1 \leqslant i \leqslant n$. Thus $\varepsilon_{i}$ is a $|G|$ th root of unity. Since $\varepsilon_{i}$ satisfies the monic polynomial $X^{m}-1$ with integer coefficients, it is an algebraic integer. Since the algebraic integers form a ring, it follows that $\chi(y)$ is an algebraic integer.

We also have the following basic result:

## Theorem 1.3

Let $\chi$ be the character of a representation $\phi$ of $G$ of degree $n$ and let $y \in G$. Then
(i) $|\chi(y)| \leqslant n$.
(ii) $|\chi(y)|=n$ if and only if $y \phi$ is a scalar transformation.
(iii) $\chi(y)=n$ if and only if $y \phi$ is the identity transformation.

## Proof

We know that $\chi(y)=\sum_{i=1}^{n} \varepsilon_{i}$, where each $\varepsilon_{i}$ is a root of unity and also a characteristic root of $y \phi$. Hence

$$
\begin{equation*}
|\chi(y)|=\left|\sum_{i=1}^{n} \varepsilon_{i}\right| \leqslant \sum_{i=1}^{n}\left|\varepsilon_{i}\right|=n, \tag{1.1}
\end{equation*}
$$

proving (i).
If $\varepsilon_{i}=\varepsilon$ for all $i$, then $\chi(y)=n \varepsilon$ and so $|\chi(y)|=n$. Conversely, if $|\chi(y)|=n$, then the complex number $\sum_{i=1}^{n} \varepsilon_{i}$ must lie on the circle of radius $n$ with center at the origin in the complex plane. Since each $\varepsilon_{i}$ has unit length, it is clear geometrically that this is possible only if all $\varepsilon_{i}$ are equal. Thus (ii) is reduced to showing that $y \phi$ is a scalar transformation whenever its characteristic roots are all equal.

If this common value is $\varepsilon$, then the characteristic polynomial of $y \phi$ is $(X-\varepsilon)^{n}$. On the other hand, $y \phi$ also satisfies the polynomial $X^{m}-1$, where $m=|G|$. Since the latter has distinct roots, the greatest common divisor of it and $(X-\varepsilon)^{n}$ must be $X-\varepsilon$. Hence $y \phi$ satisfies the polynomial $X-\varepsilon$ and so $y \phi$ is, in fact, the scalar transformation $\varepsilon I$.

Finally, if $\chi(y)=n$, then $|\chi(y)|=n$, so $y \phi=\varepsilon I$ by (ii), whence $\chi(y)=n \varepsilon$. But then $\varepsilon=1$ and $y \phi$ is the identity. Thus (iii) also holds.

## Theorem 1.4

Let $\chi$ be a character of $G$ and set

$$
H=\{y \in G \mid \chi(y)=\chi(1)\} .
$$

Then $H$ is a normal subgroup of $G$.

## Proof

Let $\phi$ be a representation of $G$ with character $\chi$ and let $n=\operatorname{deg} \phi$. Since (1) $\phi$ is the identity transformation $\operatorname{tr}(1) \phi=\operatorname{deg} \phi$ and so $\chi(1)=n$. Thus $y \in H$ if and only if $\chi(y)=n$. Hence by the preceding theorem, $y \in H$ if and only if $y \phi$ is the identity. Thus $H$ is precisely the kernel of $\phi$ and so is a normal subgroup of $G$.

If $\chi$ is the character of a representation $\phi$ of $G$, we define $\operatorname{ker} \chi=\operatorname{ker} \phi$ and $\operatorname{deg} \chi=\operatorname{deg} \phi$. Then $\operatorname{ker} \chi=\{y \in G \mid \chi(y)=\chi(1)\}$ by Theorem 1.4. Moreover, we have

$$
\begin{equation*}
\operatorname{deg} \chi=\chi(1) . \tag{1.2}
\end{equation*}
$$

We also call $\chi$ irreducible, reducible, faithful, or linear according as $\phi$ is irreducible, reducible, faithful, or linear. Since equivalent representations have the same character, it follows, in particular, that the number of distinct irreducible characters of $G$ is $k \leqslant r$, where $r$ denotes the number of irreducible representations and hence of conjugate classes of $G$. In Section 2 we shall show that $k=r$.

A linear character has degree 1 and is irreducible. Moreover, Theorems 3.2.4 and 3.2.5 show that an irreducible character $\chi$ of $G$ is linear if and only if its kernel contains $G^{\prime}$.

Suppose that for suitable integers $m_{i}$ and representations $\phi_{i}$ of $G, 1 \leqslant i \leqslant h$, we have

$$
\begin{equation*}
\phi=m_{1} \phi_{1}+m_{2} \phi_{2}+\cdots+m_{h} \phi_{h} . \tag{1.3}
\end{equation*}
$$

Then if $\chi_{i}$ denotes the character of $\phi_{i}$, we shall write

$$
\chi=m_{1} \chi_{1}+m_{2} \chi_{2}+\cdots+m_{h} \chi_{h} .
$$

In particular, any representation $\phi$ of $G$ is completely reducible by Theorem 3.3.1 and so can be expressed in the form (1.3) with each $\phi_{i}$ irreducible. It follows therefore that every character of $G$ can be expressed as a linear combination with nonnegative integer coefficients of the irreducible characters of $G$.

Conversely we note that for any representations $\phi_{i}$ of $G$ and any nonnegative integers $m_{i}, 1 \leqslant i \leqslant h$, we can always construct a representation $\phi$ of the form (1.3): namely, we consider the direct sum $V$ of $h$ vector
spaces $V_{i} / F$, where each $V_{i}$ is the direct sum of $m_{i}$ copies of the representation space of $\phi_{i}, 1 \leqslant i \leqslant h$, and then define $y \phi$ on $I^{\prime}$ in accordance with the action of $y \phi_{i}$ on $V_{i}$. This means that any linear combination of characters with nonnegative integer coefficients is itself a character of $G$.

There is also a natural definition for the product of two characters, related to that of the tensor product of two representations. Indeed, if $\phi_{i}$ are representations of $G$ with representation spaces $V_{i} / F, 1 \leqslant i \leqslant 2$, then the mapping $\phi_{1} \otimes \phi_{2}$ defined by setting

$$
(y) \phi_{1} \otimes \phi_{2}=\left(y \phi_{1}\right) \otimes\left(y \phi_{2}\right)
$$

for $y$ in $G$ is immediately verified to be a representation of $G$ with representation space $V_{1} \otimes_{F} V_{2}$. In fact, it should be clear that this representation is nothing else but the restriction of the product representation $\phi_{1} \otimes \phi_{2}$ of $G \times G$ on $V_{1} \otimes_{F} V_{2}$ to the diagonal $\{(y, y) \mid y \in G\}$ of $G \times G$. Moreover, if $\phi_{i}$ is considered to be a matrix representation with respect to a suitable basis of $V_{i}, 1 \leqslant i \leqslant 2$, then the matrix $(y) \phi_{1} \otimes \phi_{2}$ will be the tensor product of the matrices $y \phi_{1}$ and $y \phi_{2}$. But then by Lemma 3.6.5(vi), we have

$$
\begin{equation*}
\operatorname{tr}\left((y) \phi_{1} \otimes \phi_{2}\right)=\left(\operatorname{tr} y \phi_{1}\right)\left(\operatorname{tr} y \phi_{2}\right) \tag{1.4}
\end{equation*}
$$

for all $y$ in $G$. Thus the character of $\phi_{1} \otimes \phi_{2}$ is the product of the characters $\chi_{i}$ of $\phi_{i}, 1 \leqslant i \leqslant 2$. We shall denote this character by $\chi_{1} \chi_{2}$. It follows at once from (1.4) that $\chi_{1} \chi_{2}=\chi_{2} \chi_{1}$.

Because of the associative and distributive properties of tensor products of vector spaces, which carry over to the representations of $G$, one can show directly that this definition of multiplication is associative and is distributive over addition.

It is convenient, as well as useful, to extend the definition of character to allow for negative integer coefficients, to obtain a ring structure for the set of all characters of $G$. To do this, we define a generalized character of $G$ to be the difference of any two ordinary characters of $G$. We then extend the definitions of addition and multiplication to generalized characters in the obvious way. The set of all generalized characters becomes then a module over the integers under addition, while multiplication remains associative and distributive. Hence the set of all generalized characters of $G$ forms a commutative ring, called the character ring of $G$ which we denote by ch $(G)$. Clearly the irreducible characters of $G$ span ch $(G)$ over the integers.

We extend the definition of degree to generalized characters by setting $\operatorname{deg} \chi=\operatorname{deg} \chi_{1}-\operatorname{deg} \chi_{2}$ if $\chi=\chi_{1}-\chi_{2}$ with $\chi_{1}, \chi_{2}$ ordinary characters of $G$. Then clearly (1.2) holds also for generalized characters and so $\operatorname{deg} \chi$
is independent of the particular representation of $\chi$ as a difference of two characters.

Occasionally we shall need to consider the larger ring of all complexvalued class functions on $G$, which we denote by of $(G)$. Since of $(G)$ contains functions taking the value 1 on any one conjugate class and 0 on the remaining $r-1$ classes, it is clearly an $r$-dimensional vector space over $F$.

The ring ch $(G)$ is endowed with a natural involution. Indeed, if $\phi$ is any matrix representation of $G$, there is defined the contragredient representation $\phi^{\prime}$ of $\phi$ by the relation

$$
\begin{equation*}
y \phi^{\prime}=\left((y \phi)^{-1}\right)^{t}, \tag{1.5}
\end{equation*}
$$

$y \in G$, where $t$ denotes transpose. Since the operations of transpose and inverse are each anti-isomorphisms of the group of nonsingular matrices of $F_{n}, \phi^{\prime}$ is a homomorphism and so is a representation of $G$. Clearly equivalent representations give rise to equivalent contragredient representations. If $\chi$ is the character of $\phi$, we denote by $\chi^{\prime}$ the character of $\phi^{\prime}$.

It follows at once from (1.5) that $\left(\phi^{\prime}\right)^{\prime}=\phi$ and consequently $\left(\chi^{\prime}\right)^{\prime}=\chi$. Thus the mapping $\chi \rightarrow \chi^{\prime}$ is involutory. Furthermore, it is immediate that for any characters $\chi_{1}, \chi_{2}$ of $G$, we have

$$
\left(\chi_{1}+\chi_{2}\right)^{\prime}=\chi_{2}^{\prime}+\chi_{2}^{\prime} \quad \text { and } \quad\left(\chi_{1} \chi_{2}\right)^{\prime}=\chi_{1}^{\prime} \chi_{2}^{\prime} .
$$

Hence if we extend ' to generalized characters, and hence to ch $(G)$, we conclude that the resulting mapping is, in fact, an automorphism of ch ( $G$ ) of order 2 .

The following theorem lists the basic properties of this mapping. Here $\lambda$ denotes the complex conjugate of the complex number $\lambda$ of $F$.

## Theorem 1.5

For any character $\chi$ of $G$, we have
(i) $\chi^{\prime}(y)=\overline{\chi(y)}=\chi\left(y^{-1}\right)$ for all $y$ in $G$.
(ii) $\operatorname{deg} \chi^{\prime}=\operatorname{deg} \chi$ and $\operatorname{ker} \chi^{\prime}=\operatorname{ker} \chi$.
(iii) $\chi^{\prime}$ is irreducible if and only if $\chi$ is irreducible.

## Proof

Let $\phi$ be a representation with character $\chi$. By (1.5) and Lemma 3.6.5(vii), we have

$$
\begin{equation*}
\chi^{\prime}(y)=\operatorname{tr} y \phi^{\prime}=\operatorname{tr}\left((y \phi)^{-1}\right)^{t}=\operatorname{tr}(y \phi)^{-1} . \tag{1.6}
\end{equation*}
$$

On the other hand, by Theorem 1.2 and Lemma 3.6.5(i),

$$
\begin{equation*}
\chi(y)=\operatorname{tr} y \phi=\varepsilon_{1}+\varepsilon_{2}+\cdots+\varepsilon_{n}, \tag{1.7}
\end{equation*}
$$

where the $\varepsilon_{i}$ are roots of unity and also are the characteristic roots of $y, 1 \leqslant i \leqslant n$, and $n=\operatorname{deg} \phi$. But then the characteristic roots of $(y \phi)^{-1}$ are $\varepsilon_{i}^{-1}, 1 \leqslant i \leqslant n$. However, as $\varepsilon_{i}^{m}=1$ for some $m,\left|\varepsilon_{i}\right|=1$ and so $\varepsilon_{i}^{-1}=\bar{\varepsilon}_{i}$. Hence,

$$
\begin{equation*}
\operatorname{tr}(y \phi)^{-1}=\bar{\varepsilon}_{1}+\bar{\varepsilon}_{2}+\cdots+\bar{\varepsilon}_{n}=\overline{\varepsilon_{1}+\varepsilon_{2}+\cdots+\varepsilon_{n}}=\overline{\chi(y)} . \tag{1.8}
\end{equation*}
$$

Furthermore, since $\phi$ is a homomorphism, $\chi\left(y^{-1}\right)=\operatorname{tr}\left(y^{-1} \phi\right)=\operatorname{tr}(y \phi)^{-1}$ and now (i) follows from (1.6) and (1.8).

It is immediate from definition (1.5) that $\operatorname{deg} \phi^{\prime}=\operatorname{deg} \phi$. Hence $\operatorname{deg} \chi^{\prime}=$ deg $\chi$. Furthermore, for $y$ in $G, y \phi$ is a scalar matrix if and only if $\left((y \phi)^{-1}\right)^{t}$ is. Hence $\chi^{\prime}$ and $\chi$ have the same kernels, proving (ii).

Finally if the matrix $y \phi$ can be decomposed into blocks which are 0 off the diagonal, then so also can the matrix $\left(y \phi^{-1}\right)^{2}$. This shows that $\chi^{\prime}$ is irreducible if and only if $\chi$ is and thus establishes (iii).

The character $\chi^{\prime}$ can be constructed in an alternative manner. If $\phi$ is a matrix representation of $G$ having $\chi$ as its character, we can construct a new representation $\bar{\phi}$ of $G$ by setting $y \bar{\phi}$ equal to the matrix whose entries are the complex conjugates of those $y \phi$. Since conjugation is an automorphism of $F$, it is trivial to verify that $\bar{\phi}$ is also a representation of $G$. If $\bar{\chi}$ denotes the character of $\bar{\phi}$, then $\bar{\chi}(y)=\overline{\chi(y)}$ for $y \in G$ and so $\bar{\chi}=\chi^{\prime}$ by Theorem 1.5(i). (As we shall see in Section 2, the representations $\phi^{\prime}$ and $\bar{\phi}$, having the same character, must be equivalent.)

The preceding construction is a particular case of a more general way of obtaining other characters of $G$ from a given character $\chi$. By Theorem 3.6.15 the representation $\phi$ is equivalent to one whose matrix entries lie in a subfield $F_{0}$ of $F$ of finite degree over the rational subfield $Q$ of $F$. Since equivalent representations have the same character, we may assume without loss that $\phi$ itself can be written in $F_{0}$. Since $F_{0}$ is contained in a subfield of $F$ which is a finite normal extension of $Q$, we may suppose without loss that $F_{0}$ itself is normal over $Q$. Then for each $\sigma$ in the Galois group $G\left(F_{0}, Q\right)$ of $F_{0}$ over $Q$, we construct a new representation $\phi^{\sigma}$ by setting, for $y$ in $G$,

$$
\begin{equation*}
y \phi^{\sigma}=(y \phi)^{\sigma}, \tag{1.9}
\end{equation*}
$$

where $(y \phi)^{\sigma}$ is the matrix obtained from $y \phi$ by replacing each entry by its image under the automorphism $\sigma$. Since $(y z) \phi^{\sigma}=((y z) \phi)^{\sigma}=((y \phi)(z \phi))^{\sigma}=$ $(y \phi)^{\sigma}(z \phi)^{\sigma}=\left(y \phi^{\sigma}\right)\left(z \phi^{\sigma}\right)$ for all $y, z$ in $G$, we see that $\phi^{\sigma}$ is, in fact, a representation of $G$. We denote by $\chi^{\sigma}$ the character of $\phi^{\sigma}$. Thus for all $y$ in $G$

$$
\begin{equation*}
\chi^{\sigma}(y)=(\chi(y))^{\sigma} . \tag{1.10}
\end{equation*}
$$

The representation $\phi^{\sigma}$ and its character $\chi^{\sigma}$ are said to be algebraic conjugates of $\phi$ and $\chi$.

It is clear that, as with $\chi^{\prime}, \chi^{\sigma}$ and $\chi$ have the same degrees and the same kernels and that $\chi^{\sigma}$ is irreducible if and only if $\chi$ is.

By Theorem 1.5 (i) the character $\chi$ is real (that is, real-valued) if and only if $\chi^{\prime}=\chi$. Similarly $\chi$ is rational (that is, has values in $Q$ ) if and only if $\chi^{\sigma}=\chi$ for every element $\sigma$ of $G\left(F_{0}, Q\right)$.

There is yet another, somewhat analogous, way of obtaining characters from $\chi$. If $\alpha$ is an automorphism of $G$, define a new mapping $\phi^{x}$ by setting

$$
y \phi^{x}=\left(y^{x}\right) \phi \quad y \in G .
$$

Since $(y z) \phi^{x}=\left((y z)^{x}\right) \phi=\left(y^{x} z^{x}\right) \phi=\left(y^{x}\right) \phi\left(z^{x}\right) \phi=\left(y \phi^{x}\right)\left(z \phi^{x}\right)$ for all $y, z$ in $G$, we see that $\phi^{x}$ is a representation of $G$. Clearly $\phi^{x}$ has the same degree as $\phi$ and is irreducible if and only if $\phi$ is. We denote the character of $\phi^{\alpha}$ by $\chi^{x}$, so that

$$
\begin{equation*}
\chi^{\chi}(y)=\chi\left(y^{x}\right) \quad y \in G . \tag{1.12}
\end{equation*}
$$

We call $\phi^{x}, \chi^{x}$ the conjugate representation and character induced by the automorphism $\alpha$.

## 2. THE ORTHOGONALITY RELATIONS

We now seek to derive various relations among the irreducible characters of $G$ and to obtain some important consequences of these relations. Throughout we denote by $\phi_{i}$ a complete set of inequivalent representations of $G$ and by $\chi_{i}$ the character of $\phi_{i}, \mathrm{l} \leqslant i \leqslant r$, with $\chi_{1}$ being the principal character $\mathrm{l}_{G}$ of $G$. We also set $n_{i}=\operatorname{deg} \chi_{i}, 1 \leqslant i \leqslant r$, and preserve this notation as well.

First of all, the results of Section 3.6, yield:

## Theorem 2.1

The following relations hold:
(i) $\sum_{i=1}^{r} n_{i}^{2}=|G|$.
(ii) $\sum_{i=1}^{r} n_{i} \chi_{i}(y)= \begin{cases}0 & \text { if } y \in G^{*} \\ |G| & \text { if } y=1 .\end{cases}$
(iii) $\sum_{y \in G} \chi_{i}(y)= \begin{cases}0 & \text { if } i>1 \\ |G| & \text { if } i=1 .\end{cases}$

## Proof

First, (i) follows from Theorem 3.6.14(v) and the definition of the degree of a character. Furthermore, (ii) follows immediately from Theorem 3.6.14(iv) and Lemma 3.6.6 together with the additivity of the trace. Since $\chi_{1}(y)=1$ for all $y$ in $G$, (iii) clearly holds for $i=1$.

Thus it remains to prove (iii) for $i>1$. Let $u=\sum_{y \in G} y$ in the group algebra $A=A(G, F)$. Then

$$
\begin{equation*}
\operatorname{tr}\left(u \phi_{i}\right)=\sum_{y \in G} \operatorname{tr}\left(y \phi_{i}\right)=\sum_{y \in G} \chi_{i}(y), \tag{2.1}
\end{equation*}
$$

so we need only show that $\operatorname{tr}\left(u \phi_{i}\right)=0$. By its definition, $u \in Z(A)$ and consequently $u \phi_{i}=\lambda . I$ for some scalar $\lambda$ and suitable identity transformation $I$. On the other hand, since $\phi_{i}$ is not a trivial representation, there exists $x$ in $C$ such that $x \phi_{i}$ is not $I$. But it is immediate that $x u=u$. Hence $u \phi_{i}=(x u) \phi_{i}=\left(x \phi_{i}\right)\left(u \phi_{i}\right)$. Since $u \phi_{i}=\lambda I$, this yields

$$
\begin{equation*}
\lambda\left(I-x \phi_{i}\right)=0 . \tag{2.2}
\end{equation*}
$$

Since $x \phi_{i} \neq I$ by assumption, we must have $\lambda=0$, whence $u \phi_{i}=0$ and so $\operatorname{tr}\left(u \phi_{i}\right)=0$, as desired.

Since all the irreducible characters of an abelian group $G$ are linear, Theorem $2.1(\mathrm{i})$ shows that the number of irreducible characters of such a group is $|G|$. Since the linear characters of an arbitrary group $G$ correspond in one-to-one fashion to linear characters of $G / G^{\prime}$, it follows that $\left|G / G^{\prime}\right|$ is the number of distinct linear characters of $G$.
On ch $(G)$ we introduce an inner product by the formula

$$
\begin{equation*}
(\theta, \chi)=\frac{1}{|G|} \sum_{y \in G} \theta(y) \chi^{\prime}(y) \tag{2.3}
\end{equation*}
$$

for $\theta, \chi$ in ch $(G)$. The ring properties of ch $(G)$ together with the fact that the mapping ' is an automorphism of ch $(G)$ imply that this inner product is bilinear. Furthermore, by Theorem $1.5(\mathrm{i})$, it can also be defined by the relation

$$
\begin{equation*}
(\theta, \chi)=\frac{1}{|G|} \sum_{y \in G} \theta(y) \overline{\chi(y)} . \tag{2.4}
\end{equation*}
$$

However, it is immediate from (2.4) that $(\chi, \theta)=(\overline{\theta, \chi})$. We see then that this inner product is Hermitian symmetric and positive definite.

More generally we can use (2.4) as the definition of the inner product of any two complex-valued class functions $\theta, \chi$ on $G$. Thus $\mathrm{cf}(G)$ is also endowed with the same Hermitian symmetric positive definite inner product.

As is customary, we say that $\theta$ and $\chi$ are orthogonal if $(\theta, \chi)=0$ and we define the norm $\|\chi\|$ of $\chi$ to be

$$
\begin{equation*}
\|x\|=\sqrt{(x, y)} . \tag{2.5}
\end{equation*}
$$

The fundamental importance of this product rests on the fact that under it the irreducible characters of $G$ are mutually orthogonal of length 1 .

## Theorem 2.2

The characters $\chi_{i}$ of $G, 1 \leqslant i \leqslant r$, form a normal orthogonal basis of $\mathrm{ch}(G)$ over the integers:

$$
\left(\chi_{i}, \chi_{j}\right)= \begin{cases}0 & \text { if } i \neq j \\ 1 & \text { if } i=j .\end{cases}
$$

We shall derive Theorem 2.2 while simultaneously establishing the following additional property of $\operatorname{ch}(G)$ :

## Theorem 2.3

If $\chi_{i} \chi_{j}=\sum_{k=1}^{r} m_{i j k} \chi_{k}$ with $m_{i j k}$ nonnegative integers, so that $m_{i j 1}$ is the number of times the trivial character $\chi_{1}$ appears as a constituent of $\chi_{i} \chi_{j}$, then

$$
m_{i j 1}= \begin{cases}0 & \text { if } \chi_{j} \neq \chi_{i}^{\prime} \\ 1 & \text { if } \chi_{j}=\chi_{i}^{\prime}\end{cases}
$$

## Proof

Let $V_{i} / F$ be the representation space of $\phi_{i}, l \leqslant i \leqslant r$. Without loss we can assume

$$
\begin{equation*}
\phi_{i} \otimes \phi_{j}=\sum_{k=1}^{r} m_{i j k} \phi_{k} . \tag{2.6}
\end{equation*}
$$

Suppose that for some $i$ and $j$, we have $m_{i j 1} \neq 0$. For simplicity of notation, set $\phi=\phi_{i}, \psi=\phi_{j}, U=V_{i}, V=V_{j}$, and $W=U \otimes_{F} V$. Our assumption implies that there is a nonzero vector $w$ in $W$ such that

$$
\begin{equation*}
w(y(\phi \otimes \psi))=w \tag{2.7}
\end{equation*}
$$

for all $y$ in $G$. We can write

$$
\begin{equation*}
w=\sum_{k=1}^{s} u_{k} \otimes v_{k} \tag{2.8}
\end{equation*}
$$

where the $u_{k}$ are linearly independent over $F$ and each $v_{k} \neq 0$. Let $U_{1}$ be the subspace of $U$ spanned by the $u_{k}$. By (2.7) and (2.8) we have, for $y$ in $G$,

$$
\begin{equation*}
\sum_{k=1}^{s} u_{k}(y \phi) \otimes v_{k}(y \psi)=\sum_{k=1}^{s} u_{k} \otimes v_{k} \tag{2.9}
\end{equation*}
$$

Since the $u_{k}$ are linearly independent and the $v_{k} \neq 0$, it follows from (2.9) and the definition of tensor product that each $u_{k}(y \phi) \in U_{1}$ (cf. Exercise 9). Hence $U_{1}$ is invariant under $\cdot \dot{\prime} \phi$ for all $y$ in $G$ and so $U_{1}=U$ by the irreducibility of $\phi$. Thus $(u)=\left\{u_{k} \mid 1 \leqslant k \leqslant s\right\}$ is a basis of $U$.
Similarly the subspace $V_{1}$ of $V$ spanned by the $v_{k}$ is invariant under $\psi$ and so $V_{1}=V$ by the irreducibility of $\psi$. Hence $\operatorname{dim}_{F} V \leqslant s=\operatorname{dim}_{F} U$. However, the argument is clearly symmetric in $U$ and $V$, whence also $\operatorname{dim}_{F} V \geqslant \operatorname{dim}_{F} U$. Thus equality holds and consequently also $(v)=\left\{v_{k} \mid 1 \leqslant k \leqslant s\right\}$ is a basis of $V$.

Now for a given $y$ in $G$, let

$$
\begin{equation*}
(y \phi)_{(u)}=\left(a_{k h}\right) \quad \text { and } \quad(y \psi)_{(v)}=\left(b_{k h}\right) . \tag{2.10}
\end{equation*}
$$

Then

$$
\begin{equation*}
u_{k}(y \phi)=\sum_{h=1}^{s} a_{k h} u_{h} \quad \text { and } \quad v_{k}(y \psi)=\sum_{h=1}^{s} b_{k h} v_{h} . \tag{2.11}
\end{equation*}
$$

Substituting (2.11) in (2.9) and expanding, we obtain the relations

$$
\sum_{k=1} a_{k h} b_{k g}=\begin{array}{ll}
0 & \text { if } g \neq h  \tag{2.12}\\
11 & \text { if } g=h .
\end{array}
$$

But (2.12) asserts simply that the matrix $y \psi_{(v)}$ is the inverse transpose of $y \phi_{(u)}$. Since this holds for all $y$ in $G$, we conclude that $\psi_{(v)}=\phi_{(u)}^{\prime}$ and hence that $\psi=\phi^{\prime}$.

We have therefore shown that if $m_{i j 1} \neq 0$, then necessarily $\chi_{j}=\chi_{i}^{\prime}$. With the aid of this result, we can now argue that $\left(\chi_{i}, \chi_{j}\right)=0$ if $i \neq j$. Indeed, we write

$$
\begin{equation*}
\chi_{i} \chi_{j}^{\prime}=\sum_{k=1}^{r} t_{i j k} \chi_{k} \tag{2.13}
\end{equation*}
$$

for suitable nonnegative integers $t_{i j k}$. Since $\chi_{j}^{\prime \prime}=\chi_{j} \neq \chi_{i}$, it follows from the preceding result that $t_{i j 1}=0$. But then evaluating (2.13) for each $y$ in $G$, and summing over $G$, we obtain

$$
\begin{equation*}
\sum_{y \in G} \chi_{i}(y) \chi_{j}^{\prime}(y)=\sum_{k=2}^{r} t_{i j k}\left(\sum_{y \in G} \chi_{k}(y)\right) \tag{2.14}
\end{equation*}
$$

But $\sum_{y \in G} x_{k}(y)=0$ by Theorem 2.1 (iii) as $k>1$. Hence the right side of (2.14) is 0 and the desired conclusion ( $\chi_{i}, x_{j}$ ) $=0$ follows from (2.3).

A formal calculation will now yield the remaining parts of our theorems. Multiplying the relation of Theorem 2.1(ii) for $y$ in $G^{*}$ by $\chi_{j}^{\prime}(y)$ and sum-
ming over $G^{\#}$, we obtain

$$
\begin{equation*}
0=\sum_{i=1}^{r} n_{i} \sum_{y \in G} \chi_{j}(y) \chi_{j}^{\prime}(y) . \tag{2.15}
\end{equation*}
$$

Since $\left(\chi_{i}, \chi_{j}\right)=0$ for $i \neq j$ and since $\chi_{i}(1) \chi_{j}^{\prime}(1)=n_{i} n_{j}$, for all $i, j$ including $i=j$, we can rewrite (2.15) as

$$
\begin{equation*}
0=n_{j} \sum_{y \in G} \chi_{j}(y) \chi_{j}^{\prime}(y)-\sum_{i=1}^{r} n_{j} n_{i}^{2} . \tag{2.16}
\end{equation*}
$$

But then dividing by $n_{j}$ and using Theorem 2.1(i), it follows that

$$
\begin{equation*}
\sum_{y \in G} \chi_{j}(y) \chi_{j}^{\prime}(y)=|G| . \tag{2.17}
\end{equation*}
$$

Now (2.17) and (2.3) give $\left(\chi_{j}, \chi_{j}\right)=1$, completing the proof of Theorem 2.2.

Suppose finally that $\chi_{j}=\chi_{i}^{\prime}$. Evaluate the relation $\chi_{i} \chi_{j}^{\prime}=\sum_{k=1}^{r} m_{i j k} \chi_{k}$ for each $y$ in $G$ and sum over $G$. Since $\sum_{y \in G} \chi_{k}(y)=0$ or $|G|$ according as $k>1$ or $k=1$; this yields

$$
\begin{equation*}
\sum_{y \in G} \chi_{i}(y) \chi_{j}^{\prime}(y)=m_{i j 1}|G| \tag{2.18}
\end{equation*}
$$

It follows at once that $m_{i j 1}=\left(\chi_{i}, \chi_{i}\right)$. Thus $m_{i j 1}=1$ by the preceding paragraph and so Theorem 2.3 is also proved.

The orthogonality relations of Theorem 2.2 together with the linearity of the inner product give the following corollary:

## Theorem 2.4

If $\chi=\sum_{i=1}^{r} a_{i} \chi_{i}, a_{i}$ integers, then
(i) $\left(\chi, \chi_{i}\right)=a_{i}, 1 \leqslant i \leqslant r$.
(ii) $\|\chi\|^{2}=(\chi, \chi)=\sum_{i=1}^{r} a_{i}^{2}$.

In particular, then, $\left(\chi, \chi_{i}\right)$ is the multiplicity of $\chi_{i}$ in $\chi$. Moreover, $\chi$ is irreducible if and only if $(\chi, \chi)=1$. In addition, these formulas extend by linearity to generalized characters.

As a further corollary we have

## Theorem 2.5

Two representations of $G$ have the same character if and only if they are equivalent.

## Proof

By Theorem 1.1, equivalent representations have the same character. Conversely, let $\phi, \psi$ be two representations of $G$ with the same character $\chi$. Without loss we may assume $\phi=\sum_{i=1}^{r} a_{i} \phi_{i}$ and $\psi=\sum_{i=1}^{r} b_{i} \phi_{i}, a_{i}, b_{i}$ integers. But then $\chi=\sum_{i=1}^{r} a_{i} \chi_{i}$ and $\chi=\sum_{i=1}^{r} b_{i} \chi_{i}$, whence $\left(\chi, \chi_{i}\right)=a_{i}=b_{i}, 1 \leqslant i \leqslant r$, by the preceding theorem. Hence $\phi=\psi$ and the theorem is proved.

Still another corollary which extends Theorem 2.3 is
Theorem 2.6
The multiplicity of $\chi_{k}$ in $\chi_{i} \chi_{j}^{\prime}$ is equal to the multiplicity of $\chi_{i}$ in $\chi_{k} \chi_{j}$.

## Proof

This follows at once from the fact that each of these multiplicities is equal to

$$
\frac{1}{|G|} \sum_{y \in G} \overline{\chi_{i}(y)} \chi_{j}(y) \chi_{k}(y) .
$$

The following properties of the character $\rho_{G}$ of the regular representation of $G$ are also useful:

## Theorem 2.7

(i) $\left(\rho_{G}, \rho_{G}\right)=|G|$.
(ii) If $\chi$ is a character of $G$ which is 0 on all elements of $G^{\#}$, then $\chi$ is a multiple of $\rho_{G}$.

## Proof

Since $\rho_{G}$ is 0 on $G^{\#}$ and has the value $|G|$ on 1 , (i) follows at once from the definition of the inner product. As for (ii), set $d=\operatorname{deg} \chi$. Since $\chi$ is 0 on $G^{\#},(2.3)$ gives $\left(\chi, 1_{G}\right)=(1 /|G|) d$. But $\left(\chi, 1_{G}\right)$ is an integer and hence $d=e|G|$ for some integer $e$. But then $\chi=e \rho_{G}$.

We note also that Theorem 2.2 implies that the $\gamma_{i}$, being normal orthogonal, are linearly independent over $F$ and so form a basis over $F$ of the ring of $(G)$ of all complex-valued class functions on $G$. Thus any element $\theta$ of $\operatorname{cf}(G)$ is of the form $\theta=\sum_{i=1}^{r} b_{i} \chi_{i}$ with $b_{i}$ in $F$. As in Theorem 2.4, the orthogonality relations imply that $b_{i}=\left(\theta, \chi_{i}\right), 1 \leqslant i \leqslant r$. In particular, we see that a complex-valued class function is a generalized ciaracter of $G$ if and only if $\left(\theta, \chi_{i}\right)$ is an integer for each $i, 1 \leqslant i \leqslant r$.

Since $\chi_{1}(y)=1$ for all $y$ in $G$, the relations of Theorem 2.1 (iii) become in terms of our inner product simply $\left(\chi_{i}, \chi_{1}\right)=0$ or 1 according as $i>1$ or
$i=1$. Thus Theorem 2.2 can be regarded as a generalization of this result. We should like also to establish certain orthogonality relations which generalize Theorem 2.1(i) and (ii). These are given by

## Theorem 2.8

For any $y, z$ in $G$, we have

$$
\sum_{i=1}^{r} \chi_{i}(y) \overline{\chi_{i}(z)}=\left\lvert\, \begin{array}{ll}
0 & \text { if } y, z \text { are not conjugate in } G \\
\left|\left|C_{G}(z)\right|\right. & \text { if } y, z \text { are conjugate in } G .
\end{array}\right.
$$

## Proof

First of all, Theorem 2.2, together with (2.3), gives

$$
\begin{equation*}
\sum_{y \in G} \chi_{i}(y) \chi_{j}^{\prime}(y)=|G| \delta_{i j}, \tag{2.19}
\end{equation*}
$$

where $\delta_{i j}=0$ or 1 according as $i \neq j$ or $i=j$. Let $K_{k}$ be the distinct conjugate classes of $G$ with. $h_{k}=\left|K_{k}\right|, 1 \leqslant k \leqslant r$ and let $y_{k} \in K_{k}$. Since characters are constant on the elements of each $K_{k}$, we can rewrite (2.19) as

$$
\begin{equation*}
\sum_{k=1}^{r} h_{k} \chi_{i}\left(y_{k}\right) \chi_{j}^{\prime}\left(y_{k}\right)=|G| \delta_{i j} . \tag{2.20}
\end{equation*}
$$

Let $X, Y$ be the $r \times r$ complex matrices whose $(i, j)$ th entries are $\chi_{i}\left(y_{j}\right)$ and $h_{i} \chi_{j}^{\prime}\left(y_{i}\right)$ respectively. Then (2.20) implies the matrix equation

$$
\begin{equation*}
X Y=|G| I, \tag{2.21}
\end{equation*}
$$

where $I$ is the $r \times r$ identity matrix. But now we see that $X$ and $Y$ are nonsingular and that $Y^{-1}=(1 /|G|) X$. Since $Y Y^{-1}=I$, it follows that also

$$
\begin{equation*}
Y X=|G| I . \tag{2.22}
\end{equation*}
$$

Reverting to summations, this yields

$$
\begin{equation*}
\sum_{i=1}^{r} h_{j} \chi_{i}^{\prime}\left(y_{j}\right) \chi_{i}\left(y_{k}\right)=|G| \delta_{j k} \tag{2.23}
\end{equation*}
$$

But $|G| / h_{j}=|G| /\left|K_{j}\right|=\left|C_{G}\left(y_{j}\right)\right|$ by Theorem 1.2.3(i). Hence dividing by $h_{j}$ and using Theorem 1.5(i), we conclude that

$$
\begin{equation*}
\sum_{i=1}^{r} \overline{\chi_{i}\left(y_{j}\right)} \chi_{i}\left(y_{k}\right)=\left|C_{G}\left(y_{j}\right)\right| \delta_{j k} . \tag{2.24}
\end{equation*}
$$

Since $y_{j}, y_{k}$ are arbitrary elements of $G$, we can take $y_{j}=z$ and $y_{k}=y$ in (2.24) and the theorem follows.

Setting $y=z=1$ in Theorem 2.8 gives Theorem 2.1(i), while setting $z=1$ with $y \neq 1$ gives Theorem 2.1(ii).

By analogy with Theorem 2.5, we have the following corollary of Theorem 2.8:

## Theorem 2.9

The elements $y, z$ of $G$ are conjugate in $G$ if and only if

$$
\chi_{i}(y)=\chi_{i}(z) \quad 1 \leqslant i \leqslant r .
$$

## Proof

If $y$ and $z$ are conjugate, the conclusion is clear. Suppose conversely that $\chi_{i}(y)=\chi_{i}(z), 1 \leqslant i \leqslant r$, but that $y$ and $z$ are not conjugate. Then the first relation of Theorem 2.8 holds and, in this case, gives

$$
\begin{equation*}
\sum_{i=1}^{r} \chi_{i}(y) \overline{\chi_{i}(y)}=0 . \tag{2.25}
\end{equation*}
$$

But $\chi_{i}(y) \overline{\chi_{i}(y)}$ is a nonnegative real number for all $i$ and has the value 1 for $i=1$. Hence (2.25) is impossible and so $y$ and $z$ must be conjugate in $G$.

The orthogonality relations imply the basic fact that the degrees $n_{i}$ of the irreducible characters $\chi_{i}$ of $G$ divide $|G|$. The proof requires a preliminary result which we shall also need later.

## Theorem 2.10

If $K$ is a conjugate class of $G$ and $y \in K$, then $|K| \chi_{i}(y) / n_{i}$ is an algebraic integer, $1 \leqslant i \leqslant r$.

## Proof

We shall make use of our knowledge of $A=A(G, F)$. Let $K_{j}, 1 \leqslant j \leqslant r$, be the conjugate classes of $G$ with $K_{j}=\left\{y_{j k} \mid 1 \leqslant k \leqslant h_{j}\right\}, h_{j}=\left|K_{j}\right|$, and set

$$
\begin{equation*}
y_{j}=\sum_{k=1}^{h_{j}} y_{j k} \quad 1 \leqslant j \leqslant r . \tag{2.26}
\end{equation*}
$$

Then $y_{j} \in A$ and the proof of Theorem $3.6 .14(\mathrm{vi})$ shows that the $y_{j}, \mathrm{l} \leqslant j \leqslant r$, form a basis for $Z(A)$ over $F$. Since $Z(A)$ is a subalgebra of $A, y_{i} y_{j} \in Z(A)$ for all $i, j$. Hence we have

$$
\begin{equation*}
y_{i} y_{j}=\sum_{k=1}^{r} \dot{i}_{i j k} y_{k} \quad \lambda_{i j k} \in F . \tag{2.27}
\end{equation*}
$$

The $\lambda_{i j k}$ are, in fact, nonnegative integers. To see this, expand the product $y_{i} y_{j}$. We obtain the sum of all products $x_{i} x_{j}$ with $x_{i} \in K_{i}$ and $x_{j} \in K_{j}$. If $x_{i} x_{j}=x \in K_{k}$, then $x_{i}^{u} x_{j}^{u}=\left(x_{i} x_{j}\right)^{u}=x^{u}$ is also in $K_{k}$ for $u$ in $G$. This implies that $\lambda_{i j k}$ is precisely the number of times the product of an element of $K_{i}$ and an element of $K_{j}$ is a given element $x$ of $K_{k}$ and thus proves the assertion.

Once again let $V_{i} / F$ be the representation space of $\phi_{i}, 1 \leqslant i \leqslant r$. We regard each $\phi_{i}$ also as a representation of $A$. Then $(A) \phi_{i}$ is an irreducible algebra of linear transformations of $V_{i}$. Since $F$ is algebraically closed, Theorems 3.6.1 and 3.6.2 imply that $(A) \phi_{i}$ is the full algebra $A\left(V_{i}, F\right)$ of such linear transformations. Since $(Z(A)) \phi_{i} \subseteq Z\left((A) \phi_{i}\right.$, it follows that $(Z(A)) \phi_{i}$ consists of scalar transformations of $V_{i}, 1 \leqslant i \leqslant r$. In particular,

$$
\begin{equation*}
y_{j} \phi_{i}=\omega_{i}\left(y_{i}\right) I_{i} \quad 1 \leqslant i, j \leqslant r \tag{2.28}
\end{equation*}
$$

for suitable $\omega_{i}\left(y_{j}\right)$ in $F$, where $I_{i}$ is the identity transformation of $V_{i}$. Hence if we apply the representations $\phi_{1}, \phi_{2}, \ldots, \phi_{r}$ to (2.27), we obtain

$$
\begin{equation*}
\omega_{m}\left(y_{i}\right) \omega_{m}\left(y_{j}\right)=\sum_{k=1}^{r} \lambda_{i j k} \omega_{m}\left(y_{k}\right) \quad 1 \leqslant i, j, m \leqslant r . \tag{2.29}
\end{equation*}
$$

Keeping $m$ and $i$ fixed, the resulting $r$ linear relations in $y_{j}$, when written homogeneously, have as matrix of coefficients:

$$
\Delta_{m i}=\left(\begin{array}{cccc}
\lambda_{i 11}-\omega_{m}\left(y_{i}\right) & \lambda_{i 12} & \cdots & \lambda_{i 1 r}  \tag{2.30}\\
\lambda_{i 21} & \lambda_{i 22}-\omega_{m}\left(y_{i}\right) & \cdots & \lambda_{i 2 r} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & \cdots & \lambda_{i r r}-\omega_{m}\left(y_{i}\right)
\end{array}\right)
$$

Since the $\omega_{m}\left(y_{i}\right)$ represent a nontrivial solution of the corresponding system of homogeneous linear equations, we must have

$$
\begin{equation*}
\operatorname{det} \Delta_{m i}=0 \quad 1 \leqslant i, m \leqslant r . \tag{2.31}
\end{equation*}
$$

Since each $\lambda_{i j k}$ is an integer, the polynomial equation obtained from (2.30) and (2.31) for $\omega_{m}\left(y_{i}\right)$ has integer coefficients and its leading coefficient is $\pm 1$. Hence each $\omega_{m}\left(y_{i}\right)$ satisfies a monic polynomial with integer coefficients and so is an algebraic integer.

We can now easily complete the proof. By (2.26), (2.28), and the fact that $\operatorname{dim}_{F} V_{i}=\operatorname{deg} \phi_{i}=n_{i}$, we have

$$
\begin{equation*}
\sum_{k=1}^{h_{i}} \operatorname{tr}\left(y_{i k} \phi_{m}\right)=\operatorname{tr}\left(y_{i} \phi_{m}\right)=\operatorname{tr}\left(\omega_{m}\left(y_{i}\right) I_{m}\right)=\omega_{m}\left(y_{i}\right) n_{m} . \tag{2.32}
\end{equation*}
$$

But $\chi_{m}$ is constant on the elements $y_{i k}$, so (2.32) reduces to

$$
\begin{equation*}
h_{i} \chi_{m}\left(y_{i k}\right)=\omega_{m}\left(y_{i}\right) n_{m} \tag{2.33}
\end{equation*}
$$

for all $i, k, m$.
Since $\omega_{m}\left(y_{i}\right)$ is an algebraic integer, we conclude that $h_{i} \chi_{m}\left(y_{i k}\right) / n_{m}$ is as
well. Since $h_{i}$ is the order of the conjugate class of $y_{i k}$ and $y_{i k}$ is arbitrary in $G$, the theorem follows.

We now prove

## Theorem 2.11

The degree $n_{i}$ of $\chi_{i}$ divides $|G|, 1 \leqslant i \leqslant r$.

## Proof

Let $K_{j}, y_{j h}$, and $h_{j}$ have the same meanings as in the preceding theorem. Now by Theorem 2.2, we have

$$
\begin{equation*}
\sum_{y \in G} \chi_{i}(y) \overline{\gamma_{i}(y)}=|G| . \tag{2.34}
\end{equation*}
$$

Since $\chi_{i}$ is constant on the elements of each $K_{j}$, this reduces to

$$
\begin{equation*}
\sum_{j=1}^{r} h_{j} x_{i}\left(y_{j 1}\right) \overline{x_{i}\left(y_{j 1}\right)}=|G|, \tag{2.35}
\end{equation*}
$$

whence dividing by $n_{i}$ we have

$$
\begin{equation*}
\sum_{j=1}^{r} \frac{h_{j} \chi_{i}\left(y_{j 1}\right)}{n_{i}} \overline{\gamma_{i}\left(y_{j 1}\right)}=|G| / n_{i} . \tag{2.36}
\end{equation*}
$$

Now $\chi_{i}\left(y_{j 1}\right)$ is an algebraic integer by Theorem 1.2 and hence so is $\overline{\chi_{i}\left(y_{j 1}\right)}$. But then by the preceding theorem and the fact that the set of algebraic integers is a ring, it follows that the left side of (2.36) is an algebraic integer. Thus $|G| / n_{i}$ is both a rational number and an algebraic integer, which is possible only if it is an ordinary integer. Hence $n_{i}$ must divide $|G|, 1 \leqslant i \leqslant r$.
As we have seen in the proof of Theorem 2.10, the integers $\lambda_{i j k}$ of (2.27) which determine the multiplication table of the center of $A(G, F)$ have an alternative interpretation in terms of the conjugate classes of $G$. We show now that they can also be expressed in terms of the irreducible characters of $G$, which together will yield the following result:

## Theorem 2.12

Denote the conjugate classes of $G$ by $K_{i}$ and let $y_{i}$ be an element of $K_{i}, 1 \leqslant i \leqslant r$. Then if $\lambda_{i j k}$ is the number of times a giten element of $K_{k}$ can be expressed as an ordered product of an element of $K_{i}$ and an element of $K_{j}$, we have

$$
\lambda_{i j k}=\frac{\left|K_{i}\right|\left|K_{j}\right|}{|G|} \sum_{m=1}^{r} \frac{\chi_{m}\left(y_{i}\right) \chi_{m}\left(y_{j}\right) \overline{\gamma_{m}\left(y_{k}\right)}}{n_{m}}
$$

for $1 \leqslant i, j, k \leqslant r$.

## Proof

As in Theorem 2.10, set $h_{i}=\left|K_{i}\right|, 1 \leqslant i \leqslant r$, and apply (2.29) and (2.33) to obtain

$$
\begin{equation*}
h_{i} h_{j} \chi_{m}\left(y_{i}\right) \chi_{m}\left(y_{j}\right)=n_{m} \sum_{s=1}^{r} \lambda_{i j s} h_{s} \chi_{m}\left(y_{s}\right) \tag{2.37}
\end{equation*}
$$

for all $i, j, m$. Now multiply (2.37) by $\left(1 / n_{m}\right) \overline{\gamma_{m}\left(y_{k}\right)}$ and sum over $m$. Reversing the order of summation on the right side and using Theorem 2.9, it follows that

$$
\begin{equation*}
h_{i} h_{j} \sum_{m=1}^{r} \frac{\left.\chi_{m}\left(y_{i}\right) \chi_{m}\left(y_{j}\right) \overline{\chi_{m}\left(y_{k}\right.}\right)}{n_{m}}=\lambda_{i j k} h_{k}\left|C_{G}\left(y_{k}\right)\right| . \tag{2.38}
\end{equation*}
$$

But $|G|=h_{k}\left|C_{G}\left(y_{k}\right)\right|$ by Theorem 1.2.3(i) and the desired expression for $\lambda_{i j k}$ follows.

Finally, we should like to mention the character table of $G$. Denote once again by $K_{i}$ the distinct conjugate classes of $G$, let $h_{i}=\left|K_{i}\right|$, and let $y_{i} \in K_{i}, 1 \leqslant i \leqslant r$. Then the $r \times r$ complex matrix

$$
\begin{equation*}
X=\left(\chi_{i}\left(y_{j}\right)\right) \tag{2.39}
\end{equation*}
$$

is called a character table of $G$. Clearly it is independent of the choice of the representatives $y_{j}$ of $K_{j}$. Furthermore, any character table of $G$ can be transformed into any other by a permutation of the rows and columns.

Set $Y=D X$, where $D=\operatorname{diag}\left(h_{1}, h_{2}, \ldots, h_{r}\right)$ and let $b_{i j}$ be the $\{i, j\}$ th entry of $Y \bar{Y}^{t}$, so that

$$
\begin{equation*}
b_{i j}=\sum_{k=1}^{r} h_{k}^{2} \chi_{i}\left(y_{k}\right) \overline{\chi_{j}\left(y_{k}\right)} . \tag{2.40}
\end{equation*}
$$

Since $\chi_{i}$ is a class function, it follows from (2.40) together with the orthogonality relations that

$$
\begin{equation*}
b_{i j}=\sum_{y \in G} \chi_{i}(y) \overline{\chi_{j}(y)}=\delta_{i j}|G|, \quad 1 \leqslant i, j \leqslant r, \tag{2.41}
\end{equation*}
$$

where $\delta_{i j}=0$ if $i \neq j$ and $\delta_{i i}=1$. Thus

$$
\begin{equation*}
Y \bar{Y}^{t}=|G| I, \tag{2.42}
\end{equation*}
$$

where $I$ is the $r \times r$ unit matrix. In particular, $Y$, and hence $X$, is nonsingular.

A knowledge of the character table gives considerable information about $G$; on the other hand, it does not determine $G$ up to isomorphism,
as there exist nonisomorphic groups with identical character tables (see exercises).

## 3. SOME APPLICATIONS

We shall now present some basic applications of the preceding results which we shall need for our later work. We begin with Burnside's famous theorem on the solvability of groups of order $p^{a} q^{b}, p, q$ primes, which we derive as a consequence of two lemmas of independent interest.

## Lemma 3.1

Let $\chi$ be an irreducible character of $G$ of degree $n$ and let $y$ be an element of $G$ whose conjugate class has order relatively prime to $n$. Then either $\chi(y)=0$ or $|\chi(y)|=n$.

## Proof

Let $K$ be the conjugate class of $y$ and let $h=|K|$. By Theorems 1.2 and 2.10, both $\alpha=\chi(y)$ and $\beta=h \chi(y) / n$ are algebraic integers. Suppose $\alpha \neq 0$ and let

$$
\begin{equation*}
f(X)=X^{m}+a_{1} X^{m-1}+\cdots+a_{m} \tag{3.1}
\end{equation*}
$$

be its irreducible polynomial, $a_{i}$ integers, $1 \leqslant i \leqslant m$. Since $h / n$ is a rational number, the irreducible polynomial for $\beta$ is also of degree $m$ and so must be

$$
\begin{equation*}
g(X)=X^{m}+a_{1} \frac{h}{n} X^{m-1}+\cdots+a_{m}\left(\frac{h}{n}\right)^{m} \tag{3.2}
\end{equation*}
$$

as $g(\beta)=(h / n)^{m} f(\alpha)=0$. Now the coefficients of $g(X)$ are also integers, since $\beta$ is an algebraic integer. But $(h, n)=1$ by hypothesis and consequently $n^{i}$ divides $a_{i}$ for all $i, 1 \leqslant i \leqslant m$. Thus

$$
\begin{equation*}
h(X)=X^{m}+\frac{a_{1}}{n} X^{m-1}+\cdots+\frac{a_{m}}{n^{m}} \tag{3.3}
\end{equation*}
$$

also has integer coefficients. But $\gamma=\alpha / n$ satisfies $h(X)$ and so also is an algebraic integer. Furthermore, as with $\beta, h(X)$ is the irreducible polynomial for $\gamma$. .

Now by Theorem 1.3(i), $|\gamma|=|\chi(y) / n| \leqslant 1$. However, the $m$ roots $\gamma=\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}$ of $h(X)$ are algebraic conjugates of $\gamma$, since $h(X)$ is irreducible; and so $\left|\gamma_{i}\right| \leqslant 1,1 \leqslant i \leqslant m$. But the product of the $\gamma_{i}$ is the
constant term $b_{m}=a_{m} / n^{m}$ of $h(X)$. Since $b_{m}$ is an integer, the only possibility is $b_{m}= \pm 1$ and $\left|\gamma_{i}\right|=1$ for all $i$. We conclude that $|\chi(y)|=n$.

## Lemma 3.2

Let $G$ be a group of composite order in which the number of elements in some conjugate class is of prime power order. Then $G$ is not simple.

## Proof

Suppose, by way of contradiction, that $G$ is simple. Let $\chi_{i}$ be the irreducible characters of $G$, let $\phi_{i}$ be an irreducible representation of $G$ with character $\chi_{i}$, set $n_{i}=\operatorname{deg} \chi_{i}, 1 \leqslant i \leqslant r$, and let $\chi_{1}$ be the principal character of $G$. Since $G$ is simple, $\phi_{i}$ is faithful for $i>1$. Let $H_{i}=\left\{y \in G \mid(y) \phi_{i}\right.$ is a scalar transformation $\}, 2 \leqslant i \leqslant r$. Then it is immediate that $\left(H_{i}\right) \phi_{i}$ is an abelian normal subgroup of $(G) \phi_{i}$ and hence that $H_{i}$ is an abelian normal subgroup of $G$. Since $G$ is simple of composite order, this forces $H_{i}=1,2 \leqslant i \leqslant r$. But now Theorem 1.3(ii) yields $\left|\chi_{i}(y)\right| \neq n_{i}$ for any $y$ in $G^{\#}, 2 \leqslant i \leqslant r$.

Now let $y$ be an element of $G$ whose conjugate class consists of $h=p^{a}$ elements. Then certainly $y \neq 1$. Now either $p$ divides $n_{i}$ or $\left(h, n_{i}\right)=1$. Since $\left|\chi_{i}(y)\right| \neq n_{i}$ for $i>1$, Lemma 3.1 implies in the latter case that $\chi_{i}(y)=0$. Hence for $i>1$, either $p$ divides $n_{i}$ or $\chi_{i}(y)=0$. Since $n_{1}=\chi_{1}(y)=1$, it follows therefore from Theorem 2.1(ii) that

$$
\begin{equation*}
1+\sum^{\prime} n_{i} \chi_{i}(y)=0 \tag{3.4}
\end{equation*}
$$

where the summation runs over those indices $i>1$ for which $p$ divides $n_{i}$. Setting $n_{i}=m_{i} p$ and $\beta=\sum^{\prime} m_{i} \chi_{i}(y)$, we get

$$
\begin{equation*}
1+p \beta=0 \tag{3.5}
\end{equation*}
$$

But each $\chi_{i}(y)$, and hence also $\beta$, is an algebraic integer. Since $\beta=-1 / p$ is also rational, it must be an ordinary integer, which is clearly impossible.

As a corollary of Lemma 3.2, we have our main result:

## Theorem 3.3 (Burnside)

Every group of order $p^{a} q^{b}, p$ and $q$ primes, is solvable.

## Proof

Let $|G|=p^{a} q^{b}$. We proceed by induction on $|G|$. Since any subgroup or homomorphic image of $G$ satisfies the same conditions, the theorem follows at once by induction if $G$ is not simple. So we may assume $G$ is simple. Since the theorem is obvious if $G$ has prime order, we may also assume $G$ has composite order. Since every group of prime power order is solvable, it follows, in particular, that $p \neq q$.

Now let $Q$ be an $S_{q}$-subgroup of $G$ and let $y$ be an element of $Z(Q)^{*}$. If $K$ denotes the conjugate class containing $y$, then by Theorem 1.2.3(i) $|K|=|G: C|$, where $C=C_{G}(y)$. But $Q \subseteq C$ as $y \in Z(Q)$ and consequently $|G: C|=p^{d}$ for some $d \leqslant a$. Furthermore, $d \neq 0$, since otherwise $C=G$ and $y \in Z(G)$, contrary to the simplicity of $G$. Thus $K$ has prime power order and so $G$ is not simple by the preceding lemma. This contradiction completes the proof.
When Theorem 2.7.4 is interpreted in the light of orthogonality relations, it yields the following result on transitive permutation groups.

## Theorem 3.4

Let $G$ be a transitive permutation group and let $\chi$ be the character of the corresponding permutation representation of $G$. Then
(i) The principal character $1_{G}$ of $G$ is a constituent of $\chi$ of multiplicity 1 .
(ii) $G$ is doubly transitive if and only if

$$
\chi=1_{G}+\theta,
$$

where $\theta$ is an irreducible character of $G$.

## Proof

As we have noted in Section 1, $\chi(y)$ is just the number of letters fixed by the element $y$ of $G$. Hence by Theorem 2.2 and the definition of the inner product, Theorem 2.7.4(i) is equivalent to the assertion $\left(\chi, 1_{G}\right)=1$, whence $1_{G}$ is a constituent of $\%$ of multiplicity 1 .

Since $\chi$ is integral-valued, $\chi^{\prime}(y)=\overline{\chi(y)}=\chi(y)$ for all $y$ in $G$. Hence applying Theorem 2.2 again we see that Theorem 2.7.4(ii) is equivalent to the assertion: $G$ is doubly transitive if and only if

$$
\begin{equation*}
(x, x)=2 . \tag{3.6}
\end{equation*}
$$

On the other hand, if $\chi=\sum_{i=1}^{r} a_{i} \chi_{i}$, where $\chi_{i}$ are the irreducible characters of $G, 1 \leqslant i \leqslant r$, Theorem 2.4(i) implies that

$$
\begin{equation*}
(\chi, \chi)=\sum_{i=1}^{r} a_{i}^{2} . \tag{3.7}
\end{equation*}
$$

But since the $a_{i}$ are integers, obviously the only solution of (3.6) and (3.7) is $a_{i}=1$ for two values of $i$ and $a_{i}=0$ for the remaining, so that $\chi$ is a sum of two irreducible characters. By (i) and Theorem 2.4(i), one of these is $1_{G}$ and so (ii) follows.

We shall need a slight extension of Theorem 2.4(i). If $G$ is a permutation group on $S=\{1,2, \ldots, n\}$, we can clearly decompose $S$ uniquely into the
disjoint union of subsets $S_{k}, 1 \leqslant k \leqslant t$, so that two elements $i, j$ of $S$ are in the same $S_{k}$ if and only if there exists a $y$ in $G$ such that $(i) y=j$. This condition implies that $G$ acts transitively on each $S_{k}$. We call the $S_{k}$ the transitive constituents of $G$. Expressed in other terms, the $S_{k}$ are simply the orbits of the elements of $S$ under the action of $G$.

## Theorem 3.5

If $\chi$ is the character of a permutation representation of $G$, then $\left(\chi, 1_{G}\right)$ is the number of transitive constituents of $(G) \pi$.

## Proof

Let $S_{k}, 1 \leqslant k \leqslant t$, be the transitive constituents of $(G) \pi$ and let $\pi_{k}=\pi$ restricted to $S_{k}, 1 \leqslant k \leqslant t$.

Regarding $\pi$ and each $\pi_{k}$ as matrix representations, we have $\pi=\sum_{k=1}^{t} \pi_{k}$. Hence if $\chi_{k}$ is the character of $\pi_{k}$, we need only show that $\left(\chi_{k}, 1_{6}\right)=1$, for then $\left(\chi, 1_{G}\right)=t$ will follow by linearity. Thus it suffices to prove the theorem in the case that $(G) \pi$ acts transitively on $S$.

Let $K$ be the kernel of $\pi$, let $\tilde{\pi}$ be the quotient representation induced on $\widetilde{G}=G / K$ and let $\tilde{\chi}$ be its character. Since $\widetilde{G}$ is isomorphic to the permutation group $(\tilde{G}) \tilde{\pi}$, we have $\left(\tilde{\chi}, 1_{\tilde{G}}\right)=1$ by Theorem 3.4(i). Hence

$$
\begin{equation*}
\sum_{j \in \tilde{G}} \tilde{\chi}(\tilde{y})=|\widetilde{G}| . \tag{3.8}
\end{equation*}
$$

But clearly $\tilde{\chi}(\tilde{y})=\chi(y)$ for any $y$ in the coset $\tilde{y}$, since $\tilde{y} \tilde{\pi}$ and $y \pi$ fix the same number of letters of $S$. It follows therefore from (3.8) that

$$
\begin{equation*}
\sum_{y \in G} \chi(y)=|\widetilde{G}||K|=|G|, \tag{3.9}
\end{equation*}
$$

whence $\left(\chi, 1_{G}\right)=1$, completing the proof.
We conclude with an important property of the characters of a group of odd order.

## Theorem 3.6 (Burnside)

Let $G$ be a group of odd order. Then we have
(i) If $\chi$ is a nonprincipal irreducible character of $G$, then $\chi$ is nonreal and $\chi^{\prime} \neq \chi$.
(ii) If $y$ is a nonidentity element of $G$, then there exists an irreducible character $\chi$ of $G$ such that $\chi(y)$ is nonreal.

## Proof

Let $y, z \in G$ and suppose $y^{z}=y^{-1}$. Then $y^{z^{2}}=\left(y^{-1}\right)^{z}=\left(y^{z}\right)^{-1}=y$, so $z^{2}$ centralizes $y$. Since $|z|$ is odd, it follows that $z$ centralizes $y$. But then $y=y^{-1}$, so $y^{2}=1$ and hence $y=1$, as $|y|$ is also odd. Thus in a group of
odd order, no nonidentity element is conjugate to its inverse. We need this preliminary result for the proof.

First of all, because of it, Theorems 1.5 and 2.8 yield

$$
\begin{equation*}
0=\sum_{i} \chi_{i}(y) \overline{\chi_{i}\left(y^{-1}\right)}=\sum_{i} \chi_{i}(y)^{2}, \tag{3.10}
\end{equation*}
$$

where the $\chi_{i}$ are the irreducible characters of $G$ and $\chi_{1}=1_{G}$. Since $\chi_{1}(y)=1$, (3.10) implies that $\chi_{i}(y)$ is nonreal for some $i>1$. Hence (ii) holds.

Next let $\chi$ be a real irreducible character of $G$ with $\chi \neq 1_{G}$ and let $n=\operatorname{deg} \chi$. By Theorem 2.11 and 2.1(iii), $n$ is odd and

$$
\begin{equation*}
n+\sum_{y \in G^{*}} \chi(y)=0 . \tag{3.11}
\end{equation*}
$$

Denote the second term of (3.11) by $\alpha$. Now $y \neq y^{-1}$ for $y$ in $G^{\#}$. Moreover, $\chi\left(y^{-1}\right)=\overline{\chi(y)}=\chi(y)$ by Theorem 1.5 and the fact that $\chi$ is real. Hence we can write $\alpha=2 \beta$, where $\beta$ is the sum of $\chi(y)$ over half the elements of $G^{\#}$, each pair ( $y, y^{-1}$ ) contributing one term to the sum. Thus we have both $\beta=-n / 2$ and $\beta$ an algebraic integer. This forces $\beta$ to be an ordinary integer, contrary to the oddness of $n$. Therefore any nonprincipal irreducible character $\chi$ of $G$ is nonreal. Thus $\chi^{\prime} \neq \chi$ and (i) also holds.

## 4. INDUCED CHARACTERS AND TRIVIAL INTERSECTION SETS

The relationship between the characters of a group $G$ and those of its subgroups $H$ is of fundamental importance for the study of the structure of $G$. In this section we shall develop the general facts concerning this relationship. We shall then specialize to the case in which the subgroup $H$ is disjoint from its conjugates, where considerably more precise statements can be made than in general.

First of all, if $H$ is a subgroup of $G$, a representation $\phi$ of $G$ over $F$ induces by restriction a representation $\left.\phi\right|_{H}$ of $H$. If $\chi$ is the character of $\phi$, we denote by $\left.\chi\right|_{H}$ the character of $\left.\phi\right|_{H}$ and call it the restriction of $\chi$ to $H$. By its definition $\left.\chi\right|_{H}$ and $\chi$ take the same value on elements of $H$. Clearly the restriction map is linear and preserves products of characters. Thus it induces a natural homomorphism of $\mathrm{ch}(G)$ into $\mathrm{ch}(H)$.

What is not so obvious is that there is also induced in a natural way a map from ch $(H)$ to ch $(G)$. This depends upon the notion of induced representations. Let $x_{i} 1 \leqslant i \leqslant m$, be a complete set of coset representatives of $H$ in $G$. Let $\psi$ be a matrix representation of $H$ and let its degree be $d$. We extend the definition of $\psi$ to all of $G$ by setting $y \psi$ equal to the $d \times d$

0 matrix for all $y$ in $G-H$. We now define a map $\psi^{*}$ on $G$ to $F_{m d}$ by the rule

$$
\begin{equation*}
y \psi^{*}=\left(\left(x_{i} y x_{j}^{-1}\right) \psi\right) \quad y \in G . \tag{4.1}
\end{equation*}
$$

Thus $y^{*}$ is an $m \times m$ matrix of blocks whose $(i, j)$ th entry is the $d \times d$ matrix $\left(x_{i} y_{j}^{-1}\right) \psi$. We now prove

## Theorem 4.1

Let $H$ be a subgroup of $G$ and $\psi$ a representation of $H$. Then the mapping $\psi^{*}$ defined in (4.1) is a representation of $G$ of degree $|G: H| \operatorname{deg} \psi$.

## Proof

Let $x, y \in G$ and consider the product $\left(. x \psi^{*}\right)\left(1 \psi^{*}\right)$. The $(i, j)$ th block of this product is

$$
\begin{equation*}
B_{i j}(x, y)=\sum_{k=1}^{m}\left(x_{i} x x_{k}^{-1}\right) \psi\left(x_{k} y x_{j}^{-1}\right) \psi . \tag{4.2}
\end{equation*}
$$

Now for a given $i$, there is a unique coset $H x_{t}$ such that $x_{i} x \in H x_{t}$ and hence such that $x_{i} \cdot x x_{t}^{-1} \in H$. But then if $k \neq t,\left(x_{i} \cdot x x_{k}^{-1}\right) \psi$ is the 0 matrix. Thus (4.2) reduces to

$$
\begin{equation*}
B_{i j}(x, y)=\left(x_{i} x x_{t}^{-1}\right) \psi\left(x_{t} y x_{j}^{-1}\right) \psi . \tag{4.3}
\end{equation*}
$$

On the other hand, $x_{i} x y_{j}^{-1} \in H$ if and only if $x_{i} x x_{t}^{-1} \in H x_{j} y^{-1} x_{t}^{-1}$. Since $x_{i} x x_{t}^{-1} \in H$, this will be the case if and only if $x_{t} y x_{j}^{-1} \in H$. Thus

$$
B_{i j}(x, y)= \begin{cases}0 & \text { if } x_{i} x y x_{j}^{-1} \notin H  \tag{4.4}\\ \left(x_{i} x x_{t}^{-1}\right) \psi\left(x_{t} y x_{j}^{-1}\right) \psi & \text { if } x_{i} x y x_{j}^{-1} \in H .\end{cases}
$$

However, as $\psi$ is a representation of $H$, it follows in the second case that $\left(x_{i} x x_{t}^{-1}\right) \psi\left(x_{t} y x_{j}^{-1}\right) \psi=\left(x_{i} x y x_{j}^{-1}\right) \psi$. Together with (4.4), this yields

$$
\begin{equation*}
(x y) \psi^{*}=\left(B_{i j}(x, y)\right) . \tag{4.5}
\end{equation*}
$$

Since $\left(B_{i j}(x, y)\right)=\left(x \psi^{*}\right)\left(y \psi^{*}\right)$, we conclude that $(x y) \psi^{*}=\left(x \psi^{*}\right)\left(y \psi^{*}\right)$.
Finally, it is immediate that (1) $\psi^{*}$ is the identity matrix. Since $\left(x \psi^{*}\right)\left(x^{-1} \psi^{*}\right)=\left(x x^{-1}\right) \psi^{*}=(1) \psi^{*}$, it follows that $x \psi^{*}$ is nonsingular. Thus $\psi^{*}$ is a homomorphism of $G$ into $G L(m d, F)$ and so is a representation of $G$ of the given degree.

As an illustration, we have

## Theorem 4.2

Let $H$ be a subgroup of $G$ and let $\psi$ be the trivial representation of $H$. Then $\psi^{*}$ is the permutation representation on the right cosets of $H$. In particular, if $H \triangleleft G$, then $\psi^{*}$ is the regular representation of $G / H$.

## Proof

With the notation, as above, we have for $y$ in $G$ and a given $x_{i}$ that $x_{i} y x_{j}^{-1} \in H$ if and only if $x_{i} y \in H x_{j}$. Hence $j$ is uniquely determined by $x_{i}$ and $y$ and so $\left(x_{i} x_{k}^{-1}\right) \psi=1$ or 0 according as $k$ is or is not $j$. We see then that $y \psi^{*}$ is simply the permutation matrix determined by the mapping $H x_{i} \rightarrow H x_{i} y^{\prime}=H x_{j}$, thus proving the first assertion. If $H \triangleleft G$, the permutation representation of $G$ on the right cosets of $H$ has $H$ in its kernel and induces the regular representation on $G / H$, as is trivially verified.

In general we call $\psi^{*}$ the representation of $G$ induced by the representation $\psi$ of $H$. If $\psi$ has character $\chi$, we denote the character of $\psi^{*}$ by $\chi^{*}$ and refer to it as the character of $G$ induced by $\gamma$. If $\psi$ is written in a finite normal extension $F_{0}$ of the rationals $Q$ with $F_{0} \subseteq F$, then so also is $\psi^{*}$. Moreover, if $\sigma$ is an element of the Galois group $G\left(F_{0}, Q\right)$, it is clear from the definition that $\sigma$ commutes with the induction map. Thus

$$
\begin{equation*}
\left(\psi^{*}\right)^{\sigma}=\left(\psi^{\sigma}\right)^{*} . \tag{4.6}
\end{equation*}
$$

Frequently we shall be considering various subgroups of $G$ and various induced characters from one subgroup to another. In such situations $\chi^{*}$ will always denote the character induced on $G$ by a character $\chi$ of a subgroup.

## Theorem 4.3

Let $H$ be a subgroup of $G$ and $\not x$ a character of $H$. Set $\not \approx(y)=0$ for $y$ in $G-H$. Then we have
(i) $\chi^{*}(y)=(1 /|H|) \sum_{u \in \mathrm{C}} \chi\left(u u^{-1}\right)$ for all $y$ in $G$.
(ii) $\chi^{*}(y)=0$ if $y$ does not lie in a conjugate of $H$.
(iii) If $\operatorname{ker} \chi \triangleleft G$, then $\operatorname{ker} \chi \subseteq \operatorname{ker} \chi^{*}$.
(iv) If $H \triangleleft G$, then $\operatorname{ker} \chi^{*} \subseteq \operatorname{ker} \chi$.
(v) Equivalent representations of $H$ induce the same character of $G$.

## Proof

Let $\chi$ be the character of the representation $\psi$ of $H$ and let the notation be as in Theorem 4.1. Then

$$
\begin{equation*}
\chi^{*}(y)=\operatorname{tr}\left(y \psi^{*}\right)=\sum_{i=1}^{m} \operatorname{tr}\left(x_{i} y x_{i}^{-1}\right) \psi=\sum_{i=1}^{m} \chi\left(x_{i} y x_{i}^{-1}\right) . \tag{4.7}
\end{equation*}
$$

Now for $z$ in $H, z x_{i} y x_{i}^{-1} z^{-1} \in H$ if and only if $x_{i} y x_{i}^{-1} \in H$. Since $\chi$ is constant on the conjugate classes of $H$ and is 0 off of $H$, it follows that $\chi\left(z x_{i}, y_{i}^{-1} z^{-1}\right)=\chi\left(x_{i}, x_{i}^{-1}\right)$ for all $z$ in $H$. Hence we can write (4.7) as

$$
\begin{equation*}
\chi^{*}(y)=\frac{1}{|H|} \sum_{i=1}^{m} \sum_{i \in H} \chi\left(z x_{i} y \cdot x_{i}^{-1} z^{-1}\right) . \tag{4.8}
\end{equation*}
$$

But since $x_{i}$ is a complete set of coset representatives of $H$ in $G, u=z x_{i}$ runs over $G$ as $z$ runs over $H$ and $i$ goes from 1 to $m$, thus proving (i).

If $y$ does not lie in a conjugate of $H$, then $u y u^{-1} \notin H$ for all $u$ in $G$, whence $\chi\left(u y u^{-1}\right)=0$ and (ii) follows from (i). Moreover, if $y \in \operatorname{ker} \chi$ and $\operatorname{ker} \chi \triangleleft G$, then $u y u^{-1} \in \operatorname{ker} \chi$ for all $u$ in $G$, so $\chi\left(u y u^{-1}\right)=\chi(1)$. But then $\chi^{*}(y)=(1 /|H|)|G| \chi(1)=\operatorname{deg} \chi^{*}$. Thus $y \in \operatorname{ker} \chi^{*}$, proving (iii). Finally, if $\psi_{1}$ is a representation of $H$, equivalent to $\psi$, then it has the same character $\chi$. But then, again by (i), the character $\chi_{1}^{*}$ of $\psi_{1}^{*}$ is given by the same formula as $\chi^{*}$, so $\chi_{1}^{*}=\chi^{*}$, proving (v). (We leave (iv) as an exercise.)

The induction map $\chi \rightarrow \chi^{*}$ extends to a map of ch $(H)$ into ch $(G)$. Theorem 4.3(i) implies that this map is linear. So Theorem 4.3(i) and (ii) holds also for generalized characters. In particular, if $\chi$ is a generalized character of degree 0 , these results together with Theorem 4.1 show that $\chi^{*}$ also has degree 0 .

If $H \subseteq K \subseteq G$, we can induce a character from $H$ to $K$ and then to $G$ or directly from $H$ to $G$. Our next theorem shows that the result is the same.

## Theorem 4.4

Let $H, K$ be subgroups of $G$ with $H \subseteq K$. Let $\chi$ be a character of $H$ and $\tilde{\chi}$ the character of $K$ induced by $\chi$. Then

$$
\chi^{*}=(\tilde{\chi})^{*} .
$$

## Proof

Set $\chi(y)=0$ for $y$ in $G-H$. Then by Theorem 4.3(i),

$$
\begin{equation*}
\tilde{\chi}(z)=\frac{1}{|H|} \sum_{v \in K} \chi\left(v z v^{-1}\right) \quad z \in K . \tag{4.9}
\end{equation*}
$$

Now let $\hat{\chi}(x)=0$ for $x \in G-K$. Then for $y$ in $G$, we have

$$
\begin{equation*}
\tilde{\chi}^{*}(y)=\frac{1}{|K|} \sum_{u \in G} \bar{\chi}\left(u y u^{-1}\right) . \tag{4.10}
\end{equation*}
$$

But if $z \notin K$, then certainly $\imath z v^{-1} \notin H \subseteq K$ for any $v$ in $K$, so (4.9) holds also for $z$ in $G-K$. Hence by (4.9) and (4.10), we obtain

$$
\begin{equation*}
\tilde{\chi}^{*}(y)=\frac{1}{|K|} \frac{1}{|H|} \sum_{u \in G} \sum_{v \in K} \chi\left(u v y v^{-1} u^{-1}\right) . \tag{4.11}
\end{equation*}
$$

However, every element of $G$ can be written exactly $|K|$ times in the form $u v, u \in G, v \in K$ and so (4.11) reduces to

$$
\begin{equation*}
\tilde{\chi}^{*}(y)=\frac{1}{|H|} \sum_{w \in G} \chi\left(w y w^{-1}\right)=\chi^{*}(y), \tag{4.12}
\end{equation*}
$$

proving the theorem.
If $H$ is a subgroup of $G$, we have inner products in both ch $(H)$ and ch $(G)$. To distinguish these, we shall write $(,)_{H}$ and $(,)_{G}$ for the respective inner products. Now if $\chi \in \operatorname{ch}(G)$ and $\theta \in \operatorname{ch}(H)$, we can consider $\chi$ restricted to $H$ and then compute $\left(\theta,\left.\chi\right|_{H}\right)_{H}$, on the one hand, and can consider $\theta$ induced to $G$ and then compute $\left(\theta^{*}, \chi\right)_{G}$, on the other. What relationship exists between these multiplicities? This is answered by the fundamental Frobenius reciprocity theorem:

## Theorem 4.5 (Frobenius)

Let $H$ be a subgroup of $G, \theta$ a generalized character of $H$ and $\chi a$ generalized character of $G$. Then

$$
\left(\theta,\left.\chi\right|_{H}\right)_{H}=\left(\theta^{*}, \chi\right)_{G} .
$$

## Proof

By the definitions and the fact that $\chi^{\prime}$ is a class function on $G$, we have

$$
\begin{align*}
\left(\theta^{*}, \chi\right)_{G} & =\frac{1}{|G|} \sum_{y \in G} \theta^{*}(y) \chi^{\prime}(y)  \tag{4.13}\\
& =\frac{1}{|G|} \frac{1}{|H|} \sum_{u, y \in G} \theta\left(u y u^{-1}\right) \chi^{\prime}(y) \\
& =\frac{1}{|G|} \frac{1}{|H|} \sum_{u, p \in G} \theta\left(u y u^{-1}\right) \chi^{\prime}\left(u y u^{-1}\right),
\end{align*}
$$

where $\theta$ is defined to be 0 on $G-H$. Since $u y u^{-1}$ runs over $G$ for a fixed $u$ as $y$ does, we can write (4.13) as

$$
\begin{align*}
\left(\theta^{*}, \chi\right)_{G} & =\frac{1}{|G|} \frac{1}{|H|} \sum_{u, y \in G} \theta(y) \chi^{\prime}(y)  \tag{4.14}\\
& =\frac{1}{|H|} \sum_{y \in G} \theta(y) \chi^{\prime}(y) .
\end{align*}
$$

But $\theta(y)=0$ if $y \in G-H$, while on $H, \chi^{\prime}(y)=\left.\chi^{\prime}\right|_{H}(y)=\left(\left.\chi\right|_{H}\right)^{\prime}(y)$, so (4.14) reduces to

$$
\begin{equation*}
\left(\theta^{*}, \chi\right)_{G}=\frac{1}{|H|} \sum_{y \in H} \theta(y)\left(\left.\chi\right|_{H}\right)^{\prime}(y)=\left(\theta,\left.\chi\right|_{H}\right)_{H}, \tag{4.15}
\end{equation*}
$$

proving the theorem.

There is an important special case in which stronger conclusions about the relation between $\chi$ and $\chi^{*}$ can be asserted. This is the case in which the subgroup $H$ is the normalizer in $G$ of a subset $A$ of $H$ which is disjoint from its conjugates in $G$ and the character $\chi$ is 0 on $H-A$. For example, Theorem 2.7.7 shows that these conditions hold if $G$ is a Frobenius group with $H=A$ a Frobenius complement, in which case $\chi$ may be any character of $H$. The basic result is the following:

## Theorem 4.6(Brauer-Suzuki)

Let $A$ be a subset of $G$ which is disjoint from its conjugates. Set $N=N_{G}(A)$ and let $\chi, \theta$ be generalized characters of $N$ which are 0 on $N-A$. Then we have
(i) $\chi^{*}(y)=\chi(y)$ for $y$ in $A^{\#}$.
(ii) If $\operatorname{deg} \chi=0$, then $(\chi, \theta)_{N}=\left(\chi^{*}, \theta^{*}\right)_{G}$.

## Proof

Set $\chi(y)=0$ for $y$ in $G-N$. Then for any $y$ in $G^{\#}$, Theorem 4.3(i) gives

$$
\begin{equation*}
\chi^{*}(y)=\frac{1}{|N|} \sum_{u \in G} \chi\left(u y u^{-1}\right) . \tag{4.16}
\end{equation*}
$$

Since $\chi(y)=0$ by hypothesis if $y \in N-A$, we have $\chi\left(u y u^{-1}\right)=0$ unless $u y u^{-1} \in A$. In particular, $\chi^{*}(y)=0$ unless $y$ lies in a conjugate of $A$. Furthermore, for $y$ in $A^{\#}$, we see that either $\chi\left(u y u^{-1}\right)=0$ or $y \in A \cap A^{u^{-1}}$. However, in the latter case, $A=A^{u^{-1}}$ and $u \in N$ as $A$ is disjoint from its conjugates. But $\chi\left(u y u^{-1}\right)=\chi(y)$ for $u$ in $N$ as $\chi$ is a class function on $N$. Hence for $y$ in $A^{*}$,

$$
\begin{equation*}
\chi^{*}(y)=\frac{1}{|N|} \sum_{u \in N} \chi\left(u y u^{-1}\right)=\frac{1}{|N|}|N| \chi(y)=\chi(y), \tag{4.17}
\end{equation*}
$$

proving (i).
Now assume $\operatorname{deg} \chi=0$, so that also $\operatorname{deg} \chi^{*}=0$. By (2.4) we have

$$
\begin{equation*}
\left(\chi^{*}, \theta^{*}\right)_{G}=\frac{1}{|G|} \sum_{y \in G} \chi^{*}(y) \overline{0^{*}(y)} . \tag{4.18}
\end{equation*}
$$

But by the preceding paragraph, $\chi^{*}(y)=0$ for $y$ not in a conjugate of $A$, while $\chi^{*}(y)=\chi(y)$ and $\theta^{*}(y)=\theta(y)$ for $y$ in a conjugate of $A^{*}$. Furthermore, $A^{\#}$ has exactly $|G: N|$ conjugates and no two have an element in common. Since $\chi(1)=\chi^{*}(1)=0,(4.18)$ therefore reduces to

$$
\begin{equation*}
\left(\chi^{*}, \theta^{*}\right)_{G}=\frac{1}{|N|} \sum_{y \in A} \chi(y) \overline{\theta(y)} . \tag{4.19}
\end{equation*}
$$

Since $\chi(y)=0$ for $y$ in $N-A$ by assumption, this gives finally

$$
\begin{equation*}
\left(\chi^{*}, \theta^{*}\right)_{G}=\frac{1}{|N|_{y \in N}} \sum_{\dot{N}} \chi(y) \overline{\theta(y)}=(\chi, \theta)_{N}, \tag{4.20}
\end{equation*}
$$

proving (ii).
For any group $G$ we denote by $\mathrm{ch}_{0}(G)$ the subset of generalized characters of $G$ of degree 0 . Clearly $\mathrm{ch}_{0}(G)$ is a module over the integers. In effect, Theorem 4.6 (ii) asserts that the induction map * is an isometry of the submodule of $\mathrm{ch}_{0}(N)$ consisting of those elements that are 0 on $N-A$ into the module $\mathrm{ch}_{0}(G)$; that is, * preserves inner products or equivalently preserves norms.

In the special case that $A$ is a subgroup of $N$, denote by $\tilde{\psi}$ the element of ch ( $N$ ) induced by the element $\psi$ of ch $(A)$. Then $\tilde{\psi}$ is 0 on $N-A$ by Theorem 4.3 (ii) and $\tilde{\psi} \in \mathrm{ch}_{0}(N)$ if $\operatorname{deg} \psi=0$. When $A$ is a subgroup, it is usually this induction map which is used to construct elements of $\mathrm{ch}_{0}(N)$ which have their support on $A$-that is, are 0 on $N-A$.

## 5. FROBENIUS GROUPS

As our first application of the results on induced characters, we shall now establish the fundamental property of Frobenius groups which was stated without proof in Theorem 2.7.5. We repeat its statement here.

## Theorem 5.1

If $G$ is a Frobenius group with $H$ the subgroup fixing a letter, then the identity together with the elements of $G$ which fix no letters form a normal subgroup of $G$ of order $|G: H|$.

## Proof

Let $G$ act on $S=\{1,2, \ldots, n\}$, let $H$ fix 1 , and let $h=|H|$. Since $G$ is transitive on $S,|G|=h n$ by Theorem 2.7.1. Furthermore, by Theorem 2.7.7, $H$ is disjoint from its conjugates, $H=N_{G}(H)$, and $H \neq 1$. Hence Theorem 4.6 is applicable with $H$ in the role of both $A$ and $N$.

Let $\theta_{i}, 1 \leqslant i \leqslant t$, be the irreducible characters of $H$ with $\theta_{1}=1_{H}$. Also let $d_{i}=\operatorname{deg} \theta_{i}, \mathrm{l} \leqslant i \leqslant t$. Since $H \neq 1, t>1$. We set

$$
\begin{equation*}
\psi_{i}=d_{i} \theta_{1}-\theta_{i} \quad 2 \leqslant i \leqslant t \tag{5.1}
\end{equation*}
$$

so that $\operatorname{deg} \psi_{i}=0$. Then by Theorem $4.6(i i)$ and the orthogonality relations, we have

$$
\begin{align*}
\left(\psi_{i}^{*}, \psi_{i}^{*}\right)_{G} & =\left(d_{i} \theta_{1}-\theta_{i}, d_{1} \theta_{1}-\theta_{i}\right)_{H}  \tag{5.2}\\
& =d_{i}^{2}\left(\theta_{1}, \theta_{1}\right)_{H}-2 d_{1}\left(\theta_{1}, \theta_{i}\right)_{I}+\left(\theta_{i}, \theta_{i}\right)_{H} \\
& =d_{i}^{2}+1
\end{align*}
$$

On the other hand, by the Frobenius reciprocity theorem and Theorem 2.4(i),

$$
\begin{equation*}
\left(\psi_{i}^{*}, 1_{G}\right)_{G}=\left(\psi_{i}, \theta_{1}\right)_{H}=d_{i} \tag{5.3}
\end{equation*}
$$

inasmuch as $\theta_{1}=1_{H}$ is the restriction of $1_{G}$ to $H$. Thus $1_{G}$ is a constituent of $\psi_{i}^{*}$ of multiplicity $d_{i}$. In view of Theorem 2.4(ii), it follows now from (5.2) that $\psi_{i}^{*}=d_{i} 1_{G}+\varepsilon_{i} \chi_{i}$, where $\chi_{i}$ is an irreducible character of $G$ and $\varepsilon_{i}= \pm 1$. However, $\operatorname{deg} \psi_{i}^{*}=0$ by Theorem 4.1 since $\operatorname{deg} \psi_{i}=0$. This forces $\varepsilon_{i}=-1$ and consequently we have

$$
\begin{equation*}
\psi_{i}^{*}=d_{i} 1_{G}-\chi_{i} \quad \text { and } \quad \operatorname{deg} \chi_{i}=d_{i} \quad 2 \leqslant i \leqslant t . \tag{5.4}
\end{equation*}
$$

With this information we shall now construct the required normal subgroup. We set $\chi_{1}=1_{G}, d_{1}=1$, and put

$$
\begin{equation*}
\chi=\sum_{i=1}^{t} d_{i} \chi_{i} \tag{5.5}
\end{equation*}
$$

By (5.4) and Theorem 2.1(i), we have $\chi(1)=\sum_{i=1}^{t} d_{i}^{2}=|H|$. Furthermore, if $y \in G$ and $y$ is not in a conjugate of $H$, then $\psi_{i}^{*}(y)=0$ by Theorem 4.3(ii) and so $\chi_{i}(y)=d_{i}$ by $(5.4), 2 \leqslant i \leqslant t$. But then also $\chi(y)=\sum_{i=1}^{i} d_{i}^{2}=\chi(1)$. It follows therefore from Theorem 1.4 that the kernel $K$ of $\chi$ contains every element of $G$ not in a conjugate of $H$.

On the other hand, if $y \in H^{\#}$, then $\psi_{i}^{*}(y)=\psi_{i}(y)$ by Theorem 4.6(i), whence $\chi_{i}(y)=\theta_{i}(y), 2 \leqslant i \leqslant t$, by (5.1) and (5.4). But then $\chi(y)=$ $\sum_{i=1}^{t} d_{i} \overline{\chi_{i}(y)}=0$ by Theorem 2.1(ii). Hence $H \cap K=1$ and $\chi(y)=0$ if $y$ lies in a conjugate of $H$. Thus $K^{\#}$ consists precisely of the elements contained in no conjugate of $H$. But the conjugates of $H$ are the subgroups that fix a letter of $S$. We conclude that $K^{\#}$ consists of the elements of $G$ which fix no letter of $S$. Finally we have

$$
\begin{equation*}
\left(\chi, 1_{G}\right)=\frac{1}{|G|} \sum_{y \in G} \chi(y) . \tag{5.6}
\end{equation*}
$$

Since $\chi(y)=0$ unless $y \in K$, in which case $\chi(y)=|H|$, it follows from (5.6) that $\left(\chi, 1_{G}\right)=|K||H| /|G|$. But $K H$ is a subgroup of $G$ of order $|K||H|$ as
$K \triangleleft G$ and $K \cap H=1$. Since $\left(\chi, 1_{G}\right)$ is an integer, this forces $|K||H|=|G|$ and $K H=G$, so $|K|=|G: H|$ and the theorem is proved.

As a consequence, a Frobenius group has the properties listed in Theorem 2.7.6, since that result was proved on the basis of the validity of Theorem 2.7.5. A further fundamental property of Frobenius groups, proved by Thompson, is that the Frobenius kernel is necessarily nilpotent. We shall establish this basic result in Chapter 10.

In a Frobenius group $G$ there exists a precise relationship between the irreducible characters of $G$ and those of its kernel, which we should like now to establish. We shall base our argument on a general, very useful, lemma of Brauer.

Let $G$ be a group and let $X=\left(\chi_{i}\left(y_{j}\right)\right)$ be a character table of $G$, where $\chi_{i}, 1 \leqslant i \leqslant r$, are the irreducible characters of $G$ and $y_{j}, 1 \leqslant j \leqslant r$, are representatives of the $r$ conjugate classes $K_{j}$ of $G$. If $\alpha$ is an automorphism of $G$, then certainly $\alpha$ induces a permutation of the $K_{j}$ and so induces a permutation of the columns of $X$. On the other hand, we have seen in Section 1 that with each character $\chi$ of $G$ there is defined a character $\chi^{\chi}$ of $G$ and that $\chi^{\alpha}$ is irreducible whenever $\chi$ is. Hence $\alpha$ also induces a permutation of the rows of $X$. Moreover, by (1.12) $\chi^{\alpha}\left(y_{j}\right)=\chi\left(y_{j}^{\alpha}\right)$ and consequently the matrices obtained from $X$ by these two permutations are identical. It is this crucial fact which enables us to prove:

## Lemma 5.2 (Brauer)

Let A be a group of automorphisms of $G$. Then the number of orbits of $A$ as a group of permutations of the irreducible characters of $G$ is the same as that of $A$ as a group of permutations of the conjugate classes of $G$.

## Proof

We preserve the above notation. As shown in Section 2, the character table $X$ of $G$ is nonsingular. Moreover, by the preceding discussion, if $X^{\alpha}$ denotes the permutation induced on the rows or columns of $X$ by the element $\alpha$ of $A$, then

$$
\begin{equation*}
P(x) X=X^{x}=X Q(x) \tag{5.7}
\end{equation*}
$$

for suitable permutation matrices $P(x)$ and $Q(x)$. The nonsingularity of $X$ implies that $P(\alpha)$ and $Q(\alpha)$ are uniquely determined by $\alpha$.

Now clearly $X^{\alpha \beta}=\left(X^{\alpha}\right)^{\beta}$ for $\alpha, \beta$ in $A$. It follows therefore from (5.7) that

$$
\begin{equation*}
P(\beta) P(\alpha)=P(\alpha \beta) \quad \text { and } \quad Q(\alpha) Q(\beta)=Q(\alpha \beta) \tag{5.8}
\end{equation*}
$$

This in turn implies that the mappings $\pi_{1}, \pi_{2}$ of $A$ given by $\alpha \pi_{1}=P(\alpha)^{t}$ and $\alpha \pi_{2}=Q(x), x \in A$, are permutation representations of $A$. Let $\theta_{i}$ be the character of $\pi_{i}, 1 \leqslant i \leqslant 2$. Since $X^{-1} P(\alpha) X=Q(\alpha)$ by (5.7), $P(\alpha)^{t}$ and $Q(x)$ have the same traces for each $x$ in $A$ and consequently $\theta_{1}=\theta_{2}$.
On the other hand, the number $d_{1}$ of orbits of $A$ as a group of permutations of the irreducible characters of $G$ is the same as the number as a group of permutations of the rows of $X$ and consequently also is the same as the number of orbits of $(A) \pi_{1}$ in its action as a group of permutations. Similarly, the number $d_{2}$ of orbits of $A$ as a group of permutations of the set of conjugate classes of $G$ is the same as that of $(A) \pi_{2}$. Thus the desired conclusion $d_{1}=d_{2}$ will follow, since $\theta_{1}=\theta_{2}$, provided we show that the number of orbits of $(A) \pi_{i}$ as a group of permutations is $\left(\theta_{i}, 1_{A}\right), 1 \leqslant i \leqslant 2$. Since this number of orbits is the same as the number of transitive constituents of $(A) \pi_{i}$, the desired conclusion holds by Theorem 3.5 and the proof is complete.

We remark that obviously the lemma holds more generally for any nonsingular matrix $X$ and any group $A$ which induces the same group of permutations of the rows and columns of $X$.

We can now prove

## Theorem 5.3

Let $G$ be a Frobenius group with kernel $K$ and complement $H$. Then we have
(i) If $\psi$ is a nonprincipal irreducible character of $K$, then $\psi^{*}$ is an irreducible character of $G$.
(ii) If $\chi$ is an irreducible character of $G$ whose kernel does not contain $K$, then $\chi=\psi^{*}$ for some irreducible character $\psi$ of $K$.
(iii) If $\chi$ and $\psi$ are as in (ii), then for $y$ in $H$

$$
\left.\chi\right|_{H}(y)= \begin{cases}0 & \text { if } y \neq 1 \\ |H| \operatorname{deg} \psi & \text { if } y=1 .\end{cases}
$$

## Proof

Now $H$ induces by conjugation a group of automorphisms of $K$ and hence also a permutation of the irreducible characters of $K$. If $\psi$ is an irreducible character of $K$, we denote its image under $u$ in $H$ by $\psi^{u}$. Thus $\psi^{\prime \prime}\left(y^{\prime}\right)=\psi\left(y^{u}\right)$ for $y$ in $K$. We shall now apply the preceding lemma to show that $\psi \neq \psi^{u}$ for all $u$ in $H^{*}$ provided $\psi \neq 1_{K}$.

Let $K_{j}, l \leqslant j \leqslant t$, be the conjugate classes of $K^{\#}$. Suppose $K_{j}^{\mu}=K_{j}$ for some $u$ in $H^{\#}$ and some $j$. Then if $y \in K_{j}$, there exists $x$ in $K$ such that $y^{\prime \prime}=y^{x}$, whence $u x^{-1}$ centralizes $y$. But then $u x^{-1} \in K$ by Theorem 2.7.6(iv) and so $u \in K$ as well as $H$, forcing $u=1$, a contradiction. Hence $K_{j}^{u} \neq K_{j}$
for any $j$ and any $u$ in $H^{*}$ and consequently the $t+1$ conjugate classes of $K$ are distributed into $(t / h)+1$ orbits under the action of $H$, where $h=|H|$. It follows therefore from Lemma 5.2 that the $t+1$ irreducible characters of $K$ are also distributed into $(t / h)+1$ orbits under the action of $H$. The $t$ nonprincipal irreducible characters of $K$ are thus distributed into $t / h$ orbits under the action of $H$, which clearly implies that $\psi^{u} \neq \psi$ if $u \in H^{*}$ and $\psi$ is a nonprincipal irreducible character of $K$.

With this information, we can now establish the theorem. First of all, let $\psi$ be a nonprincipal irreducible character of $K$. To prove that $\psi^{*}$ is irreducible is equivalent to showing that $\left(\psi^{*}, \psi^{*}\right)_{G}=1$. Since $\psi^{*}(y)=0$ for $y$ in $G-K$ by Theorem 4.3(ii), we have

$$
\begin{equation*}
\left(\psi^{*}, \psi^{*}\right)_{G}=\frac{1}{|G|} \sum_{y \in K} \psi^{*}(y) \overline{\psi^{*}(y)}=\frac{|K|}{|G|}\left(\left.\psi^{*}\right|_{K},\left.\psi^{*}\right|_{K}\right)_{K} . \tag{5.9}
\end{equation*}
$$

On the other hand, by Theorem 4.3(i) we have for $y$ in $K$

$$
\begin{equation*}
\psi^{*}(y)=\frac{1}{|K|} \sum_{u \in G} \psi\left(u^{-1} y u\right), \tag{5.10}
\end{equation*}
$$

since $u^{-1}$ runs over $G$ as $u$ does. If $u \in G$, we can write $u=v x$ with $v, x$ uniquely determined in $H, K$, respectively, since $G=H K$ and $H \cap K=1$. But then $\psi\left(v^{-1} y v\right)=\psi\left(x^{-1} u^{-1} y u x\right)=\psi\left(u^{-1} y u\right)$ as $\psi$ is a class function on $K$ and $K \triangleleft G$. Hence (5.10) reduces to

$$
\psi^{*}(y)=\sum_{u \in H} \psi\left(u^{-1} y u\right)=\sum_{u \in H} \psi^{u}\left(y^{\prime}\right) \quad y \in K,
$$

and consequently

$$
\begin{equation*}
\left.\psi^{*}\right|_{K}=\sum_{u \in H} \psi^{u} . \tag{5.11}
\end{equation*}
$$

Since $\psi^{u} \neq \psi^{v}$ for $u, v$ in $H$ and $u \neq v$ by the first part of the proof, the orthogonality relations in $K$ and the irreducibility of each $\psi^{u}$ imply that

$$
\begin{equation*}
\left(\sum_{u \in H} \psi^{u}, \sum_{v \in H} \psi^{v}\right)_{K}=\sum_{u \in H}\left(\psi^{u}, \psi^{u}\right)_{K}=\sum_{v \in H} 1=|H| . \tag{5.12}
\end{equation*}
$$

But now (5.9), (5.11), and (5.12) together yield that $\left(\psi^{*} ; \psi^{*}\right)_{G}=$ $(|K| /|G|)|H|=1$ and so $\psi^{*}$ is irreducible. Thus (i) holds.

Since $|G: K|=|H|$, we note that $\operatorname{deg} \psi^{*}=|H| \operatorname{deg} \psi$ by Theorem 4.1. Furthermore, $K$ is not in the kernel of $\psi^{*}$; for if it were, then $\left(\left.\psi^{*}\right|_{K}, 1_{K}\right)_{K}=$ $|H| \operatorname{deg} \psi$. But this inner product is 0 by (5.12) and the fact that no $\psi^{u}=1_{K}$. We use these facts in proving (ii).

Set $t / h=m$, so that $m$ is the number of orbits of nonprincipal irreducible characters of $K$ under the action of $H$. Let $\psi_{i}, l \leqslant i \leqslant m$, be representatives of each of these orbits and set $d_{i}=\operatorname{deg} \psi_{i}$. Then $d_{i}$ is also the degree of $\psi_{i}^{u}$ for each $u$ in $H$ and consequently we have by Theorem 1.6(i),

$$
\begin{equation*}
|H| \sum_{i=1}^{m} d_{i}^{2}=|K|-1 \tag{5.13}
\end{equation*}
$$

On the other hand, by (i) and the preceding paragraph, $\psi_{i}^{*}$ is an irreducible character of $G$ of degree $|H| d_{i}$ and does not have $K$ in its kernel, $1 \leqslant i \leqslant m$. Moreover, these characters are distinct, for $\psi_{i}^{u} \neq \psi_{j}^{v}$ for $u, v$ in $H$ and $i \neq j$, so $\left.\psi_{i}^{*}\right|_{K}$ and $\left.\psi_{j}^{*}\right|_{K}$ have no common irreducible constituents, which implies that $\psi_{i}^{*} \neq \psi_{j}^{*}$ when $i \neq j$. Now by (5.13), the sum of the squares of the degrees of these $m$ irreducible characters of $G$ is $|H|(|K|-1)$ $=|G|-|H|$. But the sum of the squares of the degrees of the irreducible characters $\chi_{k}, 1 \leqslant k \leqslant s$, of $G$ having $K$ in their kernels is the same as that for all irreducible characters of $G / K$ and this latter sum is $|G / K|=|H|$ by Theorem 2.1(i). Hence the sum of the squares of the degrees of the $\psi_{i}^{*}$ and $\chi_{k}$ is $|G|$, and so by another application of Theorem 2.1(i), these are all the irreducible characters of $G$. We conclude that the $\psi_{i}^{*}$ are the only irreducible characters of $G$ not having $K$ in their kernel and this proves (ii).

Since $\psi^{*}(y)=0$ for $y$ in $G-K$ and $\operatorname{deg} \psi^{*}=|H| \operatorname{deg} \psi$, (iii) also holds.
In several important applications one encounters the following interesting situation: a group $G$ and a nonnormal subgroup $K$ of $G$ disjoint from its conjugates in $G$ such that $N=N_{\mathrm{G}}(K)$ is a Frobenius group with kernel $K$. For example, the groups $L_{2}(q)$ satisfy these conditions with $N$ the subgroup fixing a letter. Furthermore, they are always satisfied by an $S_{p}$-subgroup of a permutation group of prime degree $p$, as is easily verified.

These conditions on $K$ are a very particular case of the general notion of tamely embedded subset as defined by Feit and Thompson.

Under this set of hypotheses, we are in a position to apply both Theorems 4.6 and 5.3. In discussing this situation, it will be convenient to denote by $I(K)$ the submodule of $\operatorname{ch}(N)$ generated by the characters of $N$ induced from the nonprincipal irreducible characters of $K$. By Theorem 5.3. $I(K)$ has a basis consisting of the irreducible characters of $N$ which do not have $K$ in their kernel. Moreover, every element of $I(K)$ is 0 on $N-K$. We also set $I_{0}(K)=I(K) \cap \mathrm{ch}_{0}(N)$ and denote by $C_{d}=C_{d}(K)$ the set of all nonpríncipal irreducible characters of $K$ of degree $d$ Furthermore, we let $t$ be the number of orbits of the elements of $C_{d}$ under the action of a Frobenius complement $H$ in $N$.

We shall assume $t \geqslant 2$, for the ensuing discussion is not applicable in the contrary case. Let $\theta_{i}, l \leqslant i \leqslant t$, be representatives of the distinct orbits of $C_{d}$ under $H$. Then by Theorem 5.3(i), the characters $\tilde{\theta}_{i}$ induced on $N$ from the $\theta_{i}$ are distinct and irreducible, $1 \leqslant i \leqslant t$. Moreover, each $\tilde{\theta}_{i}$ has degree $d|N: K|$ and is 0 on $N-K$ by Theorems 4.1 and 4.3(ii). Set

$$
\begin{equation*}
\zeta_{i j}=\tilde{\theta}_{i}-\tilde{\theta}_{j}, \quad 1 \leqslant i, j \leqslant t . \tag{5.14}
\end{equation*}
$$

Then $\operatorname{deg} \zeta_{i j}=0$ and $\zeta_{i j}$ is 0 on $N-K$, so each $\zeta_{i j} \in I_{0}(K)$. Let $\psi_{i j}=\zeta_{i j}^{*}$, $1 \leqslant i, j \leqslant t$. Because of our assumptions, we can apply Theorem 4.6 and obtain

$$
\begin{equation*}
\left(\psi_{i j}, \psi_{h k}\right)_{G}=\left(\zeta_{i j}, \zeta_{h k}\right)_{N}=\left(\tilde{\theta}_{i}-\tilde{\theta}_{j}, \tilde{\theta}_{h}-\tilde{\theta}_{k}\right)_{N} . \tag{5.15}
\end{equation*}
$$

But each $\tilde{\theta}_{i}$ is an irreducible character of $N$ and consequently $\left(\tilde{\theta}_{r}, \tilde{\theta}_{s}\right)=\delta_{r s}$, where $\delta_{r s}=0$ or 1 according as $r \neq s$ or $r=s$. Hence expanding (5.15), we conclude that

$$
\begin{equation*}
\left(\psi_{i j}, \psi_{h k}\right)_{G}=\delta_{i h}-\delta_{j h}-\delta_{i k}+\delta_{j k} \quad 1 \leqslant i, j, h, k \leqslant t . \tag{5.16}
\end{equation*}
$$

We have thus constructed a set of $t^{2}$ generalized characters of $G$ of degree 0 satisfying (5.16). These relations have an important implication:

## Theorem 5.4 (Brauer-Suzuki)

Let $\psi_{i j}, 1 \leqslant i, j \leqslant t, t \geqslant 2$, be elements of $\mathrm{ch}_{0}(G)$ which satisfy condition (5.16). Then there exists a sign $\varepsilon= \pm 1$ and uniquely determined distinct irreducible characters $\chi_{i}, 1 \leqslant i \leqslant t$, of $G$ such that

$$
\psi_{i j}=\varepsilon\left(\chi_{i}-\chi_{j}\right) \quad 1 \leqslant i, j \leqslant t .
$$

Moreover, $\varepsilon$ is arbitrary if $t=2$, while $\varepsilon$ is uniquely determined if $t>2$.

## Proof

First of all, (5.16) implies that $\left(\psi_{i j}, \psi_{i j}\right)_{G}=0$ or 2 according as $i=j$ or $i \neq j$. But then by Theorem 2.4(ii), $\psi_{i i}$ must be the 0 character and $\psi_{i j}$ must have exactly two irreducible constituents, each of multiplicity $\pm 1$. However, since $\psi_{i j}(1)=0$, these occur with opposite multiplicities. Furthermore, (5.16) yields $\left(\psi_{i j}, \psi_{j i}\right)_{G}=-2$ for $i \neq j$. By Theorem 2.4(i), this is possible only if the two irreducible constituents of $\psi_{j i}$ are the same as those of $\psi_{i j}$, but occur with opposite signs. Thus $\psi_{j i}=-\psi_{i j}$. Now write

$$
\begin{equation*}
\psi_{12}=\varepsilon\left(\chi_{1}-\chi_{2}\right), \tag{5.17}
\end{equation*}
$$

where $\chi_{1}, \chi_{2}$ are the corresponding irreducible characters of $G$ and $\varepsilon= \pm 1$. By Theorem 2.4(i), $\chi_{1}, \chi_{2}$ are uniquely determined.

If $t=2$, we can also write $\psi_{12}=(-\varepsilon)\left(\chi_{2}-\chi_{1}\right)$. Since $\psi_{21}=-\psi_{12}$ and $\psi_{i i}=0$, the theorem follows in this case. Hence we may assume that $t>2$.

Again by $(5.16),\left(\psi_{12}, \psi_{13}\right)_{G}=1$ and so $\psi_{12}, \psi_{13}$ have exactly one constituent in common and it occurs in each with the same multiplicity. Since we can interchange $\chi_{1}$ and $\chi_{2}$ if we replace $\varepsilon$ by $-\varepsilon$, we can assume without loss that

$$
\begin{equation*}
\psi_{13}=\varepsilon\left(\chi_{1}-\chi_{3}\right), \tag{5.18}
\end{equation*}
$$

where $\chi_{3}$ is an irreducible character of $G$ distinct from $\chi_{1}$ and $\chi_{2}$. Since $\chi_{2}, \chi_{3}$ are distinct, there do not exist expressions of the form (5.17) and (5.18) with $-\varepsilon$ in place of $\varepsilon$, and so $\varepsilon$ is uniquely determined.

We argue next that $\psi_{1 k}$ has the same form for all $k, 2 \leqslant k \leqslant t$, as for $k=2$ and 3. Indeed, suppose $k>3$ and assume $\chi_{1}$ is not a constituent of $\psi_{1 j}$. Since $\left(\psi_{1 j}, \psi_{1 k}\right)_{G}=1,2 \leqslant j \leqslant 3$, by (5.16), it follows therefore from (5.17) and (5.18) that $\left(-\varepsilon \chi_{j}, \psi_{1 k}\right)_{G}=1$, whence $\left(\chi_{j}, \psi_{1 k}\right)_{G}=-\varepsilon, 2 \leqslant j \leqslant 3$. But $\psi_{1 k}$ is the sum of two irreducible characters of multiplicities $\pm 1$ and consequently $\psi_{1 k}=-\varepsilon\left(\chi_{2}+\chi_{3}\right)$ by Theorem 2.4(i). However, this is impossible, as $\operatorname{deg} \psi_{1 k}=0$. Hence $\chi_{1}$ is a constituent of $\psi_{1 k}$. Since $\left(\psi_{12}, \psi_{1 k}\right)_{G}=1, \chi_{1}$ is the only common constituent and it occurs with the same multiplicity in $\psi_{12}$ and $\psi_{1 k}$. We thus have

$$
\begin{equation*}
\psi_{1 k}=\varepsilon\left(\chi_{1}-\chi_{k}\right) \quad 2 \leqslant k \leqslant t, \tag{5.19}
\end{equation*}
$$

where the $\chi_{k}$ are suitable irreducible characters of $G$. Since $\left(\psi_{1 j}, \psi_{1 k}\right)_{G}=1$ for $j \neq k, 2 \leqslant j, k \leqslant t, \chi_{j} \neq \chi_{k}$, for otherwise $\left(\psi_{1 j}, \psi_{1 k}\right)_{G}=2$ by Theorem 2.4(i). Since $\left(\psi_{1 k}, \psi_{1 k}\right)_{G}=2$, we conclude similarly that $\chi_{k} \neq \chi_{1}$ for $k>1$.

Finally, we consider $\psi_{j k}$ with $2 \leqslant j, k \leqslant t$ and $j \neq k$. Again by (5.16), we have $\left(\psi_{j k}, \psi_{\cdot k}-\psi_{1 j}\right)_{G}=2$. But $\psi_{1 k}-\psi_{1 j}=\varepsilon\left(\chi_{j}-\chi_{k}\right)$ and so $\left(\psi_{j k}, \varepsilon\left(\chi_{i}-\chi_{j}\right)\right)_{G}=2$. By Theorem 2.4(i) and the form of $\psi_{j k}$, the only possibility is that $\chi_{j}, \chi_{k}$ are constituents of $\psi_{j k}$ of multiplicities $\varepsilon,-\varepsilon$, respectively, whence

$$
\begin{equation*}
\psi_{j k}=\varepsilon\left(\chi_{j}-\chi_{k}\right) \quad 2 \leqslant j, k \leqslant t . \tag{5.20}
\end{equation*}
$$

But now (5.19) and (5.20) together with $\psi_{j j}=0$ yield the theorem.
Irreducible characters $\chi_{i}$ of $G$ constructed from the tamely embedded subgroup $K$ of $G$ in the above fashion are called exceptional characters of $G$ (for $K$ ). As our final result, we derive an elementary property of exceptional characters which we shall need.

## Theorem 5.5

If $\chi$ is an exceptional character of $G$ for the subgroup $K$, then $\chi(y)$ is integral for any element $y$ of $G$ not contained in a conjugate of $K$.

## Proof

We preserve the notation preceding Theorem 5.4, so that $t=\left|C_{d}\right|$ and by assumption, $t \geqslant 2$. Moreover, there are $t$ distinct uniquely determined irreducible characters $\chi_{i}$ of $G, 1 \leqslant i \leqslant t$, satisfying the conclusion of Theorem 5.4 and $\chi=\chi_{i}$ for some $i$. By Theorem 3.6.15, there exists a finite normal extension $F_{0}$ of the rationals $Q$ with $F_{0} \subseteq F$ such that every irreducible representation of $G, K$, and $N=N_{G}(K)$ can be written in $F_{0}$. Then $\chi_{i}(y) \in F_{0}$ for all $i$ and all $y$ in $G$. We shall argue that if $y$ is not in a conjugate of $K$, then $\chi_{i}^{\sigma}(y)=\chi_{i}(y)$ for all $\sigma$ in the Galois group $G\left(F_{0}, Q\right)$, which will imply that $\chi_{i}(y) \in Q$. Since $\chi_{i}(y)$ is an algebraic integer, the theorem will follow.

Setting $\alpha_{i}=\tilde{\theta}_{i}$, Theorem 5.4 can be written

$$
\begin{equation*}
\varepsilon\left(\chi_{j}-\chi_{i}\right)=\alpha_{j}^{*}-\alpha_{i}^{*} \quad 1 \leqslant i, j \leqslant t . \tag{5.20}
\end{equation*}
$$

Let $\sigma \in G\left(F_{0}, Q\right)$. Then each $\alpha_{i}^{\sigma}$ has the same degree as $\alpha_{i}$, does not have $K$ in its kernel, and is 0 whenever $\alpha_{i}$ is 0 . Hence $\alpha_{i}^{\sigma} \in I_{0}(K)$ for all $\sigma$ and all $i$. Applying $\sigma$ to (5.20) yields

$$
\begin{equation*}
\varepsilon\left(\chi_{j}^{\sigma}-\chi_{i}^{\sigma}\right)=\left(\alpha_{j}^{*}\right)^{\sigma}-\left(\alpha_{i}^{*}\right)^{\sigma}=\left(\alpha_{j}^{\sigma}\right)^{*}-\left(\alpha_{i}^{\sigma}\right)^{*} . \tag{5.21}
\end{equation*}
$$

If $\alpha_{i}^{\sigma}=\alpha_{k}$ and $\alpha_{j}^{\sigma}=\alpha_{m}$, the uniqueness of the $\chi_{i}$ together with the irreducibility of $\chi_{i}^{\sigma}, \chi_{j}^{\sigma}$ imply that $\chi_{i}^{\sigma}=\chi_{k}, \chi_{j}^{\sigma}=\chi_{m}$. Since $m$ runs from 1 to $t$ as $j$ does, it follows, in particular, that

$$
\begin{equation*}
\varepsilon\left(\chi_{i}-\chi_{i}^{\sigma}\right)=\alpha_{i}^{*}-\left(\alpha_{i}^{\sigma}\right)^{*} \quad 1 \leqslant i \leqslant t . \tag{5.22}
\end{equation*}
$$

But by Theorem 4.3(ii), both $\alpha_{i}^{*}$ and $\left(x_{i}^{\sigma}\right)^{*}$ are 0 on $y$ if $y$ is not in a conjugate of $K$, whence $\chi_{i}^{\sigma}(y)=\chi_{i}(y)$ for all $\sigma$ in $G\left(F_{0}, Q\right)$, as required.

## 6. COHERENCE

In this section we shall obtain an important generalization of Theorem 5.4 due to Feit. Once again let $K$ be a subgroup of $G$ disjoint from its conjugates such that $N=N_{G}(K)$ is a Frobenius group with kernel $K$; and, as in (5.14), let $\tilde{\theta}_{i}, 1 \leqslant i \leqslant t$, be the set of irreducible characters on $N$ induced from the set of all nonprincipal irreducible characters $\theta_{i}$ of a given degree $d$ of $K$. Put $\eta_{i}=\tilde{\theta}_{i}, 1 \leqslant i \leqslant t$, and $n=|N: K|$. In view of Theorem 5.3 and the definition of $I(K)$, as given in the preceding section, the $\eta_{i}$ can also
be described as the set of all irreducible characters of $I(K)$ of degree $d n$. They thus form a basis of a submodule of $I(K)$ which we shall denote by $I^{d}(K)$. We also set $I_{0}^{d}(K)=I^{d}(K) \quad I_{0}(K)$, so that each $\zeta_{i j}=\eta_{i}-\eta_{j}$ is in $I_{0}^{d}(K)$ and the generalized characters $\zeta_{1 j}=\eta_{1}-\eta_{j}, 2 \leqslant j \leqslant t$, form a basis of $I_{0}^{d}(K)$.
Theorem 4.6 asserts that the induction map * from $N$ to $G$ is an isometry of $I_{0}(K)$ into $\mathrm{ch}_{0}(G)$ and, in particular, of $I_{0}^{\mathrm{d}}(K)$ into $\mathrm{ch}_{0}(G)$. Now the conclusion of Theorem 5.4 can be expressed in the following way: When $t \geqslant 2$, the isometry of $I_{0}^{d}(K)$ into $\mathrm{ch}_{0}(G)$ can be extended to an isometry $\tau$ of $I^{d}(K)$ into $\operatorname{ch}(G)$. Indeed, if $\varepsilon$ and $\chi_{i}, 1 \leqslant i \leqslant t$, are as in Theorem 5.4, then the mapping

$$
\begin{equation*}
\eta_{i}^{\tau}=\varepsilon \chi_{i} \quad 1 \leqslant i \leqslant t \tag{6.1}
\end{equation*}
$$

gives the required isometry. Since the $\varepsilon \chi_{i}$ are distinct generalized characters of $G$ of norm 1, Theorem 2.4(i) implies that $\sum_{i=1} a_{i} \eta_{i}$ and $\sum_{i=1}^{t} a_{i}\left(\varepsilon \chi_{i}\right)$ have the same norms for any integers $a_{i}, 1 \leqslant i \leqslant t$. Since the $\eta_{i}$ form a basis of $I^{d}(K), \tau$ is thus an isometry of $I^{d}(K)$ into ch $(G)$. That $\tau$ extends the isometry of $I_{0}^{d}(K)$ into $\mathrm{ch}_{0}(G)$ is clear since the elements $\eta_{1}-\eta_{j}$ are a basis of $I_{0}^{d}(K)$ and

$$
\begin{equation*}
\left(\eta_{1}-\eta_{j}\right)^{\tau}=\eta_{1}^{\top}-\eta_{j}^{\tau}=\varepsilon \chi_{1}-\varepsilon \chi_{j}=\left(\eta_{1}-\eta_{j}\right)^{*} \quad 2 \leqslant j \leqslant t . \tag{6.2}
\end{equation*}
$$

We may now ask the more general question: When can the isometry * from $I_{0}(K)$ into $\mathrm{ch}_{0}(G)$ be extended to an isometry $\tau$ of $I(K)$ into ch $(G)$ ? Whenever this is true, we shall say that $I(K)$ is coherent. More generally if $I$ is a submodule of $I(K)$ we shall call $I$ coherent if the isometry of $I \cap I_{0}(K)$ into $\mathrm{ch}_{0}(G)$ can be extended to one from $I$ into ch $(G)$. This concept of coherence is a very particular case of the general notion of a coherent set of characters defined by Feit and Thompson in their proof of the solvability of groups of odd order.

Using the language of coherence, we have the fullowing corollary of Theorem 5.4:

## Theorem 6.1

Let $K$ be an abelian subgroup of $G$ disjoint from its conjugates such that $N=N_{G}(K)$ is a Frobenius group with kernel $K$. Then one of the following holds:
(i) $I(K)$ is coherent.
(ii) $K$ is an elementary abelian p-group for some prime $p$, $|N: K|=|K|-1$, and $I_{0}(K)=0$.

## Proof

Since $K$ is abelian, $C_{1}(K)$ contains all nonprincipal irreducible characters of $K$ and so $I^{1}(K)=I(K)$. Hence by the preceding discussion, either $I(K)$ is coherent or $t=1$, where $t=\operatorname{dim} I(K)$. But by Lemma 5.2 and the proof of Theorem 5.3, $t=(k-1) / n$, where $k=|K|$ and $n=|N: K|$. Hence $n=k-1$ when $t=1$. Let $H$ be a Frobenius complement in $N$ and let $x$ be an element of prıme order $p$ in $K$. Since $H$ induces a regular group of automorphisms of $K$, the orbit of $x$ under $H$ contains $n=|H|$ distinct elements. But then if $n=k-1$, we have $n=\left|K^{*}\right|$, in which case the orbit of $x$ contains all elements of $K^{*}$ and so $K$ is an elementary abelian $p$-group. Moreover, $I(K)$ is generated by a single irreducible character and so $I_{0}(K)=0$.

Feit's results give an extension of Theorem 6.1 to the case that $K$ is nilpotent. [In view of Thompson's theorem, the assumption that $N_{\mathrm{G}}(K)$ is a Frobenius group with kernel $K$ will actually imply the nilpotency of $K$.] We preserve the notation $K, N$ and $n$ throughout, so that, in particular, every element of $I(K)$ has degree $d n$ for some integer $d$. The argument is based upon the following crucial theorem, which can be regarded as a generalization of Theorem 5.4.

## Theorem 6.2

Suppose $I$ is the direct sum of submodules $I_{1}, I_{2}$, of $I(K)$, where $I_{1}, I_{2}$ are generated by irreducible characters of $N, I_{1}$ is coherent, and $I^{1}(K) \subseteq I_{1}$. Let $\zeta_{1 j}, 1 \leqslant j \leqslant t_{1}$, be the distinct irreducible characters of $I_{1}$ and assume the following:
(a) $t_{1} \geqslant 2$.
(b) If $I_{2}$ contains an irreducible character of degree dn, then

$$
\sum_{j=1}^{t_{1}} \operatorname{deg}\left(\zeta_{1 j}\right)^{2}>2 d n^{2}
$$

Then $I=I_{1} \oplus I_{2}$ is coherent and, except in the case $I=I_{1}=I^{1}(K)$ and $t_{1}=2$, the isometry $\tau$ is uniquely determined.

## Proof

Since $K$ is nilpotent, $K^{\prime} \subset K$ and consequently $\left|C_{1}(K)\right|=\left|K / K^{\prime}\right|-1>1$. Hence $I^{1}(K) \neq 0$. Since $I^{1}(K) \subseteq I_{1}$, we can choose the notation so that $\zeta_{11} \in I^{1}(K)$ in which case $\operatorname{deg} \zeta_{11}=\zeta_{11}(1)=n$. Next let $d_{i}, 2 \leqslant i \leqslant m$, be the set of distinct integers for which $I_{2}$ possesses an irreducible character of degree $d_{i} n$, let $\zeta_{i j}, 1 \leqslant j \leqslant t_{i}$, be the irreducible characters of $I_{2}$ of degree $d_{i} n$ and let $I^{i}$ be the submodule of $I^{d_{i}}(K)$ generated by $\zeta_{i j}, 1 \leqslant j \leqslant t_{i}$. The
discussion at the beginning of the section tells us that $I^{i}$ is coherent whenever $t_{i} \geqslant 2,2 \leqslant i \leqslant m$.

Now set $J_{r}=I_{1} \cup I^{2} \cdots \cup I^{r}, 1 \leqslant r \leqslant m$. Suppose we know that $J_{r}$ is coherent. We shall argue that the isometry $\tau$ is uniquely determined on $J_{r}$ except when $J_{r}=I^{1}(K)$ and $t_{1}=2$. Since $J_{m}=I$, the final statement of the theorem will then follow. If $J_{r}=I^{1}(K)$, then the isometry $\tau$ of $J_{r}$ into ch ( $G$ ) is uniquely determined by Theorem 5.4 if $t_{1} \geqslant 3$. Since $t_{1} \geqslant 2$ by assumption, either the desired conclusion follows or $I^{1}(K) \subset J_{r}$. In the latter case let $\zeta_{1 j}, \zeta_{i k}$ be arbitrary irreducible characters of $J_{r}$ with deg $\zeta_{1 j}=n$ and $\operatorname{deg} \zeta_{i k}=d_{i} n, d_{i}>1$. Then $d_{i} \zeta_{1 j}-\zeta_{i k} \in I_{0}(K)$. Since $\tau$ extends ${ }^{*}$, we have

$$
\begin{align*}
& \left(\zeta_{1 j}^{\tau},\left(d_{i} \zeta_{1 j}-\zeta_{i k}\right)^{*}\right)_{G}=\left(\zeta_{1 j}, d_{i} \zeta_{1 j}-\zeta_{i k}\right)_{N}=d_{i} \\
& \left(\zeta_{i k}^{\tau},\left(d_{i} \zeta_{1 j}-\zeta_{i k}\right)^{*}\right)_{G}=\left(\zeta_{i k}, d_{i} \zeta_{1 j}-\zeta_{i k}\right)_{N}=-1 . \tag{6.3}
\end{align*}
$$

Since $\zeta_{1 j}^{\mathrm{t}}$ has norm 1, the first equation together with Theorem 2.4(i) implies that $d_{i} \zeta_{1 j}^{*}-\zeta_{i k}^{*}$ has an irreducible constituent $\chi_{1 j}$ of multiplicity $\pm d_{i}$. But by the same theorem,

$$
\begin{equation*}
\left(d_{i} \zeta_{1 j}^{*}-\zeta_{i k}^{*}, d_{i} \zeta_{1 j}^{*}-\zeta_{i k}^{*}\right)_{G}=d_{i}^{2}+1 \tag{6.4}
\end{equation*}
$$

Since $d_{i} \zeta_{1 j}^{*}-\zeta_{i k}^{*}$ has degree 0 , we conclude at once from (6.4) that

$$
\begin{equation*}
d_{i} \zeta_{1 j}^{*}-\zeta_{i k}^{*}=\varepsilon\left(d_{i} \chi_{1 j}-\chi_{i k}\right), \tag{6.5}
\end{equation*}
$$

for suitable irreducible characters $\chi_{i k}$ of $G$, where $\varepsilon= \pm 1$. Moreover, since $\chi_{1 j}, \chi_{i k}$ occur with distinct multiplicities, each is uniquely determined. But now (6.3) forces $\zeta_{1 j}=\varepsilon \chi_{1 j}$ and $\breve{\zeta}_{i k}=\varepsilon \chi_{i k}$. Thus $\tau$ is uniquely determined on all irreducible character of $J_{r}$ and so on $J_{r}$.

Hence to prove the theorem, we need only show that each $J_{r}$ is, in fact, coherent, for then $I=J_{m}$ will be coherent. We proceed by induction on $r$. If $r=1$, then $J_{1}=I_{1}$ is coherent by hypothesis; so we may assume $J_{r-1}$ is coherent for some $r \geqslant 2$ and verify that $J_{r}$ is coherent. Then by assumption there exist irreducible characters $\chi_{i j}$ of $G$ and signs $\varepsilon_{i j}= \pm 1,1 \leqslant i \leqslant r-1$, $1 \leqslant j \leqslant t_{i}$, such that the mapping $\zeta_{i j}=\varepsilon_{i j} \chi_{i j}$ is an isometry of $J_{r-1}$ into ch $(G)$ which extends that of $J_{r-1} \cap I_{0}(K)$ determined by *. However, since $\zeta_{i j}(1) \zeta_{11}-\zeta_{11}(1) \zeta_{i j}$ has degree 0 , we have $0=\zeta_{i j}(1) \zeta_{11}(1)-\zeta_{11}(1) \zeta_{i j}^{\tau}(1)$ $=\zeta_{i j}(1) \varepsilon_{11} \chi_{11}(1)-\zeta_{11}(1) \varepsilon_{i j} \chi_{i j}(1)$, whence $\varepsilon_{i j}=\varepsilon_{11}$ for all $i, j$. We put $\varepsilon=\varepsilon_{11}$. We also set $d_{1 j}=(1 / n) \operatorname{deg} \zeta_{1 j}, 1 \leqslant j \leqslant t_{1}$, so that each $d_{1 j}$ is an integer and $d_{11}=1$.

Now set $\theta_{k}=\left(d_{r} \zeta_{11}-\zeta_{r k}\right)^{*}, 1 \leqslant k \leqslant t_{r}$, and note that each $\theta_{k}$ has degree 0 . We shall now argue that $\chi_{11}$ appears in $\theta_{k}$ with multiplicity $\varepsilon d_{r}$. We set

$$
\begin{equation*}
\left(\chi_{11}, \theta_{k}\right)_{G}=\varepsilon\left(d_{r}-a\right) \tag{6.6}
\end{equation*}
$$

and proceed to argue that the integer $a$ is 0 . Then for $j>1$, the linearity of the inner product obviously implies

$$
\begin{equation*}
\left(\chi_{1 j}, \theta_{k}\right)_{G}=\left(d_{1 j} \chi_{11}, \theta_{k}\right)_{G}-\left(d_{1 j} \chi_{11}-\chi_{1 j}, \theta_{k}\right)_{G} . \tag{6.7}
\end{equation*}
$$

The first term can be computed from (6.6), while the second is equal to $\varepsilon\left(d_{1 j} \zeta_{11}-\zeta_{1 j}, d_{r} \zeta_{11}-\zeta_{r k}\right)_{N}$ as $d_{1 j} \chi_{11}-\chi_{1 j}$ has degree 0 . Thus

$$
\begin{equation*}
\left(\chi_{1 j}, \theta_{k}\right)_{G}=\varepsilon d_{1 j}\left(d_{r}-a\right)-\varepsilon d_{1 j} d_{r}=-\varepsilon d_{1 j} a \quad 2 \leqslant j \leqslant t_{1} . \tag{6.8}
\end{equation*}
$$

Suppose $\theta_{k}$ has no constituents other than $\chi_{i j}, 1 \leqslant i \leqslant r-1,1 \leqslant j \leqslant t_{i}$. Since $\operatorname{deg} \theta_{k}=0$ and since $\tau$ extends the induction map on $J_{r-1}$, it follows from this that $\theta_{k}$ is induced from an element $\alpha_{k}$ of $J_{r-1}$ of degree 0 . But then $\beta_{k}^{*}=0$, where $\beta_{k}=d_{r} \zeta_{11}-\zeta_{r k}-x_{k}$ and consequently $\beta_{k}$ is orthogonal to every element of $J_{r}$ by Theorem 4.6, forcing $\beta_{k}=0$. But then $\zeta_{r k} \in J_{r-1}$, which is not the case. We conclude that each $\theta_{k}$ possesses an irreducible constituent $\chi_{r k}$ with $\chi_{r k} \neq \chi_{i j}, 1 \leqslant i \leqslant r-1,1 \leqslant j \leqslant t_{i}$.

On the other hand, as deg $\theta_{k}=0$, Theorem 4.6 also implies that

$$
\begin{equation*}
\left(\theta_{k}, \theta_{k}\right)_{G}=d_{r}^{2}+1 . \tag{6.9}
\end{equation*}
$$

But now (6.6), (6.8), and (6.9) together with Theorem 2.4(ii) yield

$$
\begin{equation*}
\left(d_{r}-a\right)^{2}+\sum_{j=2}^{t_{1}} d_{1 j}^{2} a^{2}+\left(\theta_{k}, \chi_{r}\right)_{G}^{2} \leqslant d_{r}^{2}+1 \tag{6.10}
\end{equation*}
$$

Since $d_{11}=1$ and $\left(\theta_{k}, \chi_{r k}\right)_{G} \geqslant 1$, this gives

$$
\begin{equation*}
-2 a d_{r}+a^{2} \sum_{j=1}^{t_{1}} d_{1 j}^{2} \leqslant 0 \tag{6.11}
\end{equation*}
$$

However, since deg $\zeta_{1 j}=d_{1 j} n$, condition (b) of the theorem with $d_{r}$ as $d$ implies that

$$
\begin{equation*}
\sum_{j=1}^{t_{1}} d_{1 j}^{2}>2 d_{r} \tag{6.12}
\end{equation*}
$$

Since $a$ is an integer, (6.11) and (6.12) together force $a=0$.
Thus $\chi_{11}$ is a constituent of $\theta_{k}$ of multiplicity $\varepsilon d_{r}$. Since $\operatorname{deg} \theta_{k}=0$, it follows now from (6.9) that

$$
\begin{equation*}
\theta_{k}=\varepsilon\left(d_{r} \chi_{11}-\chi_{r k}\right) \quad 1 \leqslant k \leqslant t_{r} . \tag{6.13}
\end{equation*}
$$

Moreover, $\theta_{k} \neq \theta_{h}$ for $k \neq h$ since $\zeta_{r k} \neq \zeta_{r h}$ and consequently $\chi_{r k} \neq \chi_{r h}$. We now extend the definition of $\tau$ to $J_{r}$ by setting

$$
\begin{equation*}
\zeta_{r k}^{\tau}=\varepsilon \chi_{r k} \quad 1 \leqslant k \leqslant t_{r} . \tag{6.14}
\end{equation*}
$$

Clearly then $\tau$ is an isometry of $J_{r}$ into ch $(G)$. But the $\theta_{k}$ together with $J_{r-1} \cap I_{0}(K)$ obviously generate $J_{r} \cap I_{0}(K)$. Since $\tau$ agrees with ${ }^{*}$ on $J_{r-1} \cap I_{0}(K)$ by induction and on each $\theta_{k}$ by construction, $\tau$ is an extension of * on $J_{r} \cap I_{0}(K)$, completing the proof of the theorem.

To relate condition (b) to properties of $K$, we require the following lemma, which is of some independent interest.

## Lemma 6.3

If $\phi$ is an irreducible representation over $F$ of a nilpotent group $G$, then $(\operatorname{deg} \phi)^{2}$ divides $|G: Z(G)|$.

## Proof

We proceed by induction on $|G|$. We write $G$ as the direct product of its Sylow subgroups $P_{i}, 1 \leqslant i \leqslant m$. By Theorem 3.7.1, $\phi$ is the tensor product of irreducible representations $\phi_{i}$ of $P_{i}$. If $m>1$, then $\left(\operatorname{deg} \phi_{i}\right)^{2}$ divides $\left|P_{i}: Z\left(P_{i}\right)\right|$ by induction, $1 \leqslant i \leqslant m$. Since $Z(G)$ is the direct product of the $Z\left(P_{i}\right)$ and $\operatorname{deg} \phi$ is the product of the $\operatorname{deg} \phi_{i}$, the lemma follows. Hence we may assume that $m=1$, in which case $C$ is a $p$-group. Next let $H$ be the kernel of $\phi$ and let $\bar{Z}$ be the image of $Z(G)$ in $\bar{G}=G / H$, so that $\bar{Z} \subseteq Z(\bar{G})$. Now $\phi$ induces a faithful irreducible representation $\bar{\phi}$ of $\bar{G}$ of the same degree as $\phi$. If $H \neq 1$, then $(\operatorname{deg} \bar{\phi})^{2}$ divides $|\bar{G}: Z(\bar{G})|$ by induction and so divides $|\bar{G}: \bar{Z}|$ as $\bar{Z} \subseteq Z(\bar{G})$. Since $|\bar{G}: \bar{Z}| \leqslant|G: Z(G)|$, the lemma follows. Hence we may also assume that $\phi$ is faithful. In particular, $Z(G)$ is cyclic by Theorem 3.2.2. Finally, if $G$ is abelian, $\operatorname{deg} \phi=1$, in which case the lemma is obvious; so we may also assume that $G$ is nonabelian, whence $Z(G) \subset G$.

Since $G$ is a $p$-group, there exists a normal subgroup $L$ of $G$ with $Z(G) \subset L \subseteq Z_{2}(G)$ and $|L: Z(G)|=p$. But then $L / Z(G)$ is cyclic and so $L$ is abelian by Lemma 1.3.4. Let $V$ be the representation space of $\bar{\phi}$. We regard $V$ as a faithful $G$-module and apply Clifford's theorem to the normal subgroup $L$. Let $V_{i}, 1 \leqslant i \leqslant r$, be the corresponding Wedderburn components. Since $F$ is the complex field and $L$ is abelian, Theorem 3.2.4 implies that $V_{i}$ is the direct sum of one-dimensional isomorphic $L$-submodules. Hence $L$ acts on $V_{i}$ as a group of scalar transformations. But then if $r=1$, this action must be faithful and so $L \subseteq Z(G)$, which is not the case. Thus $r>1$.

Now set $C=C_{G}(L)$. Since $L \subseteq Z_{2}(G)$, we have for $y$ in $L-Z(G)$ and $x$ in $G$ that $[x, y] \in Z(G)$. Moreover, one verifies directly that the mapping $(x) \alpha=[x, y]$ is a homomorphism of $G$ into $Z(G)$ and, since $y^{p} \in Z(G)$, that the image of $G$ is $\Omega_{1}(Z(G))$. But $C$ is the kernel of $\alpha$ and $\left|\Omega_{1}(Z(P))\right|=p$,
whence $|G: C|=p$. By Clifford's theorem, $C$ leaves each $V_{i}$ invariant and $G / C$ induces a transitive permutation group of the $V_{i}$. Thus $r=p$. Furthermore, the irreducibility of $\phi$ on $V$ implies that $V_{1}$ is an irreducible $C$-module.

Finally, if $D$ denotes the kernel of the representation $\psi$ determined by $C$ on $V_{1}$, we have $L D / D \subseteq Z(C / D)$, since $L$ induces scalar transformations on $V_{1}$. Hence by induction $(\operatorname{deg} \psi)^{2}$ divides $|C: L|$. But $\operatorname{deg} \phi=p \operatorname{deg} \psi$, while $|G: Z(G)|=p^{2}|C: L|$. We conclude that $(\operatorname{deg} \phi)^{2}$ divides $|G: Z(G)|$, completing the proof.

We shall now derive a consequence of Theorem 6.2. Once this is done, it will be easy to obtain Feit's main result. Here the square-free part of a positive integer $x$ denotes, as usual, the smallest integer of the form $x / y^{2}, y$ an integer.

## Theorem 6.4

Let a be the square-free part of $\left|K: K^{\prime}\right|$. If $\left|K: K^{\prime}\right|>\left[4\left(n^{2}-1\right) / a\right]+2$, then $I(K)$ is coherent.

## Proof

If $L$ is a subgroup of $K^{\prime}$ normal in $N$, we denote by $I(L)$ the submodule of $I(K)$ generated by those characters of $I(K)$ whose kernels contain $L$. Thus $I(1)=I(K)$ and so to prove the theorem we must show that $I(1)$ is coherent. Note that $I(M) \supseteq I(L)$ whenever $M \subseteq L$. Furthermore, if $\zeta$ is an irreducible character of $N$ not having $K$ in its kernel, then we know that deg $\zeta=d n$ and that $\zeta$ is induced from an irreducible character $\phi$ of $K$ of degree $d$. Moreover, by Theorem 4.3(iv), ker $\zeta \subseteq \operatorname{ker} \phi$. Conversely, if $\phi$ is a nonprincipal irreducible character of $K$ such that ker $\phi \supseteq \mathrm{L}$, then by the proof of Theorem 5.3(iii), ker $\zeta \supseteq L$ (since $L \triangleleft N$ ). Hence by Theorem 5.3 the set of irreducible characters of $N$ induced by all nonprincipal irreducible characters of $K$ having $L$ in their kernels is a basis of $I(L)$. In particular, then, $I\left(K^{\prime}\right)$ is the subset $I^{\prime}(K)$ generated by the irreducible characters of $I(K)$ of degree $n$. We shall use these facts in the proof.

We claim, first of all, that $I\left(K^{\prime}\right)$ is coherent. Since $I\left(K^{\prime}\right)=I^{1}(K)$, this will follow at once from Theorem 5.4 if $\operatorname{dim} I\left(K^{\prime}\right)>1$, so assume that $\operatorname{dim} I\left(K^{\prime}\right)=1$. Then if $H$ is a Frobenius complement in $N$, the nonidentity elements of $K / K^{\prime}$ must all lie in a single orbit under the action of $H$. Thus $\left|K: K^{\prime}\right|=n+1$ since $n=|H|$. But then certainly $a \leqslant n+1$, whence

$$
\begin{equation*}
\frac{4\left(n^{2}-1\right)}{a}+2 \geqslant 4(n-1)+2>n+1=\left|K: K^{\prime}\right|, \tag{6.15}
\end{equation*}
$$

as $n>1$, contrary to assumption.
There thus exists a subgroup $L$ of $K^{\prime}$ with $L \triangleleft N$ of least order such that $I(L)$ is coherent. Suppose by way of contradiction that $L \neq 1$. Let $M$ be a maximal subgroup of $L$ such that $M \triangleleft N$. Then $I(M)$ is not coherent. Set $I_{1}=I(L)$ and let $I_{2}$ be the submodule of $I(K)$ generated by the irreducible characters of $N$ induced from characters of $K$ having $M$, but not $L$, in their kernels. Then $I(M)=I_{1} \oplus I_{2}$. Furthermore, $I^{t}(K)=I\left(K^{\prime}\right) \subseteq$ $I_{1}=I(L)$. Hence by the preceding paragraph $t_{1}=\operatorname{dim} I_{1} \geqslant \operatorname{dim} I^{1}(K) \geqslant 2$. Since $I_{1}$ and $I_{2}$ are generated by irreducible characters, we see then that condition (b) of Theorem 6.2 must be violated. Letting $\zeta_{1 j}, l \leqslant j \leqslant t_{1}$, and $d_{i}, 2 \leqslant i \leqslant m$, have the same meaning as in that theorem, we conclude that

$$
\begin{equation*}
\sum_{j=1}^{t_{1}}\left(\operatorname{deg} \zeta_{1 j}\right)^{2} \leqslant 2 d_{i} n^{2} \tag{6.16}
\end{equation*}
$$

for some $i, 2 \leqslant i \leqslant m$. But as $I_{1}=I(L)$, the $\zeta_{1 j}$ include all irreducible characters of $N$ which have $L$, but not $K$, in their kernels. It follows at once from this, using Theorem 3.6.14(iv) and (v), that the left side of (6.16) is simply $|N: L|-|N: K|$, whence

$$
\begin{equation*}
|N: L|-|N: K| \leqslant 2 d_{i} n^{2} . \tag{6.17}
\end{equation*}
$$

We shall next argue that

$$
\begin{equation*}
d_{i}^{2}| | K: L \mid \tag{6.18}
\end{equation*}
$$

By definition, $d_{i} n$ is the degree of an irreducible character $\zeta$ of $N$ having $M$, but not $L$, in its kernel and consequently $\zeta$ is induced from an irreducible character $\eta$ of $K$ of degree $d_{i}$ which has $M$ in its kernel. Since $\bar{K}=K / M$ is nilpotent, it will suffice to show that $\bar{L}=L / M \subseteq Z(K)$, for then it will follow from the preceding lemma that $d_{i}^{2}| | \bar{K}: \bar{L} \mid$. Since $|\bar{K}: \bar{L}|=|K: L|$, this will yield (6.18). But by our choice of $M, L$ is clearly a minimal normal subgroup of $\bar{N}=N / M$. However, since $K$ is nilpotent and normal in $N$, Theorem 2.6.4 implies that $\bar{L} \cap Z(\bar{K})$ is a nontrivial normal subgroup of $\bar{K}$, whence $\bar{L}=\bar{L} \cap Z(\bar{K})$ and $\bar{L} \subseteq Z(\bar{K})$, as required.

Next let $b$ be the square-free part of $\left|K^{\prime}: L\right|$ and set $c=(a, b)$. Then it is immediate that the square-free part of $|K: L|$ is $e=a b / c^{2}$. Hence, by (6.18), $d_{i} \leqslant \sqrt{(1 / e) \mid K}: L \mid$. Since $|N: K|=n$, it follows therefore upon dividing (6.17) by $n$ that

$$
\begin{equation*}
|K: L|-1 \leqslant 2 n \sqrt{\frac{1}{e}|K: L|} . \tag{6.19}
\end{equation*}
$$

Squaring and dividing by $|K: L|$ yields

$$
\begin{equation*}
|K: L|-2 \leqslant \frac{4 n^{2}}{e}-\frac{1}{|K: L|} \tag{6.20}
\end{equation*}
$$

However, as $e$ divides $|K: L|$, (6.20) implies the stronger inequality

$$
\begin{equation*}
|K: L|-2 \leqslant \frac{4 n^{2}-1}{e}=\frac{4 n^{2} c^{2}-c^{2}}{a b} . \tag{6.21}
\end{equation*}
$$

Finally, since $b$ is the square-free part of $\left|K^{\prime}: L\right|$, certainly $\left|K: K^{\prime}\right| b \leqslant|K: L|$. Hence by (6.21) and the fact that $c \leqslant b$, we obtain

$$
\begin{equation*}
\left|K: K^{\prime}\right|-2 \leqslant \frac{4 n^{2} c^{2}-c^{2}}{a b^{2}} \leqslant \frac{4 n^{2}-1}{a} . \tag{6.22}
\end{equation*}
$$

But then $\left|K: K^{\prime}\right| \leqslant\left(4 n^{2}-1 / a\right)+2$, contrary to hypothesis. Thus $L=1$ and $I(K)$ is coherent.

We can now readily establish Feit's main result:

## Theorem 6.5 (Feit)

Let $K$ be a nilpotent subgroup of $G$ disjoint from its conjugates such that $N=N_{G}(K)$ is a Frobenius group with kernel $K$. Then one of the following holds:
(i) $I(K)$ is coherent.
(ii) $K$ is an elementary abelian p-group for some prime $p$, $|N: K|=|K|-1$, and $I_{0}(K)=0$.
(iii) $K$ is a nonabelian p-group and $\left|K: K^{\prime}\right| \leqslant 4|N: K|^{2}+1$.

## Proof

We may assume $K$ is nonabelian, otherwise the theorem follows from Theorem 6.1. As usual, let $H$ be a Frobenius complement in $N$, so that $n=|H|$. If $n$ were even, then $H$ would contain an element $x$ of order 2 and $x$ would induce by conjugation an automorphism of $K$ of order 2 fixing only the identity. It is an easy argument (which we shall give in Chapter 10) that $K$ must be abelian in this case. Hence $n$ is odd.

Let $a$ be the square-free part of $\left|K: K^{\prime}\right|$. Then we may also assume that

$$
\begin{equation*}
\left|K: K^{\prime}\right| \leqslant \frac{4\left(n^{2}-1\right)}{a}+2 \leqslant 4 n^{2}+1 ; \tag{6.23}
\end{equation*}
$$

otherwise $I(K)$ is coherent by Theorem 6.4 and (i) holds. Hence to complete the proof, we need only show that (6.23) forces $K$ to be a $p$-group, for then (iii) will hold.

Let $P_{i}, 1 \leqslant i \leqslant m$, be the distinct Sylow subgroups of $K$ and assume by
way of contradiction that $m>1$. Since $K$ is nilpotent, we have

$$
\begin{equation*}
\left|K: K^{\prime}\right|=\prod_{i=1}^{m}\left|P_{i}: P_{i}^{\prime}\right| . \tag{6.24}
\end{equation*}
$$

Now $H$ leaves each $P_{i}$ invariant as $P_{i}$ char $K$ and so each $\left|P_{i}: P_{i}^{\prime}\right| \equiv 1$ $(\bmod n)$. Suppose $\left|P_{i}\right|$ is odd. Since $n$ is odd, it follows that, in fact, $\left|P_{i}: P_{i}^{\prime}\right| \equiv 1(\bmod 2 n)$, whence $\left|P_{i}: P_{i}^{\prime}\right| \geqslant 2 n+1$. But then if $\left|P_{i}\right|$ were odd for at least two values of $i$, (6.24) would imply that $\left|K: K^{\prime}\right| \geqslant(2 n+1)^{2}$, contrary to (6.23). Hence we must have $m=2$ and $\left|P_{i}\right|$ even for $i=1$ or 2 , say $i=1$.

Thus $P_{1}$ is a 2-group and $P_{2}$ is a $p$-group, $p$ odd. Let $\left|P_{1}: P_{1}^{\prime}\right|=2^{s}$ and $\left|P_{2}: P_{2}^{\prime}\right|=p^{\prime}$. Then

$$
\begin{equation*}
2^{s}=1+e_{1} n \quad \text { and } \quad p^{t}=1+2 e_{2} n \tag{6.25}
\end{equation*}
$$

for suitable integers $e_{1}, e_{2}$. Since $\left|K: K^{\prime}\right|=2^{s} p^{t}=\left(1+e_{1} n\right)\left(1+2 e_{2} n\right)$, (6.23) forces $e_{1}=e_{2}=1$. In particular, $p^{t}=2^{s+1}-1 \equiv-1(\bmod 4)$, which implies that $t$ is odd. But then $p$ divides $a$, the square-free part of $\left|K: K^{\prime}\right|$. However, since $n \geqslant 3$, one checks directly that

$$
\left|K: K^{\prime}\right|=(n+1)(2 n+1)>\frac{4\left(n^{2}-1\right)}{p}+2 \geqslant \frac{4\left(n^{2}-1\right)}{a}+2,
$$

contrary to (6.23). This completes the proof.
The significance of the coherence of $I(K)$ rests on the fact that when it holds we can obtain fairly precise information concerning the values of the irreducible characters of $G$ on $K^{\#}$. Indeed, we have

## Theorem 6.6

Let $K$ be a nilpotent subgroup of $G$ disjoint from its conjugates such that $N=N_{G}(K)$ is a Frobenius group with kernel $K$. Assume that $I(K)$ is coherent and let $\tau$ be an isometry of $I(K)$ into $\mathrm{ch}(G)$ which extends the induction map of $I_{0}(K)$ into $\mathrm{ch}_{0}(G)$. Then there exists an integer $c$ such that for any irreducible character $\zeta$ of $I(K)$ and any element $y$ of $K^{*}$,

$$
\zeta^{\tau}(y)=\zeta(y)+\frac{\operatorname{deg} \zeta}{|N: K|} c .
$$

Moreover, if $\chi$ is an irreducible character of $G$ not contained in $I(K)^{\tau}$, then $\chi$ has a constant integral value on $K^{\#}$.

## Proof

Let $\zeta_{i}, 1 \leqslant i \leqslant t$, be the irreducible characters of $I(K)$ with

$$
\operatorname{deg} \zeta_{1}=n=|N: K|
$$

We can write

$$
\begin{equation*}
\left.\zeta_{i}^{i}\right|_{N}=\sum_{j=1}^{i} a_{i j} \zeta_{j}+\pi_{i} \quad 1 \leqslant i \leqslant t \tag{6.26}
\end{equation*}
$$

where the $a_{i j}$ are nonnegative integers and $\pi_{i}$ is a character of $N$ having $K$ in its kernel. Using the Frobenius reciprocity theorem and Theorem 2.4(i) together with the coherence of $I(K)$, we have

$$
\begin{align*}
\frac{\operatorname{deg} \zeta_{j}}{n} a_{i 1}-a_{i j} & =\left(\left.\zeta_{i}^{\tau}\right|_{N}, \frac{\operatorname{deg} \zeta_{j}}{n} \zeta_{1}-\zeta_{j}\right)_{N}  \tag{6.27}\\
& =\left(\zeta_{i}^{\tau},\left(\frac{\operatorname{deg} \zeta_{j}}{n} \zeta_{1}-\zeta_{j}\right)^{*}\right)_{G}=\left(\zeta_{i}^{\tau}, \frac{\left.\operatorname{deg} \zeta_{j} \zeta_{1}^{\tau}-\zeta_{j}^{\tau}\right)_{G}}{n}\right. \\
& =\frac{\operatorname{deg} \zeta_{j}}{n} \delta_{i 1}-\delta_{i j}
\end{align*}
$$

where $\delta_{i j}$ has the usual meaning. Solving for $a_{i j}$ and substituting in (6.26), we obtain

$$
\begin{equation*}
\left.\zeta_{i}^{i}\right|_{N}=\sum_{j=1}^{t} \delta_{i j} \zeta_{j}+\frac{a_{i 1}-\delta_{i 1}}{n} \sum_{j=1}^{t}\left(\operatorname{deg} \zeta_{j}\right) \zeta_{j}+\pi_{i} . \tag{6.28}
\end{equation*}
$$

The first sum reduces to $\zeta_{i}$. Since the $\zeta_{j}$ are all the irreducible characters of $N$ not having $K$ in their kernel, it follows from Theorem 3.6.14(iv) and (v) that the second sum is simply $\rho_{N}-\rho_{N / K}$, where $\rho_{N}, \rho_{N / K}$ denote the characters of the regular representation of $N$ and $N / K$, respectively. Thus

$$
\begin{equation*}
\left.\zeta_{i}^{T}\right|_{N}=\zeta_{i}+\frac{a_{i 1}-\delta_{i 1}}{n}\left(\rho_{N}-\rho_{N / K}\right)+\pi_{i} \quad 1 \leqslant i \leqslant t . \tag{6.29}
\end{equation*}
$$

But on $K^{\#}, \rho_{N}, \rho_{N / K}$, and $\pi_{i}$ have the respective values $0, n$, and $\pi_{i}(1)$. Hence there exists an integer $c_{i}$ such that

$$
\begin{equation*}
\zeta_{i}(y)=\zeta_{i}(y)+c_{i} \quad y \in K^{\#}, 1 \leqslant i \leqslant t . \tag{6.30}
\end{equation*}
$$

On the other hand, by the coherence of $I(K)$ and Theorem 4.6,

$$
\begin{equation*}
\frac{\operatorname{deg} \zeta_{i}}{n} \zeta_{1}(y)-\zeta_{i}(y)=\frac{\operatorname{deg} \zeta_{i}}{n} \zeta_{1}(y)-\zeta_{i}(y) \quad y \in K^{\#} . \tag{6.31}
\end{equation*}
$$

Combining (6.30) and (6.31), we conclude at once that

$$
\begin{equation*}
c_{i}=\frac{\operatorname{deg} \zeta_{i}}{n} c_{1} \quad 1 \leqslant i \leqslant t \tag{6.32}
\end{equation*}
$$

Setting $c_{1}=c$, the first assertion of the theorem now follows from (6.30) and (6.32).

Suppose that next $\chi$ is an irreducible character of $G$ not contained in $I(K)^{\text {r }}$. We have

$$
\begin{equation*}
\left.\chi\right|_{N}=\sum_{j=1}^{i} b_{j} \zeta_{j}+\pi \tag{6.33}
\end{equation*}
$$

where the $b_{j}$ are nonnegative integers and $\pi$ is a character of $N$ with $K$ in its kernel. Proceeding as in (6.27), we obtain

$$
\begin{equation*}
\frac{\operatorname{deg} \zeta_{j}}{n} b_{1}-b_{j}=\left(\chi, \frac{\operatorname{deg} \zeta_{j}}{n} \zeta_{i}^{\tau}-\zeta_{j}^{\tau}\right)_{G}=0, \tag{6.34}
\end{equation*}
$$

since $\chi \neq \pm \zeta_{k}^{\tau}$ for any $k$. This yields

$$
\begin{equation*}
\left.\chi\right|_{N}=\frac{b_{1}}{n} \sum_{j=1}^{t}\left(\operatorname{deg} \zeta_{j}\right) \zeta_{j}+\pi=\frac{b_{1}}{n}\left(\rho_{N}-\rho_{N / K}\right)+\pi . \tag{6.35}
\end{equation*}
$$

Hence for $y$ in $K^{\#}$, we have $\chi(y)=-b_{1}+\pi(1)$, whence $\chi$ has constant integral value on $K^{\#}$, thus completing the proof.

To determine the parameter $c$, and hence the exact values of the exceptional characters on $K^{\#}$, requires additional information. By its definition $I(K)$ is limited to the characters of $N$ with support on $K$ no constituent of which has $K$ in its kernel. There is, however, a character of $N$ with support on $K$, whose constituents do have $K$ in their kernels: $\tilde{I}_{K}=\rho_{N / K}$. If we know the decomposition of $1_{K}^{*}=\tilde{I}_{K}^{*}$, then the exact value of $c$ can be determined as well as the values of the nonexceptional characters on $K^{\#}$.
If we set $I^{\prime}(K)=\left\langle I(K), \widetilde{I}_{K}\right\rangle$ and $I_{0}^{\prime}(K)=I^{\prime}(K) \cap \mathrm{ch}_{0}(G)$, then $\operatorname{dim} I^{\prime}(K)=\operatorname{dim} I(K)+1$ and $\operatorname{dim} I_{0}^{\prime}(K)=\operatorname{dim} I_{0}(K)+1$. Furthermore, we know that the induction map is actually an isometry of $I_{0}^{\prime}(K)$ into $\mathrm{ch}_{0}(G)$. An important special case of the above considerations occurs when this isometry can be extended to one of $I^{\prime}(K)$ into $\mathrm{ch}(G)$. This is a stronger requirement than coherence. Examples of these situations will be discussed in detail in Chapters 9 and 13.

In the Frobenius case we have just considered, the module $I(K)$ possessed a basis consisting of irreducible characters. When $N=N_{G}(K)$ is not a Frobenius group, this need no longer be true. Under these more general circumstances, the conditions required for the coherence of $I(K)$ are considerably more complicated. This problem is studied by Feit and Thompson in Section 10 of the Odd Order paper. In Section 9.4 we shall consider a
very particular case of this situation, in which the coherence of $I(K)$ can easily be established.

## 7. BRAUER'S CHARACTERIZATION OF CHARACTERS

A generalized character $\chi$ of $G$ is a complex-valued class function on $G$. It is natural to ask for criteria which will guarantee that a particular complex-valued class function $\theta$ on $G$ is necessarily a generalized character. Since $\chi$ is the difference of two characters of $G$, so also is $\left.\chi\right|_{H}$ for any subgroup $H$ of $G$ and hence $\left.\chi\right|_{H}$ is a generalized character of $H$. Clearly then it is necessary that $\left.\chi\right|_{H}$ be a generalized character of any subgroup $H$ of $G$. Brauer's theorem asserts conversely that $\chi$ must be a generalized character of $G$ if its restriction to every so-called elementary subgroup $E$ of $G$ is a generalized character of $E$.

A group $E$ is called elementary if it is the direct product of a $p$-group and a cyclic $p^{\prime}$-group. Obviously every subgroup of an elementary group is elementary. If we wish to specify the prime $p$, we shall say that $E$ is p-elementary.

Brauer's characterization theorem is a direct consequence of another fundamental result of his which will reveal vividly the importance of elementary subgroups for the study of the characters of $G$. The proof of this latter theorem which we shall give is the celebrated simplified one due to Brauer and Tate.

## Theorem 7.1 (Brauer-Tate)

Every character of $G$ is an integral linear combination of characters of $G$ induced from linear characters of elementary subgroups of $G$.

We shall first prove the weaker statement that the characters of $G$ are integral linear combinations of characters induced from arbitrary irreducible characters of elementary subgroups of $G$ and shall then prove the independent assertion that the set of linear characters of elementary subgroups induces the same module as does the set of all their irrreducible characters.

We break up the proof into a sequence of lemmas, but first we introduce some convenient terminology.

Let $\mathscr{E}$ be the set of all elementary subgroups of $G$ and $\mathscr{E}_{p}$ the subset of $p$-elementary subgroups. Define $v(G)$ to be the submodule of ch $(G)$ generated by the set of all characters of $G$ induced from elements of $\mathscr{E}$.

Equivalently we have

$$
\begin{equation*}
v(G)=\sum_{E \in \mathcal{E}} \operatorname{ch}(E)^{*} \tag{7.1}
\end{equation*}
$$

Our aim will be to show that $v(G)=\operatorname{ch}(G)$.
Let $Z$ be the ring of integers, let $\omega$ be a primitive complex $|G|$ th root of unity, and denote by $R$ the ring $Z[\omega]$. We know that the irreducible polynomial $f(X)$ for $\omega$ over $Z$ is monic. This implies that $R$ has a basis as a $Z$-module consisting of the elements $1, \omega, \omega^{2}, \ldots, \omega^{n-1}$, where $n=\operatorname{deg} f(Z)$. We shall need this property of $R$.

In the proof we shall make use of the extended modules $\mathrm{ch}_{R}(G)$ and $v_{R}(G)$ consisting of all linear combinations with coefficients in $R$ of the characters of ch $(G)$ and $v(G)$, respectively. Clearly

$$
\begin{equation*}
v(G) \subseteq v_{R}(G) \quad \text { and } \quad \operatorname{ch}(G) \subseteq \operatorname{ch}_{R}(G) \tag{7.2}
\end{equation*}
$$

If $H$ is a subgroup of $G$ and $\psi \in \operatorname{ch}_{R}(H)$, then $\psi=\sum_{i=1}^{i} a_{i} \psi_{i}$ for suitable characters $\psi_{i}$ of $H$ and elements $a_{i}$ of $R, 1 \leqslant i \leqslant t$. We extend the induction map from $\operatorname{ch}(H)$ to $\operatorname{ch}_{R}(H)$ by setting $\psi^{*}=\sum_{i=1}^{t} a_{i} \psi_{i}^{*}$. This extended map carries $\mathrm{ch}_{R}(H)$ into $v_{R}(G)$. Moreover, ${ }^{*}$ is given in terms of $\psi$ by the usual formula.

Furthermore, if $x \in G$ and $p$ is prime, it follows from Theorem 1.3.1(iii) that $x$ can be written uniquely in the form $x=x_{1} x_{2}$, where $x_{1}$ is a $p$-element, $x_{2}$ is a $p^{\prime}$-element, and $x_{1}, x_{2}$ commute. We shall call $x_{1}$ the $p$-part of $x$ and $x_{2}$ the $p^{\prime}$-part of $x$. In particular, $\left\langle x_{1}\right\rangle \times\left\langle x_{2}\right\rangle$ is a $p$-elementary subgroup and so each element of $G$ lies in an element of $\mathscr{E}_{p}$ for each prime $p$.

Finally two elements $x, y$ of $G$ will be said to be $p$-conjugate if their $p^{\prime}$-parts are conjugate in the ordinary sense. Since the $p^{\prime}$-part of an element $x$ is a power of $x$, conjugate elements are also $p$-conjugate. However, the converse is not necessarily true. Moreover, it is easy to see that the relation of $p$-conjugacy is an equivalence relation. We can thus speak of the $p$-classes of $G$.

We now begin the proof. A key point is the following general property of induced characters.

## Lemma 7.2

Let $H$ be a subgroup of $G$, let $\phi \in \operatorname{ch}(H)$, and let $\theta$ be a complex-valued class function of $G$ such that $\left.\theta\right|_{H} \in \mathrm{ch}(H)$. Then

$$
\left(\phi^{\prime}\left(\left.\theta\right|_{H}\right)\right)^{*}=\phi^{*} \theta
$$

## Proof

Set $\zeta=\phi\left(\left.\theta\right|_{H}\right)$ and define $\zeta(y)=\phi(y)=0$ for $y$ in $G-H$. Then for all $x$ in $G$, we have

$$
\begin{equation*}
\zeta(x)=\phi(x) \theta(x) \tag{7.3}
\end{equation*}
$$

Hence by Theorem 4.3(i), we have for $y$ in $G$ :

$$
\begin{equation*}
\zeta^{*}(y)=\frac{1}{|H|} \sum_{u \in G} \zeta\left(u y u^{-1}\right)=\frac{1}{|H|} \sum_{u \in G} \phi\left(u y u^{-1}\right) \theta\left(u y u^{-1}\right) . \tag{7.4}
\end{equation*}
$$

But $\theta\left(u y u^{-1}\right)=\theta(y)$ as $\theta$ is a class function on $G$. Thus (7.4) reduces to

$$
\begin{equation*}
\zeta^{*}(y)=\theta(y) \frac{1}{|H|} \sum_{u \in G} \phi\left(u y u^{-1}\right)=\theta(y) \phi^{*}(y), \tag{7.5}
\end{equation*}
$$

which proves the lemma.
This result enables us to prove:

## Lemma 7.3

$v(G)$ is an ideal of $\operatorname{ch}(G)$.

## Proof

Let $\psi \in v(G)$ and $\chi \in \operatorname{ch}(G)$. We must show that $\psi \chi \in v(G)$. Now $\psi$ is an integral linear combination of characters $\psi_{i}$ induced from elementary subgroups of $G, 1 \leqslant i \leqslant r$. The desired result will follow from the distributive law if each $\psi_{i} \chi \in v(G)$. Hence it suffices to treat the case that $\psi=\phi^{*}$, where $\phi$ is a character of $E \in \mathscr{E}$. Similarly we may assume that $\chi$ is a character of $G$. But now by Lemma 7.2, we have

$$
\psi \chi=\phi^{*} \chi=\left(\phi\left(\left.\chi\right|_{E}\right)\right)^{*},
$$

which proves the result.
In view of Lemma 7.3, the conclusion $v(G)=\mathrm{ch}(G)$ will follow if we can show that $1_{G} \in v(G)$, for then $v(G)$ will be the unit ideal of ch $(G)$.

The next result reduces our task to showing that $1_{G} \in v_{R}(G)$.

## Lemma 7.4

If $m 1_{G} \in v_{R}(G), m \in Z$, then $m 1_{G} \in v(G)$. In particular, if $1_{G} \in v_{R}(G)$, then $v(G)=\operatorname{ch}(G)$.

## Proof

We first argue that $1, \omega, \omega^{2}, \ldots, \omega^{n-1}$ are linearly independent over ch $(G)$. Indeed let $\chi_{i}, 1 \leqslant i \leqslant r$, be the distinct irreducible characters of $G$
and suppose that for suitable integers $c_{i j}$, we have

$$
\begin{equation*}
\sum_{i=1}^{r} \sum_{j=0}^{n-1} c_{i j} \chi_{i} \omega^{j}=0 . \tag{7.6}
\end{equation*}
$$

Setting $d_{i}=\sum_{j=0}^{n-1} c_{i j} \omega^{j}$, we have $d_{i} \in R$ and $\sum_{i=1}^{r} d_{i} \chi_{i}=0$. But the $\chi_{i}$ are linearly independent over $F$ and therefore each $d_{i}=0$. Since the $\omega^{j}, 0 \leqslant j \leqslant n-1$, are linearly independent over $Z$, we conclude that each $c_{i j}=0$, which proves the assertion.

As an immediate consequence, we obtain that

$$
v_{R}(G)=\sum_{j=0}^{n-1} v(G) \omega^{j},
$$

where the sum is direct. This in turn implies that

$$
\begin{equation*}
\operatorname{ch}(G) \cap v_{R}(G)=v(G) \tag{7.7}
\end{equation*}
$$

But now if $m 1_{G} \in v_{R}(G)$, (7.7) implies that $m 1_{G} \in v(G)$. The final assertion now follows from the statement preceding the lemma.

We next prove

## Lemma 7.5

If $\chi$ is an element of $\mathrm{ch}_{R}(G)$ which takes integral values on $G$, then the value of $\chi(\bmod p)$ is constant on each $p$-class of $G$.

## Proof

If $y \in G$, write $y=u v$, where $u$ is the $p^{\prime}$-part and $v$ is the $p$-part of $y$. Since $\chi$ is constant on each conjugate class of $G$ and since $p$-conjugate elements have conjugate $p^{\prime}$-parts, it will suffice to prove that

$$
\begin{equation*}
\chi(y) \equiv \chi(u)(\bmod p) . \tag{7.8}
\end{equation*}
$$

If $Y=\langle y\rangle$, we have

$$
\begin{equation*}
\left.\chi\right|_{Y}=\sum_{i=1}^{t} a_{i} \psi_{i} \tag{7.9}
\end{equation*}
$$

where the $\psi_{i}$ are irreducible characters of $Y$ and $a_{i} \in R, 1 \leqslant i \leqslant t$. Now as $Y$ is abelian, each $\psi_{i}$ is a homomorphism of $Y$ into the multiplicative group of complex numbers. Hence if $|v|=p^{m}$, we have $\psi_{i}(y)^{p^{m}}=\psi_{i}(u v)^{p^{m}}=$ $\psi_{i}(u)^{p^{m}} \psi_{i}(v)^{p^{\prime \prime \prime}}=\psi_{i}(u)^{p^{m}}$. But then if we raise (7.9) to the $p^{m}$ th power and use the binomial theorem we conclude that

$$
\begin{equation*}
\chi(y)^{p^{p m}} \equiv \chi(u)^{p^{m}}(\bmod p R), \tag{7.10}
\end{equation*}
$$

where $p R$ denotes the principal ideal of $R$ generated by $p$.

We now make use of the identity

$$
Z \cap p R=p Z
$$

which follows at once from the fact that $1, \omega, \ldots, \omega^{n-1}$ is a basis of $R$ over $Z$. Since $\chi(y)$ and $\chi(u)$ are integers, by hypothesis, the difference of the two sides of (7.10) lies in $Z \cap p R$ and we conclude that

$$
\begin{equation*}
\chi(y)^{p^{m}} \equiv \chi(u)^{p^{m}}(\bmod p Z) . \tag{7.11}
\end{equation*}
$$

But $\chi(y)^{p^{p}} \equiv \chi(y)(\bmod p)$ and $\chi(u)^{p^{m}} \equiv \chi(u)(\bmod p)$, so (7.8) follows at once from (7.11).

We now bring the elementary subgroups of $G$ explicitly into the argument.

## Lemma 7.6

Let $U=\langle u\rangle$, where $u$ is a $p^{\prime}$-element and let $P$ be an $S_{p}$-subgroup of $C_{G}(U)$.
Then there exists an element $\psi$ in $\mathrm{ch}_{R}(U \times P)$ such that
(i) $\psi^{*}(y) \in Z$ for all $y$ in $G$.
(ii) $\psi^{*}(y)=0$ if $y$ is not in the p-class of $u$.
(iii) $\psi^{*}(u)=\left|C_{G}(u): P\right| \not \equiv 0(\bmod p)$.

## Proof

Since $P$ centralizes $U$ and $U$ is a $p^{\prime}$-group, we have, in fact, $U P=U \times P$. Let $\psi_{i}, 1 \leqslant i \leqslant t$, be the irreducible characters of $U \times P$ having $P$ in their kernel, so that each $\psi_{i}$ is linear. Define

$$
\begin{equation*}
\psi=\sum_{i=1}^{r} \overline{\psi_{i}(u)} \psi_{i} \tag{7.12}
\end{equation*}
$$

Since $\psi_{i}$ is constant on the cosets of $P$, we conclude at once from the orthogonality relations in $U P / P$ that

$$
\begin{array}{ll}
\psi(u v)=\psi(u)=|U| & \text { for } v \in P, \text { and }  \tag{7.13}\\
\psi(x)=0 & \\
\text { for } x \in U P-u P .
\end{array}
$$

We shall argue that $\psi^{*}$ has the required properties. First of all, each $\overline{\psi_{i}(u)}$ is a $|G|$ th root of unity and so is a power of $\omega$. Thus $\psi \in \mathrm{ch}_{R}(U P)$ and so $\psi^{*} \in v_{R}(G)$. Moreover, we have for $y$ in $G$,

$$
\begin{equation*}
\psi^{*}(y)=\frac{1}{|U P|} \sum_{z \in G} \psi\left(z y z^{-1}\right), \tag{7.14}
\end{equation*}
$$

where $\psi\left(z y z^{-1}\right)=0$ if $z y z^{-1} \notin U P$. Because of (7.13), this reduces to

$$
\begin{equation*}
\psi^{*}(, j)=\frac{1}{|P|} \sigma(y), \tag{7.15}
\end{equation*}
$$

where $\sigma(y)$ denotes the number of elements $z$ of $G$ such that $z y z^{-1} \in u P$. Now if $z y z^{-1} \in u P$, so does $v z y z^{-1} v^{-1}$ for every $v$ in $P$. Hence $\sigma(y)$ is divisible by $|P|$ and consequently $\psi^{*}(y)$ is an integer for all $y$ in $G$.

Furthermore, it follows from (7.15) that $\psi^{*}(y)=0$ unless $z y z^{-1}=u v$ for some $v$ in $P$. But in the latter case, the $p^{\prime}$-part of $y$ is conjugate to $u$ and so $y$ lies in the same $p$-class as $u$. Finally if $z u z^{-1}=u v, v \in P$, then $v=1$ since $u$ and $u v$ must have the same orders. Thus $\sigma(u)=\left|C_{G}(u)\right|$ and therefore $\psi^{*}(u)=\left|C_{G}(u): P\right|$. Since $P$ is an $S_{p}$-subgroup of $C_{G}(u)$, we conclude that $\psi^{*}(u)$ is prime to $p$, completing the proof.

With the aid of Lemma 7.6, we can now prove that certain class functions on $G$ are, in fact, elements of $v_{R}(G)$.

## Lemma 7.7

If $\theta$ is an integral-valued class function on $G$ such that $\theta(y)$ is divisible by $|G|$ for all $y$ in $G$, then $\theta \in v_{R}(G)$.

## Proof

Choose $p$ prime to $|G|$, in which case every element of $G$ is a $p^{\prime}$-element and $p$-conjugacy is the same as conjugacy. Let $K_{j}, 1 \leqslant j \leqslant r$, be the distinct conjugacy classes of $G$. By the preceding lemma there exists for each $j$ an integral-valued element $\chi_{j}$ of $v_{R}(G)$ which is 0 on $K_{i}$ for $i \neq j$ and which has a value $m_{j}$ dividing $|G|$ on $K_{j}$. But then if $\theta\left(y_{j}\right)=d_{j}|G|$ for $y_{j}$ in $K_{j}$, it follows that

$$
\begin{equation*}
\theta(y)=\sum_{j=1}^{r} \frac{d_{j}|G|}{m_{j}} \chi_{j}(y) \tag{7.16}
\end{equation*}
$$

for all $y$ in $G$. Since the coefficients are integers, we conclude that $\theta \in v_{R}(G)$.

## Lemma 7.8

For any prime $p$, there exists an integral-valued element $\chi$ of $v_{R}(G)$ such that $\chi(y) \equiv 1(\bmod p)$ for all $y$ in $G$.

## Proof

Applying Lemma 7.6 again, we can find for each $p$-class $L_{j}$ of $G$ an integral-valued element $\zeta_{j}$ of $v_{R}(G)$ which is 0 on $L_{i}$ for $i \neq j$ and which has a value prime to $p$ on $L_{j}, 1 \leqslant j \leqslant t$. But then for a suitable integer $a_{j}$, we have $a_{j} \zeta_{j}\left(y_{j}\right) \equiv 1(\bmod p)$ for $y_{j} \in K_{j}, 1 \leqslant j \leqslant t$. It follows at once that the function $\chi=\sum_{j=1}^{t} a_{j} \zeta_{j}$ is in $v_{R}(G)$ and has the required property.
Lemma 7.9
Let $p$ be a prime and let $|G|=m p^{a}$, where $(m, p)=1$. Then $m \mathbf{1}_{G} \in v(G)$.

## Proof

By Lemma 7.4, it will suffice to prove that $m 1_{G} \in v_{R}(G)$. Choose $\chi$ as in the preceding lemma and set $\zeta=\chi^{p^{a}}$. Since $v(G)$ is an ideal of ch $(G)$ by Lemma 7.3, so also is $v_{R}(G)$ an ideal of $\mathrm{ch}_{R}(G)$. Hence $\zeta \in v_{R}(G)$. Since $\chi(y) \equiv 1(\bmod p)$, we have $\zeta(y) \equiv 1\left(\bmod p^{a}\right)$ for all $y$ in $G$. Now

$$
\begin{equation*}
m 1_{G}=m\left(1_{G}-\zeta\right)+m \zeta . \tag{7.17}
\end{equation*}
$$

Since $1_{G}(y)=1$ for all $y$ in $G$, it follows that the values of $m\left(1_{G}-\zeta\right)$ are integers divisible by $m p^{a}=|G|$. But then $m\left(1_{G}-\zeta\right) \in v_{R}(G)$ by Lemma 7.7 and we conclude from (7.17) that $m 1_{G} \in v_{R}(G)$.

Finally we obtain our objective:

## Lemma 7.10

$$
v(G)=\operatorname{ch}(G)
$$

## Proof

Write $|G|=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{k}^{a_{k}}$, where the $p_{i}$ are distinct primes and set $m_{i}=|G| / p_{i}^{a_{i}}, 1 \leqslant i \leqslant k$. Then the $m_{i}$ are relatively prime as a set and so $1=\sum_{i=1}^{k} c_{i} m_{i}$ for suitable integers $c_{i}$. But by the preceding lemma $m_{i} 1_{G} \in v(G)$ for each $i, 1 \leqslant i \leqslant k$. Therefore $1_{G}=\sum_{i=1}^{k} c_{i} m_{i} 1_{G} \in v(G)$. Since $v(G)$ is an ideal of $\operatorname{ch}(G)$, we conclude that $v(G)=\operatorname{ch}(G)$.

To complete the proof of the Brauer-Tate theorem, we shall prove

## Theorem 7.11 (Brauer)

If $E$ is an elementary group and $\theta$ is an irreducible character of $E$, then $\theta$ is induced from a linear character of some subgroup of $E$.

Let us first prove Theorem 7.1 on the basis of this result. We know that $v(G)$ is spanned by the characters $\theta^{*}$, where $\theta$ ranges over the irreducible characters of $E$ and $E$ ranges over the set $\mathscr{E}$ of elementary subgroups of $G$. By the theorem, each $\theta=\tilde{\phi}$, where $\phi$ is a linear character of a subgroup $E_{1}$ of $E$ and $\tilde{\phi}$ denotes the character of $E$ induced by $\phi$. But then by the transitivity of induction, $\theta^{*}=\tilde{\phi}^{*}=\phi^{*}$. Since $E_{1} \in \mathscr{E}$, we see that $v(G)$ is spanned by the set of $\phi^{*}$, where $\phi$ is a linear character of an elementary subgroup of $G$, which establishes Theorem 7.1.

We turn now to the proof of Theorem 7.11. We write $E=A \times P$. By Theorems 3.2.4 and 2.11, the irreducible representations of $A$ over $F$ are of degree 1 and those of $P$ are of degree $p^{i}$ for some $i$. Moreover, by Theorem 3.7.1 any irreducible representation of $E$ is the tensor product of irreducible representations of $A$ and $P$, respectively. Hence $\operatorname{deg} \theta=p^{n}$ for some $n$.

We argue by induction on $n$. If $\phi$ is a character of a subgroup $H$ of $E$, we shall as usual denote by $\phi^{*}$ the character induced on $E$ by $\phi$. Now if $n=0$, then $\phi$ itself is linear and we may take $H=E$ and $\phi=\theta$ to obtain $\theta=\phi^{*}$. Thus we may assume $n>0$.

Let $\lambda$ be a linear character of $E$. By Theorem 2.6 we have

$$
\begin{equation*}
(\lambda, \theta \bar{\theta})_{E}=(\theta, \lambda \theta)_{E} . \tag{7.18}
\end{equation*}
$$

But $\theta$ is irreducible and $\operatorname{deg} \lambda \theta=(\operatorname{deg} \lambda)(\operatorname{deg} \theta)=\operatorname{deg} \theta$, whence either $\theta=\lambda \theta$ or $\theta$ does not appear in $\lambda \theta$. Hence by (7.18), we have that $(\lambda, \theta \bar{\theta})_{E}=0$ or 1 and it equals 1 if and only if $\theta=\lambda \theta$. Let $\Lambda$ be the set of all linear characters $\lambda$ of $E$ such that $\theta=\lambda \theta$. Then our argument shows that

$$
\begin{equation*}
\theta \bar{\theta}=\sum_{i \in \Lambda} \lambda+\psi, \tag{7.19}
\end{equation*}
$$

where $\psi$ is a character of $E$, all of whose constituents are nonlinear. Hence by the first paragraph of the proof, the degree of each of these constituents is a positive power of $p$. Thus $\operatorname{deg} \psi$ is divisible by $p$. Furthermore, $\operatorname{deg} \theta \bar{\theta}=p^{2 n}$ and $n>0$. We conclude therefore from (7.19) that

$$
\begin{equation*}
p \text { divides }|\Lambda| . \tag{7.20}
\end{equation*}
$$

On the other hand, it is immediate from its definition that $\Lambda$ is a group under multiplication. But now (7.20) and Sylow's theorem imply that $\Lambda$ contains an element $\eta$ of order $p$. Let $K$ be the kernel of $\eta$. Now as $\eta$ is linear, it maps $E$ homomorphically onto the multiplicative group $T$ of the $p$ th roots of unity, which implies that $E / K$ is isomorphic to $T$. We conclude at once that $|E: K|=p$ and that $A \subseteq K$. Thus $K=A \times Q$, where $Q \subset P$ and $|P: Q|=p$.

Now by its definition, $\left.\eta\right|_{K}=1_{K}$. Since $1_{E} \in \Lambda$, it follows from (7.19) that $1_{K}$ occurs in $\left.\theta \bar{\theta}\right|_{K}$ with multiplicity at least 2 . Since $\left.\theta \bar{\theta}\right|_{K}=\left(\left.\theta\right|_{K}\right)\left(\left.\bar{\theta}\right|_{K}\right)$, Theorem 2.6 now yields that $\left(\left.\theta\right|_{K},\left.\theta\right|_{K}\right)_{K} \geqslant 2$, whence $\left.\theta\right|_{K}$ is a reducible character. Hence if $\phi$ is an irreducible constituent of $\left.\theta\right|_{K}$, we conclude that $\operatorname{deg} \phi<\operatorname{deg} \theta$.

On the other hand, the Frobenius reciprocity theorem gives

$$
\begin{equation*}
\left(\left.\theta\right|_{K}, \phi\right)_{K}=\left(\theta, \phi^{*}\right)_{E} . \tag{7.21}
\end{equation*}
$$

Thus $\theta$ is a constituent of $\phi^{*}$, and so $\operatorname{deg} \theta \leqslant \operatorname{deg} \phi^{*}$. But $\operatorname{deg} \phi^{*}=$ $|E: K| \operatorname{deg} \phi=p \operatorname{deg} \phi$. Moreover, as $K=A \times Q$ is $p$-elementary, it follows from the first paragraph of the proof that also $\operatorname{deg} \phi$ is a power of $p$. The only possibility for our inequalities is that $\operatorname{deg} \phi=p^{n-1}$ and $\operatorname{deg} \phi^{*}=p^{n}=\operatorname{deg} \theta$. Since $\theta$ is a constituent of $\phi^{*}$, this yields $\theta=\phi^{*}$.

Finally, by induction there exists a subgroup $L$ of $K$ and a linear character $\zeta$ of $L$ such that $\phi=\xi$, where $\zeta$ is the character of $K$ induced by $\zeta$. But then $\theta=\phi^{*}=\zeta^{*}=\zeta^{*}$ by the transitivity of induction and Theorem 7.11 is proved.

On the basis of Theorem 7.1, we can now easily derive Brauer's characterization of characters. We note that the proof requires only Lemma 7.10, but does not use Theorem 7.11.

## Theorem 7.12 (Brauer)

A complex-valued class function $\theta$ on $G$ is a generalized character of $G$ if and only if $\left.\theta\right|_{E}$ is a generalized character of $E$ for every elementary subgroup $E$ of $G$.

## Proof

Obviously if $\theta \in \operatorname{ch}(G)$, then $\left.\theta\right|_{E} \in \operatorname{ch}(E)$ for all $E$ in $\mathscr{E}$. Conversely, define $u(G)$ to be the set of all class functions $\theta$ of $G$ such that $\left.\theta\right|_{E} \in \operatorname{ch}(E)$ for each $E$ in $\mathscr{E}$. Since each ch $(E)$ is a ring, so also is $u(G)$. To prove the theorem, we must show that ch $(G)=u(G)$. In any case, we have

$$
\operatorname{ch}(G) \subseteq u(G)
$$

Now $1_{G}$ is the unit element of $u(G)$. Since $1_{G} \in v(G)=\operatorname{ch}(G)$ by Lemma 7.10, it will suffice to prove that $v(G)$ is an ideal of $u(G)$, for this will imply the desired conclusion $v(G)=\operatorname{ch}(G)=u(G)$.

As in the proof of Lemma 7.3, we need only show that $\psi \theta \in v(G)$, where $\psi=\phi^{*}, \phi$ a character of $E \in \mathscr{E}$, and $\theta \in \mathcal{u}(G)$. Since $\left.\theta\right|_{E} \in \operatorname{ch}(E)$, we have $\psi \theta=\left(\phi\left(\left.\theta\right|_{E}\right)\right)^{*}$ by Lemma 7.2 and the proof is complete.

We conclude this section with an application of Brauer's characterization theorem which we shall need in Chapter 15.

## Theorem 7.13 (Brauer)

Let $p^{n}$ be the highest power of the prime $p$ dividing the order of the group $G$. If $\chi$ is an irreducible character of $G$ whose degree is a multiple of $p^{n}$, then

$$
\chi(y)=0
$$

for any element $y$ of $G$ whose order is a multiple of $p$.

## Proof

Define the complex-valued class function $\theta$ on $G$ by setting

$$
\theta(y)= \begin{cases}\chi(y) & \text { if }|y| \text { is prime to } p  \tag{7.22}\\ 0 & \text { if } y \text { is divisible by } p .\end{cases}
$$

To prove the theorem, we must show that $\theta=\chi$. It will suffice to show that
$\theta$ is a generalized character of $G$. Indeed, assume this to be the case. By (7.22) and the definition of the inner product, we have $(\theta, \theta)_{G} \leqslant(\chi, \chi)_{G}$, with equality holding if and only if $\chi=\theta$. But $(\theta, \theta)_{G}>0$ as $\theta(1)=\chi(1) \neq 0$, while $(\chi, \chi)_{G}=1$ as $\chi$ is irreducible. However, $(\theta, \theta)_{G}$ is an integer since $\theta$ is assumed to be a generalized character. Hence $(\theta, \theta)_{G}=(\chi, \chi)_{G}$ and $\theta=\chi$. Thus $\chi(y)=\theta(y)=0$ if $y$ is divisible by $p$.

By Theorem 7.12 we need only show that $\left.\theta\right|_{E}$ is a generalized character of $E$ for every elementary subgroup $E$ of $G$. If $|E|$ is prime to $p$, then by (7.22), $\left.\theta\right|_{E}=\left.\chi\right|_{E}$ and the result is clear. So we may assume $|E|$ is divisible by $p$. Now $E=A \times B$, where $B$ has prime power order and $A$ is cyclic of order prime to $|B|$. If $|A|$ is divisible by $p$, we can write $A=P \times A_{1}$, where $P$ is an $S_{p}$-subgroup of $A$ and $A_{1}$ is a $p^{\prime}$-subgroup of $A$, by Theorem 1.2.13. Hence $E=P \times Q$, where $Q=A_{1} \times B$ is a $p^{\prime}$-group. On the other hand, we reach the same conclusion if $B$ is a $p$-group by setting $P=B$ and $Q=A$.
Now as we have observed in Section 2, a complex-valued class function $\phi$ on $E$ is a generalized character if and only if $(\phi, \zeta)_{E}$ is an integer for each irreducible character $\zeta$ of $E$. We proceed to verify this for the function $\phi=\left.\theta\right|_{E}$.

By (7.22), $\theta(y)=0$ for $y$ in $E-Q$ and $\theta(y)=\chi(y)$ for $y$ in $Q$. Hence

$$
\begin{equation*}
\left(\left.\theta\right|_{E}, \zeta\right)_{E}=\frac{1}{|E|} \sum_{y \in Q} \chi(y) \overline{\zeta(y)}=\frac{|Q|}{|E|}\left(\left.\chi\right|_{Q},\left.\zeta\right|_{Q}\right)_{Q}=\frac{1}{|P|}\left(\left.\chi\right|_{Q},\left.\zeta\right|_{Q}\right)_{Q} \tag{7.23}
\end{equation*}
$$

It will suffice to show that $(1 /|P|) \chi(y)$ is an algebraic integer for all $y$ in $Q$, for then

$$
\frac{|Q|}{|P|}\left(\left.\chi\right|_{Q},\left.\zeta\right|_{Q}\right)_{Q}=\sum_{y \in Q} \frac{\chi(y)}{|P|} \overline{\zeta(y)}
$$

will also be an algebraic integer. But if $\alpha, \beta$ are integers such that $1=\alpha|Q|+\beta|P|$, then $\frac{1}{|P|}=\alpha \frac{|Q|}{|P|}+\beta$ and so $\frac{1}{|P|}\left(\left.\chi\right|_{Q},\left.\zeta\right|_{Q}\right)_{Q}$ is an algebraic integer. However, the latter number is rational as $\left.\chi\right|_{Q}$ and $\left.\zeta\right|_{Q}$ are characters of $Q$. Hence $\frac{1}{|P|}\left(\left.\chi\right|_{Q},\left.\zeta\right|_{Q}\right)_{Q}$ will be a rational integer and (7.23) will give the desired conclusion that $\left(\left.\theta\right|_{E}, \zeta\right)_{E}$ is a rational integer.

Finally by Theorem 2.10 we know that

$$
\frac{\chi(y)\left|G: C_{G}(y)\right|}{\operatorname{deg} \chi}
$$

is an algebraic integer for all $y$ in $Q$. Since $p^{n}$ divides $\operatorname{deg} \chi$ by hypothesis, it follows that $\left(1 / p^{n}\right) \chi(y)\left|G: C_{G}(y)\right|$ is an algebraic integer. On the other hand, $P \subseteq C_{G}(y)$ as $y \in Q$, so $\left|G: C_{G}(y)\right|_{p} \leqslant p^{n} /|P|$. Since $\chi(y)$ is an algebraic integer, we conclude at once that $(1 /|P|) \chi(y)$ is an algebraic integer and the theorem is proved.

## EXERCISES

Throughout these exercises $F$ will denote the field of complex numbers.

1. Show that the quaternion group and the dihedral group of order 8 have isomorphic character tables.
2. Determine the character table of $A_{5}$.
3. Let $G=G_{1} \times G_{2}$, where $G_{i}$ has $r_{i}$ conjugate classes, $1 \leqslant i \leqslant 2$. Prove
(i) The number of conjugate classes in $G$ is $r_{1} r_{2}$.
(ii) Let $\phi_{i}, \psi_{i}$ be irreducible representations of $G_{i}$ with respective characters $\gamma_{i}, \theta_{i}, 1 \leqslant i \leqslant 2$, and let $\%, \theta$ be the characters of the corresponding product representations $\phi_{1} \otimes \phi_{2}$ and $\psi_{1} \otimes \psi_{2}$. Then

$$
(\chi, \theta)_{G}=\left(\chi_{1}, \theta_{1}\right)_{G_{1}}\left(\chi_{2}, \theta_{2}\right)_{G_{2}} .
$$

(iii) Use (i) and (ii) to show that every irreducible representation of $G$ over $F$ is equivalent to a product representation.
4. The product of a nonsingular diagonal matrix and a permutation matrix is called a monomial matrix. A matrix representation $\phi$ of $G$ is called monomial if $(x) \phi$ is a monomial matrix for all $x$ in $G$. Prove
(i) Let $\phi$ be a monomial representation of $G$ over $F$. If $(x) \phi=D_{x} P_{x}$, where $D_{x}$ is diagonal and $P_{x}$ is a permutation matrix, then the mapping $(x) \pi=P_{x}$ is a permutation representation of $G$. (One says that $\phi$ is transitive if $\pi$ is transitive.)
(ii) Every transitive monomial representation of $G$ over $F$ is equivalent to one induced from a linear representation of some subgroup of $G$.
5. If $G$ is supersolvable, show that every representation of $G$ over $F$ is monomial.
6. If every representation of $G$ over $F$ is monomial, show that $G$ is solvable.
7. Let $G=S L(2,3)$. Prove
(i) $G$ is solvable, but not supersolvable.
(ii) $G$ possesses a faithful two-dimensional representation over $F$ which is not equivalent to a monomial representation.
8. A group $G$ is metabelian if it possesses a normal abelian subgroup $K$ with $G / K$ abelian. Prove that every representation over $F$ of a metabelian group is monomial.
9. Let $G$ be a cyclic group and define the map $\theta$ on $G$ by the rule: $\theta(y)=|G|$ if $y$ generates $G$ and $\theta(y)=0$ if $y$ does not generate $G$. Show by induction on $|G|$ that $\theta$ is an integral linear combination of characters of permutation representations of $G$.
10. If $G$ has an irreducible character $\chi$ of degree $p, p$ a prime, and $G$ is simple, prove that an $S_{p}$-subgroup of $G$ has order $p$.
11. Let $H \triangleleft G$ and let $\chi$ be an irreducible character of $G$ not having $H$ in its kernel. Prove that $\chi(y)=0$ for any $y$ in $G$ such that $C_{H}(y)=1$.
12. If $\chi$ is a nonlinear irreducible character of $G$, prove that $\chi(y)=0$ for some $y$ in $G$.
13. Let $\chi$ be a faithful character of $G$ which assumes exactly $r$ distinct values on $G$. Show that every irreducible character of $G$ occurs as a constituent of one of the characters $1_{G}=\chi^{0}, \chi=\chi^{1}, \chi^{2}, \ldots, \chi^{r-1}$.
14. Prove that $p$-conjugacy is an equivalence relation.
15. Let $\theta$ be a class function on $G$. Show that $\theta$ is an irreducible character of $G$ if and only if the following three conditions hold:
(a) $\left.\theta\right|_{E} \in \operatorname{ch}(E)$ for every elementary subgroup $E$ of $G$.
(b) $(\theta, \theta)_{G}=1$.
(c) $\theta(1)>0$.
16. Let $A=A(G, F)=F_{n_{1}} \oplus F_{n_{2}} \oplus \cdots \oplus F_{n_{r}}$ be the decomposition of the group algebra $A$ of the group $G$ as the direct sum of simple ideals and let $\chi_{i}$ be the character of the irreducible representation of $G$ determined by a minimal right ideal of $F_{n_{i}}, 1 \leqslant i \leqslant r$. Also let $e_{i}$ be the primitive idempotent of $Z(A)$ with the property $A e_{i}=F_{n_{i}}, \quad 1 \leqslant i \leqslant r$ (compare Exercise 3.12). Derive the following expression for $e_{i}$ :

$$
e_{i}=\frac{\chi_{i}(1)}{|G|} \sum_{y \in G} \overline{\chi_{i}(y)} y, \quad 1 \leqslant i \leqslant r .
$$

## GROUPS OF PRIME POWER

## ORDER

This chapter treats a variety of topics concerning groups of prime power order, primarily related to their automorphisms and to the structure of certain very special classes of $p$-groups. We develop the basic properties of the Frattini subgroup, which is of central importance for the study of automorphisms of $p$-groups and in the final section we introduce the associated Lie ring of a $p$-group, which is also a useful tool for certain questions concerning automorphisms. In particular, we obtain results about regular groups of automorphisms and also determine conditions under which a nontrivial automorphism of a $p$-group remains nontrivial when restricted to various characteristic subgroups.

As for the second topic, we determine all p-groups which possess no noncyclic characteristic abelian, normal abelian, or abelian subgroups. In the process of this investigation we give various characterizations of all 2-groups of maximal class. Both topics are closely related to the study of special and extra-special p-groups, and in Section 5 we determine the structure of all extra-special $p$-groups and, in addition, obtain information about their representations.

## 1. THE FRATTINI SUBGROUP

Another important characteristic subgroup of a group $G$ is the so-called Frattini subgroup, which by definition is the intersection of all the maximal subgroups of $G$. We denote it by $\Phi(G)$; we also speak of $G / \Phi(G)$ as the Frattini factor group of $G$. We develop some of its properties in the present section.

Theorem 1.1
(i) $G=\left\langle x_{i} \mid x_{i} \in G, 1 \leqslant i \leqslant n\right\rangle$ if and only if

$$
G=\left\langle\Phi(G), x_{i} \mid x_{i} \in G, 1 \leqslant i \leqslant n\right\rangle .
$$

In particular, if $G=\Phi(G) H$ for some subgroup $H$ of $G$, then $G=H$.
(ii) If $H \triangleleft G$, then $H$ possesses a partial complement in $G$ if and only if $H \not \equiv \Phi(G)$.

## Proof

Suppose $G=\left\langle\Phi(G), x_{i} \mid x_{i} \in G, 1 \leqslant i \leqslant n\right\rangle$, but $G_{0}=\left\langle x_{i} \mid 1 \leqslant i \leqslant n\right\rangle \subset G$. Then $G_{0} \subset M$ for some maximal subgroup $M$ of $G$. However, $\Phi(G) \subseteq M$ by definition of the Frattini subgroup, so $G=\left\langle\Phi(G), G_{0}\right\rangle \subseteq M$, a contradiction. Thus $G=G_{0}$. The converse implication is obvious. As for the final assertion of (i), if $G=\Phi(G) H$, we have $G=\left\langle\Phi(G), h_{i} \mid l \leqslant i \leqslant m\right\rangle$, where the $h_{i}$ are the distinct elements of $H$. But then $G=\left\langle h_{i} \mid 1 \leqslant i \leqslant m\right\rangle=H$.

Assume next that $H \triangleleft G$ with $H \nsubseteq \Phi(G)$. Then there exists a maximal subgroup $M$ of $G$ with $H \nsubseteq M$. But $H M$ is a group as $H \triangleleft G$ and $H M \supset M$ as $H \not \equiv M$. Maximality of $M$ forces $G=H M$ and $M$ is a partial complement of $H$. Conversely suppose $H \subseteq \Phi(G)$ and $H$ has a partial complement $K$. Then $G=H K \subseteq \Phi(G) K$, whence $G=K$ by (i), contrary to the definition of a partial complement. Thus (ii) also holds.

As a corollary, we have
Corollary 1.2
If $G / \Phi(G)$ is cyclic, then $G$ is cyclic.

## Proof

Choose $x$ in $G$ so that $\Phi(G) x$ generates $G / \Phi(G)$. Then obviously $G=\langle\Phi(G), x\rangle$, so $G=\langle x\rangle$ by the theorem.

In Chapter 6 we shall derive other general properties of the Frattini subgroup, but here we shall limit ourselves to establishing two important properties of it in connection with $p$-groups.

## Theorem 1.3

The Frattini factor group $P / \Phi(P)$ of a p-group $P$ is elementary abelian. Furthermore, $\Phi(P)=1$ if and only if $P$ is elementary abelian.

## Proof

If $M$ is maximal in $P$, then $M \triangleleft P$ and $|P: M|=p$. Hence $P^{\prime}=[P, P] \subseteq M$ as $P / M$ is abelian and $x^{p} \in M$ for all $x$ in $P$ as $|P / M|=p$. Since these hold for each maximal subgroup $M$ of $P$, it follows that $P^{\prime} \subseteq \Phi(P)$ and $x^{p} \in \Phi(P)$ for each $x$ in $P$. Hence $P / \Phi(P)$ is abelian and the image of each $x$ in $P-\Phi(P)$ has order $p$, which implies that $P / \Phi(P)$ is elementary abelian.

In particular, if $\Phi(P)=1$, then $P$ is elementary abelian. Conversely, if $P$ is elementary abelian, then any $x_{1}$ in $P^{\#}$ can be included in a basis $x_{i}, \mathrm{l} \leqslant i \leqslant n$, of $P$. But then $\left\langle x_{i} \mid 2 \leqslant i \leqslant n\right\rangle$ is a maximal subgroup of $P$, not containing $x_{1}$. Since $x_{1}$ was arbitrary in $P^{\#}$, we conclude at once that $\Phi(P)=1$.

As with elements of groups, we say that an automorphism $\psi$ of a group $G$ is a $\pi$-automorphism if its order is divisible only by primes in the set $\pi$ and is a $\pi^{\prime}$-automorphism if its order is divisible by no prime in $\pi$.

## Theorem 1.4 (Burnside)

Let $\psi$ be a $p^{\prime}$-automorphism of the p-group $P$ which induces the identity on $P / \Phi(P)$. Then $\psi$ is the identity automorphism of $P$.

## Proof

Set $H=\Phi(P), \bar{P}=P / H,|\bar{P}|=p^{r}$, and $|H|=p^{m}$, so that $|P|=p^{m+r}$. For any subset $Y=\left\{y_{i} \mid 1 \leqslant i \leqslant n\right\}$ of $P$, we know that $P=\langle H, Y\rangle$ if and only if $P=\langle Y\rangle$. Hence $Y$ generates $P$ if and only if the image of $Y$ in $\bar{P}$ generates $\bar{P}$. But $\bar{P}$, being elementary abelian of order $p^{r}$, can be generated by $r$, but no fewer than $r$, elements and we conclude that the same is true of $P$.

Let then $x_{i}, 1 \leqslant i \leqslant r$, be a minimal generating system of $P$. Then for each $h_{i}$ in $H$ the elements $x_{i}^{\prime}=h_{i} x_{i}, 1 \leqslant i \leqslant r$, also form a minimal generating system of $P$. Conversely any minimal generating system of $P$ whose images are the elements $\bar{x}_{i}$ clearly has this form. Hence there are exactly $p^{m r}$ minimal generating systems of $P$ whose images in $\bar{P}$ are the ordered set $\left\{\bar{x}_{i}, 1 \leqslant i \leqslant r\right\}$. We denote by $\mathscr{M}$ the set of all such minimal generating systems of $P$.

Now let $\psi$ be a $p^{\prime}$-automorphism of $P$ which induces the identity on $\bar{P}$ and let $\left\{x_{i}^{\prime} \mid 1 \leqslant i \leqslant r\right\} \in \mathscr{M}$. Then $\psi$ fixes each coset $H x_{i}^{\prime}=H x_{i}$ and consequently $x_{i}^{\prime} \psi=h_{i}^{\prime} x_{i}$ for suitable $h_{i}^{\prime}$ in $H$. Thus $\left\{x_{i}^{\prime} \psi \mid 1 \leqslant i \leqslant r\right\}$ is also an element of $\mathscr{M}$. In other words, $\psi$ induces a permutation of the elements of
$\mathscr{M}$. Clearly the number of elements in a cycle of this permutation is a divisor of $t=|\psi|$. Suppose some cycle had degree $s<t$. Then $\psi_{1}=\psi^{s}$ fixes each element of this cycle and so fixes the elements of some minimal generating system $\left\{x_{i}^{\prime} \mid 1 \leqslant i \leqslant r\right\}$ of $P$. But every element of $P$ can be expressed as a product of the $x_{i}^{\prime}$ as they generate $P$. Since $\psi_{1}$ is an automorphism of $P$ fixing each $x_{i}^{\prime}$, it follows that $\psi_{1}$ fixes every element of $P$, whence $\psi_{1}=\psi^{s}$ is the identity on $P$, contrary to the fact that $|\psi|=t>s$.

Thus the permutation of $\mathscr{M}$ determined by $\psi$ decomposes as a product of disjoint cycles each of length $t$. Hence $t$ must divide $|\cdot \mathscr{A}|=p^{m r}$. Since ( $t, p)=1$, this forces $t=1$, whence $\psi$ is the identity on $P$.

The preceding theorem is one of a great number of results that we shall establish in succeeding sections about $p^{\prime}$-automorphisms of $p$-groups.

## 2. $p^{\prime}$-AUTOMORPHISMS OF ABELIAN $p$-GROUPS

In Theorem 3.3.2 we have shown that if $A$ is a $p^{\prime}$-group of automorphisms of the abelian $p$-group $P$ and if $R$ is an $A$-invariant direct factor of $P$, then $P=R \times S$, where $S$ is also $A$-invariant. We can repeat this process on $R$ and $S$ if either possesses an $A$-invariant direct factor. Hence by continuing the process sufficiently, we can express $P$ as

$$
P=P_{1} \times P_{2} \times \cdots \times P_{r},
$$

where each $P_{i}$ is $A$-invariant and no $P_{i}$ can be decomposed further as the direct product of nontrivial $A$-invariant subgroups, $1 \leqslant i \leqslant r$. We say that $A$ acts indecomposably on $P_{i}$ or that the A-module $P_{i}$ is indecomposable. The well-known Krull-Schmidt theorem (which we do not require) asserts the essential uniqueness up to isomorphism of the indecomposable factors of $P$ in any such factorization.

We wish, however, to determine the possible structure of an indecomposable factor. We first prove the following lemma:

## Lemma 2.1

Let $A$ be a p'-group of automorphisms of the abelian p-group $P$ and assume that $P$ is not homocyclic. Let $P$ have exponent $p^{n}$ and set $X=\mho^{n-1}(P)$. Then
(i) P possesses a nontrivial $A$-invariant subgroup $T$ such that $T \cap X=1$.
(ii) If $T$ is any $A$-invariant subgroup of $P$ such that $T \cap X=1$, then $P / T$ has exponent $p^{n}$ and $\mho^{n-1}(P / T)$ is the image of $X$ in $P / T$.

## Proof

Let $\left\{x_{i} \mid 1 \leqslant i \leqslant m\right\}$ be a basis of $P$ with $\left|x_{i}\right|=p^{n_{i}}$ and $n_{i} \geqslant n_{i+1}, 1 \leqslant i \leqslant m$. Then $n_{1}=n$ by definition of the exponent and $n_{m}<n$ as $P$ is not homocyclic. Let $r$ be the largest integer such that $n_{r}=n$. Also set $y_{i}=x_{i}^{p_{i}-1}$, $1 \leqslant i \leqslant m$. It is immediate that $\left\{y_{i} \mid 1 \leqslant i \leqslant r\right\}$ is a basis of $X=\mho^{n-1}(P)$, while $\left\{y_{i} \mid 1 \leqslant i \leqslant m\right\}$ is a basis of $\Omega_{1}(P)$. In particular, $X \subset \Omega_{1}(P)$. Since $X$ and $\Omega_{1}(P)$ are characteristic in $P$, they are $A$-invariant. But $X$ is a direct factor of $\Omega_{1}(P)$ as $\Omega_{1}(P)$ is elementary abelian and now Theorem 3.3.2 yields that $\Omega_{1}(P)=X \times T$, where $T$ is $A$-invariant. Then $T \neq 1$ and $X \cap T=1$, proving (i).

Next let $T$ be any $A$-invariant subgroup of $P$ satisfying (i), set $\bar{P}=P / T$, and let $\bar{X}, \bar{x}_{i}, \bar{y}_{i}$ be the respective images of $X, x_{i}$, and $y_{i}$ in $\bar{P}$. Now the $\bar{x}_{i}$ generate $\bar{P}$ and, as $\left|\bar{x}_{i}\right|<p^{n}$ for $i>r$, it follows that $\mho^{n-1}(\bar{P})$ is generated by $\bar{y}_{i}, 1 \leqslant i \leqslant r$, whence $\vec{X}=\mho^{n-1}(\bar{P})$. On the other hand, as $X \cap T=1$, $|\bar{X}|=|X|=p^{r}$ and so $\left\{\bar{y}_{i} \mid 1 \leqslant i \leqslant r\right\}$ is, in fact, a basis of $\bar{X}$. In particular, this implies that $\left|\bar{x}_{1}\right|=p^{n}$ and hence that $\bar{P}$ is of exponent $p^{n}$. Thus (ii) also holds.

We can now prove

## Theorem 2.2

Let $A$ be a p'-group of automorphisms acting indecomposably on the abelian p-group $P$. Then $P$ is homocyclic.

## Proof

Assume false and let the notation be as in the lemma. Choose $T$ now to be a maximal $A$-invariant subgroup of $P$ disjoint from $X$. Then $T \neq 1$ by the lemma. Set $\bar{P}=P / T$ and let $\bar{X}$ be the image of $X$ in $\bar{P}$. Then $\bar{X}=$ $\mho^{n-1}(\bar{P})$ and $\bar{P}$ has exponent $p^{n}$. If $\bar{P}$ is not homocyclic, then a further application of the lemma yields that $\bar{P}$ possesses a nontrivial $A$-invariant subgroup $\bar{T}_{1}$ with $\bar{X} \cap \bar{T}_{1}=\overline{1}$. But then the inverse image $T_{1}$ of $\bar{T}_{1}$ in $P$ is $A$-invariant, $T \subset T_{1}$, and $X \cap T_{1} \subseteq X \cap T=1$, contrary to our maximal choice of $T$. Thus $\bar{P}$ is homocyclic of type ( $p^{n}, p^{n}, \ldots, p^{n}$ ) and order $p^{n>}$ for some $s \leqslant m$.

Since the elements $\bar{x}_{i}, 1 \leqslant i \leqslant m$, generate $\bar{P}$ and $\left|\bar{x}_{i}\right|<p^{n}$ for $i>r$, we necessarily have $s \leqslant r$. On the other hand, as $|\bar{X}|=|X|=p^{r}$, the number of basis elements of $\bar{P}$ is at least $r$. Thus $r=s$.

Now set $Q=\left\langle r_{i} \mid 1 \leqslant i \leqslant r\right\rangle$, so that $|Q|=p^{r n}=|\bar{P}|$. Hence either $Q$ maps onto $\bar{P}$ or else $Q \cap T \neq 1$. However, $X=\mho^{n-1}(Q)$ and hence the assumption $Q \cap T \neq 1$ would force $X \cap T \neq 1$, which is not the case. Thus $Q$ maps on $\bar{P}$ and $Q \cap T=1$, which together imply that $P=T \times Q$. But now $T$ is
an $A$-invariant direct factor of $P$ and so $P=T \times R$, where $R \neq 1$ is $A$ invariant by Theorem 3.3.2, contrary to the fact that $A$ acts indecomposably on $P$.

We next prove

## Theorem 2.3

Let $A$ be a p'-group of automorphisms of the abelian group $P$. Then we have

$$
P=C_{P}(A) \times[P, A] .
$$

## Proof

If $|A|=n$, we consider the endomorphism $\theta=1 / n \sum_{\phi \in A} \phi$ of $P$, which we assume to be written additively. Since $\phi \psi$ and $\psi \phi$ run over $A$ as $\phi$ does, for $\psi$ in $A$, it follows at once that

$$
\begin{equation*}
\theta \psi=\psi \theta=\theta \tag{2.1}
\end{equation*}
$$

for all $\psi$ in $A$. This in turn yields

$$
\begin{equation*}
\theta^{2}=\theta\left(1 / n \sum_{\phi \in A} \phi\right)=1 / n \sum_{\phi \in A} \theta \phi=1 / n(n \theta)=\theta ; \tag{2.2}
\end{equation*}
$$

so also $\theta$ is idempotent.
Now set $C=C_{P}(A)$ and $C_{1}=(P) \theta$. If $x \in P$, we have $(x \theta) \phi=x \theta$ for all $\phi$ in $A$ by (2.1), so $C_{1} \subseteq C$. Conversely, if $x \in C$, then

$$
\begin{equation*}
x \theta=1 / n \sum_{\phi \in \mathcal{A}} x \phi=1 / n \sum_{\phi \in \mathcal{A}} x=1 / n(n x)=x, \tag{2.3}
\end{equation*}
$$

so $x \in C_{1}$. We conclude that $C_{1}=C$.
Next set $H=[P, A]$ and $H_{1}=\{x-x \theta \mid x \in P\}$. As $\theta$ is an endomorphism and $P$ is abelian, $H_{1}$ is a subgroup of $P$. Moreover, $x=x \theta+(x-x \theta)$ for $x$ in $P$, so $P=C+H_{1}$. On the other hand, if $x \in C \cap H_{1}$, we have $x=x \theta$ by the preceding paragraph and $x=y-y \theta$ for some $y$ in $P$, whence $x=x \theta=(y-y \theta) \theta=0$, as $\theta$ is idempotent. It follows that $P=C \oplus H_{1}$. In addition, our calculation shows that $H_{1}$ is the kernel of $\theta$.

Finally, by definition, $H$ is generated by the elements $-x+x \phi, x \in P$, $\phi \in A\left[x^{-1}(x \phi)\right.$ in multiplicative notation]. But $(-x+x \phi) \theta=-x \theta+$ $x \phi \theta=-x \theta+x \theta=0$, which implies that $H \subseteq H_{1}$. Conversely, for $x$ in $P$, we have $x-x \theta=1 / n\left[\sum_{\phi \in A}(x-x \phi)\right] \in H$ as each $x-x \phi \in H$. Thus $H_{1} \subseteq H$, whence $H_{1}=H$ and the desired conclusion $P=C \oplus H$ is established.

## Theorem 2.4

If $A$ is a $p^{\prime}$-group of automorphisms of the abelian p-group $P$ which acts trivially on $\Omega_{1}(P)$, then $A=1$.

## Proof

By the preceding theorem, $P=C \times H$, where $C=C_{P}(A)$ and $H=[P, A]$. By hypothesis $\Omega_{1}(P) \subseteq C_{P}(A)=C$, so $\Omega_{1}(P) \subseteq \Omega_{1}(C)$. On the other hand, obviously $\Omega_{1}(P)=\Omega_{1}(C) \times \Omega_{1}(H)$, whence $\Omega_{1}(H)=1$. We conclude that $H=1$ and $P=C$. Thus $A$ acts trivially on $P$ and, as $A$ is a group of automorphisms of $P$, we have $A=1$, as asserted.

## 3. $\boldsymbol{p}^{\prime}$-AUTOMORPHISMS OF $\boldsymbol{p}$-GROUPS

We shall be primarily interested in relating the actions of $p^{\prime}$-automorphisms of a $p$-group $P$ to their induced actions on certain subgroups and factor groups of $P$. In particular, we shall determine conditions under which these induced automorphisms remain nontrivial.

We begin with a definition which generalizes the situation considered in Theorem 3.3.4. Let $A$ be a subgroup of Aut $G$ and let

$$
G=G_{0} \supseteq G_{1} \supseteq \cdots \supseteq G_{n}=1
$$

be a normal series of $G$. We say that $A$ stabilizes the given series if each $G_{i}$ is $A$-invariant and $A$ acts trivially on each factor $G_{i-1} / G_{i}, 1 \leqslant i \leqslant n$.

As an almost immediate consequence of the definition, we have

## Lemma 3.1

A subgroup $A$ of Aut $G$ stabilizes the normal series

$$
G=G_{0} \supseteq G_{1} \supseteq \cdots \supseteq G_{n}=1
$$

of $G$ if and only if $A$ normalizes each $G_{i}$ and $\left[G_{i}, A\right] \subseteq G_{i+1}, 0 \leqslant i \leqslant n-1$.

## Proof

Set $\bar{G}_{i}=G_{i} / G_{i+1}$ and let $\bar{x}$ be the image in $\bar{G}_{i}$ of the element $x$ of $G_{i}$. Then $A$ stabilizes the given series if $A$ normalizes each $G_{i}$ and $\bar{x} \phi=\bar{x}$ for all $\bar{x}$ in $\bar{G}_{i}, \phi$ in $A, 0 \leqslant i \leqslant n-1$. This last equality is equivalent to the assertion $\bar{x}^{-1}(\bar{x} \phi)=\bar{l}$ or $[x, \phi] \in G_{i+1}$, from which the lemma follows at once.

We now prove

## Theorem 3.2

Let $A$ be a $p^{\prime}$-group of automorphisms of the p-group $P$ which stabilizes some normal series of $P$. Then $A=1$.

## Proof

Let $P=P_{0} \supseteq P_{1} \supseteq \cdots \supseteq P_{n}=1$ be a normal series of $P$ stabilized by $A$. We argue by induction on $n$. Now $A$ induces a group of automorphisms of $P_{1}$ and stabilizes the normal series $P_{i}, 1 \leqslant i \leqslant n$, of $P_{1}$, and so $A$ acts trivially on $P_{1}$ by induction. Furthermore, $A$ acts trivially on $P / P_{1}$ by assumption. Hence $[x, \phi] \in P_{1}$ for $x$ in $P, \phi$ in $A$, by the lemma, whence $x \phi=x z, z \in P_{1}$. Since $\phi$ acts trivially on $P_{1}$, this yields $x \phi^{2}=(x z) \phi=$ $(x \phi)(z \phi)=(x z) z=x z^{2}$, and we conclude readily by induction that $x \phi^{i}=x z^{i}$ for all $i$. In particular, this holds for $i=m$, where $m=|\phi|$, and yields $x=x \phi^{m}=x z^{m}$, whence $z^{m}=1$. But ( $m, p$ ) $=1$, as $A$ is a $p^{\prime}$-group. Since $z$ is a $p$-element, it follows that $z=1$. Thus $x \phi=x$ for all $x$ in $P$ and all $\phi$ in $A$, giving the desired conclusion $A=1$.

This last result is often phrased in the following form, which we state as a corollary:

## Corollary 3.3

If a subgroup $A$ of Aut $P, P$ a p-group, stabilizes a normal series of $P$, then $A$ is a p-group.

## Proof

By the theorem, $A$ possesses no nontrivial $p^{\prime}$-automorphisms and so is a $p$-group.

With the aid of the preceding theorem and with our first application of the three-subgroup lemma, we now prove the following result of Thompson:

## Theorem 3.4

Let $A \times B$ be a group of automorphisms of the p-group $P$ with $A$ a $p^{\prime}$-group and $B$ a p-group. If $A$ acts trivially on $C_{P}(B)$, then $A=1$.

## Proof

Now $C_{P}(B)$ is invariant under $A$ as well as $B$, since $A$ centralizes $B$. Assume $A$ acts trivially on $C_{P}(B)$ and let $Q$ be an $(A \times B)$-invariant subgroup of $P$ containing $C_{P}(B)$ of maximal order such that $A$ acts trivially on $Q$. If $Q=P$, then $A=1$; so we may assume that $Q \subset P$. Then $R=N_{P}(Q) \supset Q$ by Theorem 1.2.11(ii), and $R$ is $(A \times B)$-invariant by Theorem 2.1.1(i).

Let $S$ be a minimal $(A \times B)$-invariant subgroup of $R$ which contains $Q$ properly and set $\bar{S}=S / Q$. Since $\Phi(\bar{S})$ char $\bar{S}$, our minimal choice of $S$ implies that $\Phi(\bar{S})=\overline{1}$ and so $\bar{S}$ is elementary abelian. It follows therefore from Lemma 2.6.3 that $C_{S}(B) \neq \overline{1}$. But $C_{S}(B)$ is $(A \times B)$-invariant and consequently $\bar{S}=C_{5}(B)$, again by our minimal choice of $S$. Thus $[S, B] \subseteq Q$.

But $[Q, A]=1$, as $A$ acts trivially on $Q$, and hence

$$
[S, B, A]=1
$$

On the other hand, $[B, A]=1$ as $B$ centralizes $A$, and so

$$
[B, A, S]=1
$$

But now the three-subgroup lemma yields

$$
[A, S, B]=1
$$

Thus $[A, S] \subseteq C_{S}(B) \subseteq C_{P}(B) \subseteq Q$. But now Lemma 3.1 implies that $A$ stabilizes the normal series $S \supset Q \supseteq 1$ of $S$. Since $A$ is a $p^{\prime}$-group, it follows therefore from Theorem 3.2 that $A$ acts trivially on $S$, contrary to our maximal choice of $Q$.

We shall next extend some of the results of the preceding section to arbitrary $p$-groups.

## Theorem 3.5

If $A$ is a $p^{\prime}$-group of automorphisms of the p-group $P$, then $P=C H$, where $C=C_{P}(A)$ and $H=[P, A]$. In particular, if $H \subseteq \Phi(P)$, then $A=1$.

## Proof

Consider first the case $H \subseteq Z(P)$; and for $\phi$ in $A$, define the mapping $\alpha_{\phi}$ of $P$ into $P$ by setting $x \alpha_{\phi}=x^{-1}(x \phi)$ for $x$ in $P$. For $x, y$ in $P$, we have $(x y) x_{\phi}=(x y)^{-1}(x y) \phi=y^{-1} x^{-1}(x \phi) y \phi=x^{-1}(x \phi) y^{-1}(y \phi)$, as $x^{-1}(x \phi) \in H$ $\subseteq Z(P)$. Thus $(x y) \alpha_{\phi}=\left(x \alpha_{\phi}\right)\left(y \alpha_{\phi}\right)$ and so $\alpha_{\phi}$ is an endomorphism of $P$ for each $\phi$ in $A$. Clearly the kernel of $\alpha_{\phi}$ is precisely $C_{P}(\phi)$, while its image is contained in $H$. Since $H \subseteq Z(P), x_{\phi}$ thus maps $P$ into an abelian group and so $P^{\prime}=[P, P]$ is contained in the kernel of $\alpha_{\phi}$. Hence $P^{\prime} \subseteq C_{P}(\phi)$ for all $\phi$ in $A$ and we conclude that $P^{\prime} \subseteq C$.

Now set $\bar{P}=P / P^{\prime}, \bar{C}=C_{P}(A)$, and $\bar{H}=[\bar{P}, A]$. Since $\bar{P}$ is abelian, $\bar{P}=\bar{C} \times \bar{H}$ by Theorem 2.3. It is also clear that $\bar{H}$ is the image of $H$ in $\bar{P}$. Hence $P=C_{1} H$, where $C_{1}$ denotes the inverse image of $\bar{C}$ in $P$. But $A$ acts trivially on both $P^{\prime}$ and $\bar{C}$, whence $A$ stabilizes the normal series $C_{1} \supseteq$ $P^{\prime} \supseteq 1$ and now Theorem 3.2 yields that $A$ acts trivially on $C_{1}$. Thus $C_{1} \subseteq C$ and $P=C H$.

Assume next that $H \nsubseteq Z(P)$, whence certainly $H \neq 1$. Now $H \triangleleft P$ by Theorem 2.2.1(iii) and the discussion of Chapter 2, Section 6, and consequently $K=H \cap Z(P) \neq 1$ by Theorem 2.6.4. In addition, $K$ is $A$ invariant. We now define $D=\langle x \in P \mid[x, A] \subseteq K\rangle$. Clearly $C \subseteq D$. Set $\bar{P}=P / K$ and again put $\bar{C}=C_{P}(A), \bar{H}=[\bar{P}, A]$. If $x \in P$ and $[x, A] \subseteq K$, then
$A$ centralizes the image of $x$ in $\bar{P}$. It follows therefore from the definition of $D$ that $D$ maps into $\bar{C}$. Conversely, if $\bar{x} \in \bar{C},[\bar{x}, A]=\bar{I}$ and $[x, A] \subseteq K$ for any representative $x$ of $\bar{x}$ in $P$. Thus $x \in D$ and we conclude that $\bar{C}$ is the image of $D$ in $\bar{P}$. Furthermore, we also have that $\bar{H}$ is the image of $H$ in $\bar{P}$.

Since $K \neq 1,|\bar{P}|<|P|$ and hence by induction on $|P|$ we have $\bar{P}=\bar{C} \bar{H}$. But then $P=D H$ by the preceding paragraph. If $[x, A] \subseteq K$ for all $x$ in $P$, then $H \subseteq K \subseteq Z(P)$, contrary to assumption; so $D \subset P$. Now $D$ is $A$ invariant, as both $K$ and $\bar{C}$ are. Hence by induction and the fact that $C \subseteq D$, we obtain $D=C[\cap, A]$. Since $[D, A] \subseteq H$ and $P=D H$, the desired conclusion $P=C H$ follows in this case as well.

Finally if $H \subseteq \Phi(P)$, we have $P=C \Phi(P)$, whence $P=C$ by Theorem 1.1, which implies that $A=1$.

This last result has the following important consequence:

## Theorem 3.6

If $A$ is a $p^{\prime}$-group of automorphisms of the $p$-group $P$, then

$$
[P, A, A]=[P, A] .
$$

In particular, if $[P, A, A]=1$, then $A=1$.

## Proof

Set $H=[P, A], H_{1}=[H, A]=[P, A, A]$, and $C=C_{P}(A)$. Then $H, H_{1}$, and $C$ are each $A$-invariant. We apply the preceding theorem to both $P$ and $H$ to obtain $P=C H$ and $H=(H \cap C) H_{1}$, whence $P=C H_{1}$. Hence for $x$ in $P$, we can write $x=y z$, where $y \in C$ and $z \in H_{1}$, so that $x^{-1}(x \phi)=z^{-1} y^{-1}(y \phi)(z \phi)=z^{-1}(z \phi)$ for any $\phi$ in $A$. But $z^{-1}(z \phi) \in H_{1}$ as $z \in H_{1}$ and $H_{1}$ is $A$-invariant. We conclude that $H_{1} \supseteq H$. On the other hand, clearly $H_{1}=[H, A] \subseteq[P, A]=H$, whence $H_{1}=H$.

Finally, if $H_{1}=1$, then $H=1$ and $A$ acts trivially on $P$, forcing $A=1$.
Several reduction-type arguments that we shall later encounter lead to a $p$-group $P$ and a $p^{\prime}$-automorphism $\phi$ of $P$ with the property that $\phi$ acts trivially on every proper $\phi$-invariant subgroup of $P$. Our next result, which covers a slight generalization of this situation, shows that the existence of such a $p^{\prime}$-automorphism imposes a considerable restriction on $P$.

## Theorem 3.7

Let A be a p'-group of automorphisms of the p-group $P$ and assume that for some nonidentity element $\psi$ of $A, \psi$ acts trivially on every proper $A$ invariant normal subgroup of $P$. Then the following conditions hold:
(i) $P^{\prime}=[P, P] \subseteq Z(P)$.
(ii) $P / P^{\prime}$ is elementary abelian, $A$ acts irreducibly on $P / P^{\prime}$, and $\psi$ acts nontrivially on $P / P^{\prime}$.
(iii) Either $P$ is elementary abelian or $P$ has class $2, P^{\prime}=Z(P)=\Phi(P)$ is elementary abelian, and $\psi$ acts trivially on $P^{\prime}$.

## Proof

First, $\psi$ acts trivially on $P^{\prime}$ as $P^{\prime}$ is a proper $A$-invariant normal subgroup of $P$. Hence $\psi$ does not act trivially on $\bar{P}=P / P^{\prime}$; otherwise $\psi$ would stabilize the normal series $P \supset P^{\prime} \supseteq 1$ of $P$ and it would follow that $\psi=1$, which is not the case. Suppose we can write $\bar{P}=\bar{P}_{1} \times \bar{P}_{2}$, where $\bar{P}_{i} \neq 1$ and $\bar{P}_{i}$ is $A$-invariant. Then $P=P_{1} P_{2}$ and $P_{i}$ is a proper $A$-invariant normal subgroup of $P$, where $P_{i}$ is the inverse image of $\bar{P}_{i}$ in $P, 1 \leqslant i \leqslant 2$. But then $\psi$ is the identity on each $P_{i}$ and so also on $P$, a contradiction. Thus $A$ acts indecomposably on $\bar{P}$ (which is therefore homocyclic by Theorem 2.2). If $\Omega_{1}(\bar{P}) \subset \bar{P}$, then $\psi$ acts trivially on the inverse image of $\Omega_{1}(\bar{P})$ in $P$, which is then a proper $A$-invariant normal subgroup of $P$, and so $\psi$ acts trivially on $\Omega_{1}(\bar{P})$. But then $\psi$ acts trivially on $\bar{P}$ by Theorem 2.4, a contradiction. Thus $\bar{P}=\Omega_{1}(\bar{P})$ is elementary abelian. Since $A$ acts indecomposably on $\bar{P}$, we conclude now from Maschke's theorem that $A$ acts irreducibly on $\bar{P}$. Thus (ii) holds.

Now let $B=\left\langle\psi^{A}\right\rangle$ be the normal closure of $\psi$ in $A$. Since $\psi$ acts trivially on $P^{\prime}$ and $P^{\prime}$ is $A$-invariant, it follows that $B$ acts trivially on $P^{\prime}$. Set $H=[P, B]$. If $H \subseteq P^{\prime}$, we have $1=[H, B]=[P, B, B]$, whence $B=1$ by Theorem 3.6, a contradiction. Thus $H \nsubseteq P^{\prime}$. Moreover, since $B$ and $P$ are each $A$-invariant, Theorem 2.2.1(iii) and (ix) implies that $H \triangleleft P$ and that $H$ is $A$-invariant. If $H \subset P$, then $\psi$ acts trivially on $H$ and so also on the image $\bar{H}$ of $H$ in $\bar{P}$. But $\bar{H}$ is a nontrivial $A$-invariant subgroup of $\bar{P}$, whence $\bar{H}=\bar{P}$ by the irreducible action of $A$ on $\bar{P}$. This contradicts the fact that $\psi$ acts nontrivially on $\bar{P}$. Hence we must have $H=P$.

Since $B$ centralizes $P^{\prime}$ and $P^{\prime} \triangleleft P$, we have $\left[P^{\prime}, P, B\right]=1$ and $\left[B, P^{\prime}, P\right]=1$, whence $\left[P, B, P^{\prime}\right]=1$ by the three-subgroup lemma. Since $[P, B]=P$, it follows that $P^{\prime}$ centralizes $P$ and hence that $P^{\prime} \subseteq Z(P)$, proving (i).

Assume finally that $P$ is not elementary abelian. Since $\bar{P}=P / P^{\prime}$ is elementary abelian, we have $P^{\prime} \neq 1$ and consequently $P^{\prime} \subseteq Z(P) \subset P$. But then the image $\bar{Z}$ of $Z(P)$ in $\bar{P}$ is a proper $A$-invariant subgroup of $\bar{P}$, whence $\bar{Z}=\overline{1}$ by the irreducibility of $A$ on $\bar{P}$. Hence $Z(P)=P^{\prime}$ and $P$ is of class 2 . Since $P^{\prime} \subseteq \Phi(P)$, it follows similarly that $P^{\prime}=\Phi(P)$. Furthermore, if $x, y \in P$, then $[x, y]=z \in P^{\prime}=Z(P)$ and so $\left[x, y^{p}\right]=z^{p}$ by Lemma 2.2.2(i). But $y^{p} \in Z(P)$ as $\bar{P}$ is elementary, which implies that $z^{p}=1$. Thus $[x, y]^{P}=1$ for all $x, y$ in $P$. Since $P^{\prime}$ is abelian and is generated by the set
of all such $[x, y]$, it follows that $P^{\prime}$ is elementary abelian. Thus (iii) also holds and the proof is complete.

The preceding theorem suggests the introduction of the following term: A $p$-group $P$ is called special if either $P$ is elementary abelian or $P$ is of class 2 and $P^{\prime}=Z(P)=\Phi(P)$ is elementary abelian. Note that as $P^{\prime}=\Phi(P)$ in either case, our conditions imply that $P / P^{\prime}$ is elementary abelian. As we shall see, the particular case that $P$ has class 2 and $\left|P^{\prime}\right|=p$ is of great importance. Such a $p$-group is said to be extra-special.

As a corollary of the theorem, we have

## Theorem 3.8

Let A be a p'-group of automorphisms of the p-group $P$ and let $\psi$ be an element of $A^{*}$. Then $P$ possesses an $A$-invariant special subgroup $Q$ such that $A$ acts irreducibly on $Q / \Phi(Q), \psi$ acts nontrivially on $Q / \Phi(Q)$, and $\psi$ acts trivially on $\Phi(Q)$.

## Proof

Choose $Q$ to be a minimal $A$-invariant subgroup of $P$ on which $\psi$ acts nontrivially. Then certainly $\psi$ acts trivially on every proper $A$-invariant normal subgroup of $Q$ and so $Q$ has the required properties by Theorem 3.7 and the definition of a special $p$-group.

As an application of Theorem 3.7 we shall next derive an extension of Theorem 2.4 to nonabelian $p$-groups. However, the following example shows that the desired generalization is not universally valid. If $P=\langle x, y| x^{4}=y^{4}=1$ and $\left.y^{-1} x y=x^{-1}\right\rangle$ is a quaternion group, the mapping $\phi$ of $P$ into $P$ defined by $\left(x^{i} y^{j}\right) \phi=y^{i}(x y)^{j}, 1 \leqslant i, j \leqslant 4$, is easily checked to be an automorphism of $P$ of order 3 fixing the element $x^{2}=y^{2}$ But $x^{2}$ is the unique element of order 2 in $P$ and so $\Omega_{1}(P)=\left\langle x^{2}\right\rangle$. Thus $\phi$ is a nontrivial 2'-automorphism of $P$ which acts trivially on $\Omega_{1}(P)$.

However, no such counterexample exists when $p$ is odd. Furthermore, in Section 6, using different methods, we shall show that the desired generalization holds for $p=2$ for certain special values of the order of the $p^{\prime}$-automorphisms involved.

Our results for odd $p$ depend on the following general lemma on $p$-groups of class at most 2 (part (i) is false for a dihedral group of order $2^{n}$, $n \geqslant 3$, and part (ii) is false for the quaternion group.)

## Lemma 3.9

Let $P$ be a p-group of class at most 2 with $p$ odd. Then
(i) $\Omega_{1}(P)$ is of exponent $p$.
(ii) If $P / Z(P)$ is elementary abelian, then $(x y)^{p}=x^{p} y^{p}$ for all $x, y$ in $P$.

## Proof

Let $x, y \in P$ and set $z=[y, x]$. Since $c l(P) \leqslant 2, z \in Z(P)$ and so $z$ commutes with both $x$ and $y$. But then by Lemma 2.2.2, we have

$$
\begin{equation*}
(x y)^{i}=z^{1 / 2 i(i-1)} x^{i} y^{i} \quad \text { and } \quad\left[y^{i}, x\right]=z^{i} \tag{3.1}
\end{equation*}
$$

for all $i$.
If $x$ and $y$ have order $p$, then by (3.1) we have $1=[1, x]=\left[y^{p}, x\right]=z^{p}$ and $(x y)^{p}=z^{1 / 2 p(p-1)} x^{p} y^{p}=z^{1 / 2 p(p-1)}$. Since $p$ is odd and $z^{p}=1$, it follows that $(x y)^{p}=1$. Thus the product of two elements of $P$ of order $p$ has order 1 or $p$, which implies that $\Omega_{1}(P)$ is of exponent $p$.

Now assume that $P / Z(P)$ is elementary abelian, in which case

$$
1=\left[y^{p}, x\right]=z^{p} .
$$

But now (3.1) yields $(x y)^{p}=x^{p} y^{p}$.

## Theorem 3.10

If $A$ is a $p^{\prime}$-group of automorphisms of the p-group $P$ with $p$ odd which acts trivially on $\Omega_{1}(P)$, then $A=1$.

## Proof

We proceed by induction on $|P|$. Certainly $\Omega_{1}(Q) \subseteq \Omega_{1}(P)$ for any subgroup $Q$ of $P$. Hence if $Q$ is any proper $A$-invariant subgroup of $P, A$ acts trivially on $\Omega_{1}(Q)$ and so acts trivially on $Q$ by induction. But now it follows from Theorem 3.7 (with $\psi$ any element of $A^{\#}$ ) that $P$ is a special $p$-group, that $A$ acts trivially on $P^{\prime}$, and irreducibly on $P / P^{\prime}$. In particular, $\mathrm{cl}(P) \leqslant 2$.

Hence if $x \in P$ and $\phi \in A$, Lemma 3.9 implies that $\left(x^{-1}(x \phi)\right)^{p}=$ $\left(x^{-1}\right)^{p}(x \phi)^{p}=\left(x^{p}\right)^{-1}\left(x^{p} \phi\right)$. But $x^{p} \in P^{\prime}$, as $P / P^{\prime}$ is elementary abelian, and so $\phi$ fixes $x^{p}$. It follows therefore that $\left(x^{-1}(x \phi)\right)^{p}=1$. Since $[P, A]$ is generated by the set of all such elements $x^{-1}(x \phi)$, we conclude that $[P, A] \subseteq \Omega_{1}(P)$. Since $A$ acts trivially on $\Omega_{1}(P)$ by assumption, we see that $A$ stabilizes the normal series $P \supseteq \Omega_{1}(P) \supseteq 1$ of $P$, whence $A=1$ by Theorem 3.2.

If $Q$ is the special $A$-invariant subgroup of $P$ of Theorem 3.8, it may very well happen that some element of $A^{*}$ acts trivially on $Q$. It is therefore natural to ask whether there exists an $A$-invariant subgroup of $P$ of class at most 2 on which no element of $A^{\#}$ acts trivially. The following theorem, which answers the question affirmatively, is due to Thompson and appears in the Odd-Order paper.

## Theorem 3.11 (Thompson)

A p-group $P$ possesses a characteristic subgroup $C$ with the following properties:
(i) $\mathrm{cl}(C) \leqslant 2$ and $C / Z(C)$ is elementary abelian.
(ii) $[P, C] \subseteq Z(C)$.
(iii) $C_{P}(C)=Z(C)$.
(iv) Every nontrivial $p^{\prime}$-automorphism of $P$ induces a nontrivial automorphism of $C$.

Remark We note that $C$ need not be special; in particular, $Z(C)$ need not be elementary abelian.

## Proof

Suppose first that a characteristic subgroup $C$ of $P$ exists satisfying condition (iii). Let $\psi$ be a $p^{\prime}$-automorphism of $P$ which acts trivially on $C$ and set $A=\langle\psi\rangle$. Then $[C, A]=1$, so $[C, A, P]=1$. Since $[P, C] \subseteq C$ as $C$ char $P$, we also have $[P, C, A]=1$, whence $[A, P, C]=1$ by the threesubgroup lemma. Thus $[A, P] \subseteq C_{P}(C)$ and so $[A, P] \subseteq C$ by (iii). But then $A$ stabilizes the normal series $P \supseteq C \supseteq 1$ of $P$ and so $A=1$. Thus $\psi=1$ and it follows that (iii) implies (iv). Hence it will suffice to prove that $C$ exists satisfying (i), (ii), and (iii).

We separate the next point of the proof as an independent lemma:

## Lemma 3.12

If $M$ is a normal subgroup of the p-group $P$ maximal subject to being abelian, then $C_{P}(M)=M$.

## Proof

We have $M \subseteq H=C_{P}(M)$ as $M$ is abelian. Suppose $H \supset M$. Set $\bar{P}=P / M$ and let $\bar{H}$ be the image of $H$ in $\bar{P}$. We have $H \triangleleft P$, whence $\bar{H} \triangleleft \bar{P}$ and $\bar{H} \neq \overline{1}$, so $\bar{H} \cap Z(\bar{P}) \neq \overline{1}$. If $\bar{X}$ is a subgroup of $\bar{H} \cap Z(\bar{P})$ of order $p$, then $\bar{X} \triangleleft \bar{P}$, the inverse image $X$ of $\bar{X}$ in $P$ is normal in $P$, and $X \subseteq H$. Since $H$ centralizes $M$, we have $M \subseteq Z(X)$. But $X / M$, being of order $p$, is cyclic and consequently $X$ is abelian by Lemma 1.3.4. Since $X \triangleleft P$, our maximal choice of $M$ is contradicted.

We return now to the proof 'of Theorem 3.11 and let $M$ be a normal subgroup of $P$ maximal subject to being abelian, so that $C_{P}(M)=M$ by the preceding lemma. Consider the case $M$ char $P$. We shall argue that $C=M$ satisfies the required conditions. We have $C_{P}(C)=C$, so (iii) holds. Also $C=Z(C)$ is of class $1, C / Z(C)$ is trivial, and $[P, C] \subseteq C=Z(C)$, whence also (i) and (ii) hold. Hence it remains to treat the case that no
characteristic abelian subgroup of $P$ is a maximal abelian normal subgroup of $P$.

Let $D$ be a maximal characteristic abelian subgroup of $P$ and let $M$ be a maximal abelian normal subgroup of $P$ containing $D$, so that $D \subset M$. Since $M$ is abelian, we have $M \subseteq H=C_{P}(D)$, whence $D \subset H$. Furthermore, $H$ char $P$. Set $\bar{P}=P / D$ and let $\bar{H}$ be the image of $H$ in $\bar{P}$. Then $\bar{H} \neq 1$ and so $\bar{C}=\bar{H} \cap \Omega_{1}(Z(\bar{P})) \neq \overline{1}$. If $C$ denotes the inverse image of $\bar{C}$ in $P$, we argue now that $C$ has the required properties.

First of all, the inverse image $K$ of $\Omega_{1}(Z(\bar{P}))$ is characteristic in $P$ by Theorem 2.1.2(iv) and consequently $C=H \cap K$ char $P$. Since $C \subseteq H=$ $C_{P}(D)$, we have $D \subseteq Z(C)$. But $Z(C)$ is a characteristic abelian subgroup of $P$ as $C$ char $P$. Hence $Z(C)=D$ by our maximal choice of $D$. But then $C / Z(C)=\bar{C}$ is elementary abelian and $\mathrm{cl}(C)=2$. Furthermore, since $\bar{C} \subseteq Z(\bar{P}),[\bar{P}, \bar{C}]=\overline{1}$, whence $[P, C] \subseteq D=Z(C)$. Thus $C$ satisfies conditions (i) and (ii).

Finally, set $Q=C_{P}(C)$ and suppose $Q \nsubseteq C$. Since $Z(C)=D=C_{C}(C)$, we have $Q \cap C=D$. Also $Q \subseteq H$ as $Q$ centralizes $D$. Hence if $\bar{Q}$ denotes the image of $Q$ in $\bar{P}$, we have $\bar{Q} \subseteq \bar{H}, \bar{Q} \cap \bar{C}=\overline{1}, \bar{Q} \triangleleft \bar{P}$, and $\bar{Q} \neq \overline{1}$. But then by Theorem 2.6.4, we have $\overline{1} \neq \bar{Q} \cap \Omega_{1}(Z(\bar{P})) \subseteq \bar{H} \cap \Omega_{1}(Z(\bar{P}))=\bar{C}$, which implies that $\bar{Q} \cap \bar{C} \neq \overline{1}$, a contradiction. We conclude that $Q \subseteq C$ and hence that $Q=Z(C)$. Thus (iii) also holds and the theorem is proved.

A characteristic subgroup $C$ of a $p$-group $P$ which satisfies the conditions of Theorem 3.11 will be called a critical subgroup of $P$.

When $p$ is odd, we have the following corollary:

## Theorem 3.13

For odd p, a p-group P possesses a characteristic subgroup $D$ of class at most 2 and of exponent $p$ such that every nontrivial $p^{\prime}$-automorphism of $P$ induces a nontrivial automorphism of $D$.

## Proof

Let $C$ be a critical subgroup of $P$ and set $D=\Omega_{1}(C)$. Then $D$ is of exponent $p$ by Lemma 3.9(i). Clearly also cl $(D) \leqslant 2$. Since $D$ char $C$ char $P$, we have $D$ char $P$. Furthermore, since $p$ is odd, a nontrivial $p^{\prime}$-automorphism of $C$ induces a nontrivial automorphism of $D$ by Theorem 3.10 and now the theorem follows from Theorem 3.11 (iv).

We remark that our conditions imply that $Z(D)$ and $D / Z(D)$ are each elementary abelian. However, $D$ need not be special since we may very well have $D^{\prime} \subset Z(D)$.

Our last sequence of theorems shows that for many questions a study of $p^{\prime}$-automorphisms of $p$-groups can be reduced to the study of $p^{\prime}$-automorphisms of $p$-groups having class at most 2 .

We conclude this section with some properties of a regular group of automorphisms (compare Section 2.7) of a p-group and with a generalization of Theorem 3.3.3 to arbitrary $p$-groups.

## Theorem 3.14

Let $A$ be a regular group of automorphisms of a p-group $P$. Then we have
(i) $A$ is a $p^{\prime}$-group.
(ii) A possesses no noncyclic abelian subgroups.
(iii) A subgroup of $A$ of order $q r, q$ and $r$ primes, is cyclic.

## Proof

Let $B$ be an $S_{p}$-subgroup of $A$. Then $B$ acts on $V=\Omega_{1}(Z(P))$, which is elementary abelian and so $C_{V}(B) \neq 1$ by Lemma 2.6.3. Since the elements of $A^{\#}$ fix only the element 1 of $P$ and since $B$ fixes the elements of $C_{v}(B)$, this forces $B=1$. Thus $A$ is a $p^{\prime}$-group.

Suppose next that $C$ is a noncyclic abelian subgroup of $A$. Then some $S_{q}$-subgroup $Q$ of $C$ is noncyclic by Theorem 1.3.1(ii). But then $V=\left\langle C_{V}(\phi) \mid \phi \in Q^{\#}\right\rangle$ by Theorem 3.3.3. Since $V=\Omega_{1}(Z(P)) \neq 1$, this forces $C_{\nu}(\phi) \neq \mathrm{I}$ for some $\phi$ in $Q^{\#}$, again contradicting the regularity of $A$.

Finally, let $D$ be a subgroup of $A$ of order $q r, q$ and $r$ primes. If $q=r$, then $|D|=q^{2}$, so $D$ is an abelian $q$-group, whence $D$ is cyclic by the preceding paragraph. Thus we may assume that $q>r$. If $Q, R$ denote $S_{q}-$ and $S_{\mathrm{r}}$-subgroups of $D$, then $D=Q R$ and, by Theorem 1.3.8, we have $Q \triangleleft D$. If $C_{D}(Q) \supset Q$, then $C_{D}(Q)=D$ and $D$ is abelian, whence cyclic. Hence we may also assume $C_{D}(Q)=Q$. But now Theorem 3.4.4 is applicable to the action of $D$ on $V$ and yields that $C_{V}(R) \neq 1$, giving the same contradiction as above. All parts of the theorem are proved.

## Theorem 3.15

Let $A$ be a p'-group of automorphisms of a p-group $P$ and let $H$ be an $A$ invariant normal subgroup of $P$. Then $C_{P: H}(A)$ is the image of $C_{P}(A)$ in $P / H$. In particular, if $A$ is a regular group of automorphisms of $P$ or if $C_{P}(A)=1$, then $A$ is a regular group of automorphisms of $P / H$ or $C_{P / H}(A)=1$, respectively.

## Proof

Set $\bar{P}=P / H$, let $\bar{K}=C_{P}(A)$, and let $K$ be the inverse image of $\bar{K}$ in $P$. Clearly $C_{P}(A)$ maps into $\bar{K}$ and so $C_{P}(A) \subseteq K$. Hence to prove the
first assertion, it will suffice to show that $K=H C_{k}(A)$. But since $A$ centralizes $\bar{K}$, it follows that $K$ is $A$-invariant and $[K, A] \subseteq H$. However, $K=[K, A] C_{K}(A)$ by Theorem 3.5, whence $K=H C_{K}(A)$, as required.

In particular, if $C_{P}(A)=1$, our argument shows that $C_{P}(A)=\overline{1}$. Finally, if $A$ is a regular group of automorphisms of $P$, then $C_{P}(B)=1$ for any nontrivial subgroup $B$ of $A$, whence $C_{P}(B)=\bar{I}$ and consequently $A$ is a regular group of automorphisms of $\bar{P}$.

## Theorem 3.16

Let $P$ be a p-group and let $Q$ be a noncyclic abelian $q$-group of automorphisms of $P, q$ a prime distinct from $p$. Then

$$
P=\prod_{x \in Q^{*}} C_{P}(x) .
$$

In particular, $P$ is generated by its subgroups $C_{P}(x)$ for $x$ in $Q^{\#}$.

## Proof

It is understood, of course, that the above product is to be taken for some fixed ordering $x_{i}, 1 \leqslant i \leqslant n$, of the elements of $Q^{\#}$. We proceed by induction on $|P|$. Setting $Z=\Omega_{1}(Z(P))$, it follows from Theorem 3.3.3 that $Z_{j}=C_{Z}\left(x_{j}\right) \neq 1$ for some $j$. But then the theorem holds in $\bar{P}=P / Z_{j}$ by induction. Since $C_{P}\left(x_{i}\right)$ maps onto $C_{P}\left(x_{i}\right)$ for each $i, 1 \leqslant i \leqslant n$, by the preceding theorem, we conclude at once that $P=Z_{j} \prod_{i=1}^{n} C_{P}\left(x_{i}\right)$. But $Z_{j}$ is contained in $C_{P}\left(x_{j}\right)$ and lies in the center of $P$, whence $P=\prod_{i=1}^{n} C_{P}\left(x_{i}\right)$, as asserted.

## 4. $p$-GROUPS OF SMALL DEPTH

As we have just seen, a $p$-group $P$ which is itself a regular group of automorphisms of a group of prime power order possesses no noncyclic abelian subgroups. Clearly then it is of interest to determine the structure of all $p$-groups with this property. We shall carry this out in the present section and at the same time shall determine all $p$-groups which have respectively no noncyclic normal or noncyclic characteristic subgroups. It turns out that the structure of this last class of groups is intimately connected with that of extra-special groups, which were defined in the preceding section.
It will be convenient to introduce the terms depth, normal depth, and
characteristic depth of a $p$-group $P$ to denote the maximum of $m(A)$, where $A$ ranges respectively over all abelian, all normal abelian, and all characteristic abelian subgroups of $P$. We write $d(P), d_{n}(P), d_{c}(P)$ for the depth, normal depth, and characteristic depth of $P$, respectively. (We have used "depth" rather than the more customary term "rank" because the latter term will be needed for our later discussion of simple groups.)

We are thus interested in determining all $p$-groups in which $d(P)=1$, $d_{n}(P)=1$, or $d_{\mathrm{c}}(P)=1$. We shall also study the case $d(P)=2$ and $d_{n}(P)=2$ when $p$ is odd.

We begin with the following result:

## Lemma 4.1

Let $P=\langle x\rangle$ be a cyclic $p$-group of order $p^{n}, n \geqslant 2$, and set $A=$ Aut $P$. Then we have
(i) If $p=2$ and $n=2$, then $A=\langle x\rangle$, where $x x=x^{-1}$ and $|A|=2$.
(ii) If $p=2$ and $n>2$, then $A$ is an abelian 2-group of type $\left(2^{n-2}, 2\right)$ and order $2^{n-1}$ with basis $\alpha, \beta$, where $x \alpha=x^{5}$ and $x \beta=x^{-1}$.
(iii) If $p$ is odd, $A$ is abelian of order $p^{n-1}(p-1)$ and an $S_{p}$-subgroup of $A$ is cyclic with generator $\alpha$, where $x \alpha=x^{1+p}$.

## Proof

By Theorem 1.3.10(i), $A$ is abelian in all cases. Furthermore, any element $\alpha$ of $A$ is determined by its effect on $x$; also $x \alpha=x^{i}$, where $\left(p^{n}, i\right)=1$. Conversely for each such $i$ there is an element of $A$ taking $x$ into $x^{i}$. Thus $|A|=\left|\phi\left(p^{n}\right)\right|$, where $\phi$ is Euler's $\phi$-function, and consequently $|A|=p^{n-1}(p-1)$.

Suppose $p=2$, in which case $|A|=2^{n-1}$. If $n=2,|A|=2$ and the only nontrivial automorphism of $P$ is given by $x \alpha=x^{3}=x^{-1}$, so (i) holds. To prove (ii), observe that

$$
\begin{equation*}
5^{2 n-2}=\left(1+2^{2}\right)^{2^{n-2}} \equiv 1\left(\bmod 2^{n}\right) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
5^{2 j} \not \equiv 1\left(\bmod 2^{n}\right) \quad \text { if } j<n-2 . \tag{4.2}
\end{equation*}
$$

Let $\alpha$ be the automorphism of $P$ determined by $x \alpha=x^{5}$. Then inductively we obtain $x x^{i}=x^{5 i}$. Since $|x|=2^{n}$, (4.1) and (4.2) together imply that $x \alpha^{2 j} \neq x$ if $1 \leqslant j<n-2$ and that $x x^{2 n-2}=x$. Thus $|\alpha|=2^{n-2}$. On the other hand, we also have

$$
\begin{equation*}
5^{j} \not \equiv-1\left(\bmod 2^{n}\right) \quad \text { for all } j, \tag{4.3}
\end{equation*}
$$

whence $\alpha^{j} \neq \beta$ for any $j$, where $\beta \in A$ and $x \beta=x^{-1}$. Since $|A|=2^{n-1}$, it follows that $\alpha, \beta$ is a basis of $A$, so (ii) holds.

Suppose finally that $p$ is odd. Then the order of an $S_{p}$-subgroup $A_{p}$ of $A$ is $p^{n-1}$. Observe now that

$$
\begin{equation*}
(1+p)^{p^{j}} \equiv 1\left(\bmod p^{i+1}\right) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
(1+p)^{p^{j}} \not \equiv 1\left(\bmod p^{j+2}\right), \tag{4.5}
\end{equation*}
$$

as $p$ is odd. But then, as in the preceding paragraph, the element $\alpha \in A$ given by $x \alpha=x^{1+p}$ is of order $p^{n-1}$. Hence $A_{p}=\langle\alpha\rangle$ is cyclic and (iii) also holds.

## Corollary 4.2

The following conditions hold:
(i) If $p=2$ and $n>2$, set $\gamma=x^{2^{n-3}}$. Then $\Omega_{1}(A)$ is abelian of type $(2,2)$ with basis $\gamma, \beta$ and
$x \beta=x^{-1} \quad x \gamma=x^{52^{n-3}}=x^{1+2^{n-1}} \quad x(\gamma \beta)=x^{-1-2^{n-1}}=x^{-1+2^{n-1}}$
Furthermore, $\gamma$ is the only element of $A^{*}$ which acts trivially on $\mho^{1}(P)=\left\langle x^{2}\right\rangle$.
(ii) If $p$ is odd, set $\gamma=\alpha^{p^{n-2}}$. Then $\Omega_{1}\left(A_{p}\right)=\langle\gamma\rangle$, where $A_{p}$ is the $S_{p}$-subgroup of $A$ and

$$
x \gamma=x^{1+p^{n-1}}
$$

Furthermore, $\langle\gamma\rangle$ is the only nonidentity subgroup of $A_{p}$ which acts trivially on $\mho^{1}(P)=\left\langle x^{p}\right\rangle$.

The various statements of the corollary follow at once from the description of $A$ given the lemma.

With the aid of the corollary, using the methods of semidirect products as described in Section 2.5, we now construct a number of particular $p$ groups. If $p=2$, assume below that $m>3$, while if $p$ is odd, assume $m>2$. We define

$$
M_{m}(p)=\left\langle x, y \mid x^{p^{m+-1}}=y^{p}=1, x^{y}=x^{1+p^{m-2}}\right\rangle .
$$

The existence of such a group $M_{m}(p)$ of order $p^{m}$ follows from our general construction procedure provided we set $m=n+1$ in the preceding corollary and use the automorphism $\gamma$ to determine the action of $y$ on $\langle x\rangle$.

Similarly, using $\gamma \beta$ when $p=2$, there exists a group $S_{m}$ for $m>3$ defined by

$$
S_{m}=\left\langle x, y \mid x^{2^{2 m-1}}=y^{2}=1, x^{y}=x^{-1+2^{m-2}}\right\rangle
$$

The group $S_{m}$ of order $2^{m}$ is called a semidihedral group. We also introduce the notation $D_{m}, Q_{m}$ for the dihedral and generalized quaternion groups of order $2^{m}$ (defined in Section 2.5). Here $m \geqslant 2$ for $D_{m}$ and $m \geqslant 3$ for $Q_{m}$. For brevity, we also set $D=D_{3}$ and $Q=Q_{3}$.

Finally, in each case (including $D_{m}$ and $Q_{m}$ ), we set $H=\langle x\rangle$ and refer to $H$ as a maximal cyclic generator of the given group.

The following omnibus theorem gives a large number of properties of these various groups:

## Theorem 4.3

The following holds:
(i) Set $P=M_{m}(p)$. Then
(a) $\mathrm{cl}(P)=2$ and $\left|P^{\prime}\right|=p$.
(b) $\Phi(P)=Z(P)$ is cyclic of order $p^{m-2}$.
(c) $\Omega_{i}(P)$ is abelian of type $\left(p^{i}, p\right), 1 \leqslant i \leqslant m-2$.
(ii) Set $P=D_{m}, m \geqslant 3, Q_{m}$, or $S_{m}$. Then
(a) $\mathrm{cl}(P)=m-1$.
(b) $\Phi(P)=P^{\prime}$ is cyclic of order $2^{m-2}$.
(c) $|Z(P)|=2$ and $P / Z(P)$ is isomorphic to $D_{m-1}$.
(d) P possesses no noncyclic abelian subgroups of order 8 .
(e) If $P=D_{m}$, then $\Omega_{1}(P)=P, d(P)=2, d_{c}(P)=1$, and $d_{n}(P)=2$ or 1 according as $m=3$ or $m>3$. Furthermore, the maximal subgroups of $P$ are cyclic or dihedral.
(f) If $P=Q_{m}$, then $\Omega_{1}(P)=Z(P)$ and $d(P)=1$. Furthermore, the maximal subgroups of $P$ are cyclic or generalized quaternion.
(g) If $P=S_{m}$, then $\Omega_{1}(P)$ is isomorphic to $D_{m-1}, d(P)=2$, and $d_{c}(P)=1$. Furthermore, the maximal subgroups of $P$ are cyclic, generalized quaternion, or dihedral.
(iii) No two of the groups $M_{m}(p), D_{m}, Q_{m}$, or $S_{m}$ are isomorphic.

## Proof

Set $P=M_{m}(p), D_{m}, Q_{m}$, or $S_{m}$ as the case may be and let $P=\langle x, y\rangle$ with $x, y$ satisfying the appropriate relations. In the first case,

$$
\left(x^{p}\right)^{y}=\left(x^{y}\right)^{p}=\left(x^{1+p^{m-2}-2}\right)^{p}=x^{p},
$$

so $x^{p}$ commutes with $y$ as well as $x$ and hence $x^{p} \in Z(P)$. On the other hand, it is immediate that neither $x$ nor $x^{i} y$ is in $Z(P)$. Thus $Z(P)=\left\langle x^{p}\right\rangle$ is cyclic of order $p^{m-2}$. Since $P / \Phi(P)$ is elementary abelian, $x^{p} \in \Phi(P)$, whence
$Z(P) \subseteq \Phi(P)$. If $\Phi(P) \supset Z(P)$, then $|P / \Phi(P)|=p$ and $P$ would be cyclic by Corollary 1.2. Thus $Z(P)=\Phi(P)$ and $\mathrm{cl}(P)=2$.

Furthermore, $[x, y]=x^{p^{m-2}}=z$, so that $z$ is of order $p$. But then

$$
\begin{equation*}
\left[x^{i}, y\right]=z^{i} \quad \text { and } \quad\left(y x^{j}\right)^{p}=z^{j p(p-1) / 2} x^{j p} \tag{4.6}
\end{equation*}
$$

by Lemma 2.2.2. If $p$ is odd, it follows that $\left(y x^{j}\right)^{p}=x^{j p}$, whence $y x^{j}$ has order dividing $p^{i}$ if and only if $p^{m-i-1} \mid j$. We conclude from this that $\Omega_{i}(P)=\left\langle x^{p^{m-i-1}}, y\right\rangle$ is elementary abelian of type $\left(p^{i}, p\right), 1 \leqslant i \leqslant m-2$. On the other hand, if $p=2$, (4.6) gives

$$
\begin{equation*}
\left(y x^{j}\right)^{2}=z^{j} x^{2 j}=x^{2 j+2 m-2 j} \tag{4.7}
\end{equation*}
$$

Since $m>3$ in the definition of $M_{m}(2)$, it again follows that $y x^{j}$ has order dividing $p^{i}$ if and only if $p^{m-i-1} \mid j$, and we reach the same conclusion as when $p$ is odd. Thus all parts of (i) hold.

Now consider (ii), in which case $p=2$ and either $x^{y}=x^{-1}$ or $x^{y}=$ $x^{-1+2^{m-2}}$ and $m>3$. But then correspondingly $[x, y]=x^{-2}$ or $x^{-2+2^{m-2}}$ and we conclude in either case that $x^{2} \in P^{\prime}$, whence $\left|P / P^{\prime}\right| \leqslant 4$. Since $P^{\prime} \subseteq \Phi(P)$, it follows as in the proof of (i) that $|P / \Phi(P)|=4$ and hence that $P^{\prime}=\Phi(P)$. Furthermore, $\left[x^{i}, y\right]=x^{-2 i}$ or $x^{(-2+2 m-2) i}$ and so $y$ commutes with $x^{i}$ if and only if $2^{m-2} \mid i$. Since $y x^{j}$ does not centralize $x$ for any $j$, we conclude that $\left\langle x^{2 m-2}\right\rangle=Z(P)$, whence $|Z(P)|=2$.

Set $\bar{P}=P / Z(P)=\langle\bar{x}, \bar{y}\rangle$. Then $|\bar{x}|=2^{m-2}$ and so $\bar{x}^{\bar{y}}=\bar{x}^{-1}$ in all cases. Since either $y^{2}=1$ or $y^{2}=x^{2 m-2}$, we also have $\bar{y}^{2}=1$. Thus $\bar{P}$ is isomorphic to $D_{m-1}$. If $m-1 \geqslant 3$, then $\operatorname{cl}(\bar{P})=m-2$ by induction, while if $m-1=2, \operatorname{cl}(\bar{P})=1=m-2$, as then $\bar{P}$ is abelian. We conclude in either case that $\mathrm{cl}(P)=m-1$.

Observe next that in $D_{m},(x y)^{2}=x(y x y)=x x^{-1}=1$, so that both $x y$ and $y$ have order 2. But then $\Omega_{1}\left(D_{m}\right) \supseteq\langle x y, y\rangle=\langle x, y\rangle=D_{m}$. In $Q_{m}$ we have similarly $\left(x^{i} y\right)^{2}=x^{2 m-2}$ for all $i$, so $x^{i} y$ is never of order 2. Hence $\Omega_{1}\left(Q_{m}\right)=\left\langle x^{2^{2 m-2}}\right\rangle=Z\left(Q_{m}\right)$. Finally, in $S_{m}$ we have $\left(x^{i} y\right)^{2}=x^{i 2^{m-2}}$, so that $x^{i} y$ is of order 2 if and only if $i$ is even. But then $\Omega_{1}\left(S_{m}\right)=\left\langle x^{2} y, y\right\rangle=\left\langle x^{2}, y\right\rangle$. Setting $x_{1}=x^{2}$, we obtain $\left|x_{1}\right|=2^{m-1}$ and

$$
x_{1}^{v}=\left(x^{2}\right)^{y}=\left(x^{2}\right)^{-1+2 m-2}=x^{-2}=x_{1}^{-1},
$$

and we see that $\Omega_{1}\left(S_{m}\right)$ is isomorphic to $D_{m-1}$.
The remaining parts of (ii) are proved by similar calculations which we omit.

Finally $\Omega_{1}\left(D_{m}\right), \Omega_{1}\left(Q_{m}\right)$, and $\Omega_{1}\left(S_{m}\right)$ have distinct orders, so none of the
groups $D_{m}, Q_{m}$, or $S_{m}$ are isomorphic. Since $\Omega_{1}\left(M_{m}(2)\right)$ is abelian of type (2, 2), it follows likewise that $\dot{M}_{m}(2)$ is isomorphic to none of the other three groups of order $2^{m}$, and so (iii) also holds.

Each of the groups $M_{m}(p), D_{m}, m \geqslant 3, Q_{m}$, and $S_{m}$ possesses a maximal cyclic subgroup of order $p^{m-1}$. The next theorem shows that these groups are characterized among all nonabelian $p$-groups by this property.

## Theorem 4.4

Let $P$ be a nonabelian p-group of order $p^{m}$ which contains a cyclic subgroup $H$ of order $p^{m-1}$. Then
(i) If $p$ is odd, $P$ is isomorphic to $M_{m}(p)$.
(ii) If $p=2$ and $m=3$, then $P$ is isomorphic to $D$ or $Q$.
(iii) If $p=2$ and $m>3$, then $P$ is isomorphic to $M_{m}(2), D_{m}, Q_{m}$, or $S_{m}$. Furthermore, in each case $H$ is a maximal cyclic generator of $P$.

## Proof

Since $P$ is nonabelian, we have $m \geqslant 3$. We also have $H \triangleleft P$ and $P / H$ is cyclic order $p$. Furthermore, $H \nsubseteq Z(P)$; otherwise $P$ would be abelian by Lemma 1.3.4. Hence $H=C_{P}(H)$. Thus $P / H$ is isomorphic to a subgroup of Aut $H$ of order $p$. We set $H=\langle x\rangle$, so that $|x|=p^{n}$ with $n=m-1 \geqslant 2$.

Consider first the case $p$ odd. Then by Corollary 4.2, there must exist an element $u$ in $P-H$ such that $x^{\prime \prime}=x^{1+p^{m-2}}$. Then $P=\langle x, u\rangle$ and $\left(x^{p}\right)^{u}=$ $\left(x^{u}\right)^{p}=x^{p}$, whence $x^{p}$ centralizes both $x$ and $u$ and so lies in $Z(P)$. Since $\left|P:\left\langle x^{p}\right\rangle\right|=p^{2}$, Lemma 1.3.4 implies that $\left\langle x^{p}\right\rangle=Z(P)$ and that $Z(P)=\Phi(P)$. In particular, $\mathrm{cl}(P)=2$. Now $u^{p} \in H$, but $u^{p}$ does not generate $H$, since otherwise $P$ would be cyclic. It follows that $u^{p}=x^{a p}$ for some $a$. Set $y=u x^{-a}$. Since $p$ is odd and $P / Z(P)$ is elementary abelian, we have $y^{p}=\left(u x^{-a}\right)^{p}=u^{p} x^{-a p}=1$ by Lemma 3.9(ii). But $x^{y}=x^{u}=x^{1+p^{m-2}}$ and $P=\langle x, y\rangle$, which proves that $P$ is isomorphic to $M_{m}(p)$. Thus (i) holds.

Next assume $p=2$ and $m=3$, so that $|x|=4$. Then $H$ possesses a unique nontrivial automorphism and so for any $y$ in $P-H$ we have $P=\langle x, y\rangle$ and $x^{y}=x^{-1}$. Since $P$ is nonabelian, we again have $y^{2}=x^{2 a}$ for some $a$. If $a$ is even, $y^{2}=1$ and $P$ is isomorphic to $D$; while if $a$ is odd, $y^{2}=x^{2}$ and $P$ is isomorphic to $Q$.

Suppose finally that $p=2$ and $m>3$. In this case if $u \in P-H$, there are three possibilities for the action of $y$ on $x$ :

$$
\begin{equation*}
x^{u}=x^{1+2^{m-2}} \quad x^{u}=x^{-1} \quad x^{u}=x^{-1+2 m-2} \tag{4.8}
\end{equation*}
$$

Moreover, in each case, we again have $u^{2}=x^{2 a}$. If the first possibility
holds, we choose $c$ to satisfy the congruence

$$
\begin{equation*}
a+c\left(1+2^{m-3}\right) \equiv 0\left(\bmod 2^{m-2}\right) \tag{4.9}
\end{equation*}
$$

which we can do, as $m>3$. But then if we set $y=u x^{c}$ we obtain

$$
\begin{equation*}
y^{2}=\left(u x^{c}\right)^{2}=u^{2}\left(x^{c}\right)^{u} x^{c}=x^{2 a} x^{c\left(1+2^{m-2}\right)} x^{c}=x^{2 a+2 c(1+2 m-3)} . \tag{4.10}
\end{equation*}
$$

Now (4.9) and (4.10) give $y^{2}=1$ as $|x|=2^{m-1}$. Since $x^{y}=x^{u}$, we conclude that $P$ is isomorphic to $M_{m}(2)$.

In the remaining two cases of (4.8), we compute easily that $Z(P)=$ $\left\langle x^{2^{m-2}}\right\rangle$ is of order 2. On the other hand, $u^{2} \in H$, so $u^{2}$ centralizes $x$ as well as $u$. Thus $u^{2} \in Z(P)$ and so $u^{2}=x^{a 2^{2 m-2}}$ for some $a$. If $a$ is even, then $u^{2}=1$ and it follows that $P$ is isomorphic to $D_{m}$ or $S_{m}$ according as the second or third case of (4.8) holds. On the other hand, if $a$ is odd, we have $u^{2}=x^{2 m-2}$, so that $P$ is isomorphic to $Q_{m}$ if $x^{u}=x^{-1}$.

There remains the case $u^{2}=x^{2 m-2}$ and $x^{u}=x^{-1+2^{m-2}}$. We set $y=u x$ so that

$$
y^{2}=(u x)^{2}=u^{2} x^{u} x=x^{2 m-2} x^{-1+2^{m-2}} x=1,
$$

and we conclude at once that $P$ is isomorphic to $S_{m}$, which establishes (iii).
Furthermore, the proof of the theorem shows that $H$ can be taken as a maximal cyclic generator of $P$ in each case.

The groups $D_{m}, Q_{m}$, and $S_{m}$ each have class $m-1$ and have commutator factor groups of order 4. Our next result shows that they are characterized among all 2 -groups by either of these properties.

## Theorem 4.5

Let $P$ be a nonabelian 2-group of order $2^{m}$ in which either $\mathrm{cl}(P)=m-1$ or $\left|P / P^{\prime}\right|=4$. Then $P$ is isomorphic to $D_{m}, Q_{m}$, or $S_{m}$.

## Proof

Supposecl $(P)=m-1$. Once again Lemma 1.3.4 implies that $|P / \Phi(P)| \geqslant 4$, whence also $\left|P / P^{\prime}\right| \geqslant 4$. If the inequality were strict, the lower central series of $P$ would necessarily terminate in less than $m-1$ steps, whence $\mathrm{cl}(P)<m-1$. Thus $\left|P / P^{\prime}\right|=4$; and so it will suffice to show that this last condition implies that $P$ has the required structure.

Suppose $m=3$. Since $P$ is nonabelian, $P$ is not of exponent 2 by Lemma 1.3 .5 and so contains a cyclic subgroup of order 4 . But then $P$ is isomorphic to $D$ or $Q$ by the preceding theorem. Hence we may also assume $m>3$.

Since $P^{\prime} \triangleleft P$ and $P^{\prime} \neq 1$, we can choose $Z$ of order 2 in $P^{\prime} \cap Z(P)$. Setting $\bar{P}=P / Z$, it follows that $\bar{P}^{\prime}$ is the image of $P^{\prime}$, whence also $\left|\bar{P} / \bar{P}^{\prime}\right|=4$. Since $m>3, \bar{P}$ is nonabelian and consequently by induction $\bar{P}$ is iso-
morphic to $D_{m-1}, Q_{m-1}$, or $S_{m-1}$. Let $\bar{H}$ be a maximal cyclic generator of $\bar{P}$ and let $H$ be its inverse image in $P$. If $H$ is cyclic, then $P$ is isomorphic to $M_{m}(2), D_{m}, Q_{m}$, or $S_{m}$ by the preceding theorem. However, the case $M_{m}(2)$ cannot arise, for then by Theorem 4.3(i), $\left|P / P^{\prime}\right|=2^{m-1}>4$. Thus the theorem holds in this case.

Consider the case that $H$ is noncyclic. Since $Z \subseteq Z(H)$ and $H / Z$ is cyclic, $H$ is abelian by Lemma 1.3.4. Since $|Z|=2$ and $|H|=2^{m-1}$, the only possibility is that $H=\langle x, z\rangle$ with $|x|=2^{m-2},|z|=2$, and $\langle z\rangle=Z$. Since $m>3, \mho^{1}(H)=\left\langle x^{2}\right\rangle$ and $X=\mho^{1}(H) \cap \Omega_{1}(H)=\left\langle x^{2 m-3}\right\rangle$ is of order 2 and $X$ char $H \triangleleft P$. Hence $X \subseteq Z(P)$ and so $\bar{X} \subseteq Z(\bar{P})$, where $\bar{X}$ is the image of $X$ in $\bar{P}$. Since $\bar{X} \neq 1$, it follows from Theorem 4.3(ii) that $\bar{X}=$ $Z(\bar{P}) \subseteq \bar{P}^{\prime}$ whence $X \subseteq P^{\prime}$. But then we can apply induction to $\widetilde{P}=P / X$ as we did to $P / Z$ to obtain that $\widetilde{P}$ is isomorphic to $D_{m-1}, Q_{m-1}$, or $S_{m-1}$. On the other hand, as $x, z$ is a basis of $H$, the image $\tilde{H}$ of $H$ in $\widetilde{P}$ is abelian of type ( $2^{m-3}, 2$ ). Since $\tilde{P}$ contains no noncyclic abelian subgroups of order 8 , by Theorem 4.3 (ii) the only possibility is $m=4$.

But in this case we have $|P / X Z|=4$ and $X Z \subseteq P^{\prime} \cap Z(P)$. Since $P$ is nonabelian, this forces $X Z=Z(P)$ and $P / Z(P)$ elementary, whence $P=\left\langle Z(P), y_{1}, y_{2}\right\rangle$ for suitable elements $l_{1}, y_{2}$. It follows at once from this that $\left[y_{1}, y_{2}\right]$ generates $P^{\prime}$, which is therefore cyclic, contrary to the fact that $X Z \subseteq P^{\prime}$ and $X Z$ is elementary abelian of type $(2,2)$. This completes the proof.

Since $\left|P / P^{\prime}\right| \geqslant p^{2}$ in any nonabelian $p$-group, consideration of the lower central series of $P$ shows that $\mathrm{cl}(P) \leqslant m-1$ if $|P|=p^{m}$. For this reason a $p$-group of class exactly $m-1$ is said to be of maximal class. The preceding theorem is therefore a classification of all 2 -groups of maximal class. Blackburn has studied $p$-groups of maximal class in great detail and, in particular, has classified them in the case $p=3$.

With these specialized results at our disposal we turn now to an analysis of $p$-groups $P$ in which $d_{c}(P)=1$. We require the following three lemmas:

## Lemma 4.6

Let $C$ be an extra-special subgroup of the p-group $P$ such that $[P, C] \subseteq Z(C)$. Then $P=C C_{P}(C)$.

## Proof

Given $x$ in $P$, it will suffice to show that there exists $y$ in $C$ such that $x y^{-1}$ centralizes $C$, for then $x=y u, u \in C_{P}(C)$ and the desired conclusion follows. If $\phi_{x}, \phi_{y}$ denote the automorphisms induced by conjugation by $x, y$, respectively, we must thus produce $y$ in $C$ such that $\phi_{x}=\phi_{y}$ on $C$.

But $\phi_{x}$ acts trivially on $C / Z(C)$ in as much as $[P, C] \subseteq Z(C)$. Hence we are reduced to establishing the following result: If $\psi$ is an automorphism of $C$ which acts trivially on $C / Z(C)$, then $\psi$ is an inner automorphism of $C$.

Let $x_{i}, 1 \leqslant i \leqslant n$, be elements of $C$ whose images in $C / Z(C)$ form a basis for $C / Z(C)$ and let $Z(C)=\langle z\rangle$, so that $|z|=p$ and $|C|=p^{n+1}$. We have $x_{i} \psi=x_{i} z^{a_{i}}$ for suitable $a_{i}, 0 \leqslant a_{i}<p, 1 \leqslant i \leqslant n$. Thus there are at most $p^{n}$ distinct automorphisms of $C$ which act trivially on $C / Z(C)$.

On the other hand, if $u_{j}, 1 \leqslant j \leqslant p^{n}$, are a set of coset representatives of $Z(C)$ in $C$, then for each $j$ the corresponding inner automorphism $\phi_{u_{j}}$ of $C$ leaves each coset of $Z(C)$ invariant as $\mathrm{cl}(C)=2$, and hence acts trivially on $C / Z(C)$. Moreover, $\phi_{u_{j}} \neq \phi_{u_{k}}$ if $j \neq k$, otherwise $u_{j} u_{k}^{-1}$ acts trivially on $C$, whence $u_{j} u_{k}^{-1} \in Z(C)$ and $u_{j}, u_{k}$ determine the same coset of $Z(C)$, a contradiction. Thus the inner automorphisms of $C$ give $p^{n}$ distinct automorphisms of $C$ which act trivially on $C / Z(C)$. Hence by the preceding paragraph every automorphism with this property is inner, as required.

## Lemma 4.7

Let $P$ be a p-group in which $d_{c}(P)=1$ and let C be a critical subgroup of $P$. Then
(i) $Z(C)$ is cyclic and $C$ is the central product of $Z(C)$ and a subgroup $E$, where either $E$ is extra-special or $E=1$.
(ii) If $R=C_{P}(E)$, then $P=E R$ and $C_{R}(Z(C))=Z(C)$. In particular, $P$ is the central product of $E$ and $R$.

## Proof

Since $C$ char $P$, we must have $d_{c}(C)=1$, so that, in particular, $Z=Z(C)$ is cyclic. We have $C_{P}(C)=Z$, as $C$ is a critical subgroup of $P$ (compare Theorem 3.11). Hence if $Z=C$, the lemma follows with $R=P$ and $E=1$. Thus we may assume $C \supset Z$, in which case $C$ is nonabelian. Furthermore, if $C$ is extra-special, then $P=C C_{P}(C)=C$ by the preceding lemma since a critical subgroup $C$ satisfies the condition $[P, C] \subseteq Z$. In this case the lemma follows with $E=P$ and $R=Z$. Thus we may also assume that $C$ is not extra-special. Since $C / Z$ is elementary abelian and $C$ is nonabelian, this forces $|Z|>p$.

If $x, y \in C$, then $x^{p} \in Z$ and consequently $[x, y]^{p}=\left[x^{p}, y\right]=1$ by Lemma 2.2.2. Since $C^{\prime} \subseteq Z$ and $C^{\prime}$ is generated by all such $[x, y]$, it follows that $C^{\prime}=\Omega_{1}(Z)$ is of order $p$. Set $\bar{C}=C / C^{\prime}$, let $\bar{Z}$ be the image of $Z$ in $\bar{C}$, and let $\bar{A}$ be a maximal cyclic subgroup of $\bar{C}$ containing $\bar{Z}$. Since $C / Z$ is elementary abelian, $\bar{A}$ is clearly a cyclic subgroup of maximal order in $\bar{C}$ and consequently $\bar{C}=\bar{A} \times \bar{E}$ by Lemma 1.3 .3. Our conditions imply that
$\bar{E}$ is elementary abelian and $|\bar{A}: \bar{Z}|=p$ or 1 . In the first case, $\bar{Z} \bar{E}=$ $\mho^{1}(\bar{C}) \Omega_{1}(\bar{C})$ char $\bar{C}$ and, in the second case, obviously $\bar{Z} \bar{E}$ char $\bar{C}$. Hence if $E$ denotes the inverse image of $\bar{E}$ in $C$ and if we set $D=E Z$; then $D$ char $C$, whence $D$ char $P$. But then also $d_{c}(D)=1$, so that $Z(D)$ is also cyclic. But clearly $Z \subseteq Z(D)$, while $\bar{Z}$ is a maximal cyclic subgroup of the image $\bar{Z} \bar{E}$ of $D$ in $\bar{C}$, and so we must have $Z=Z(D)$. On the other hand, as $D=E Z$, we have $Z(E) \subseteq Z(D)=Z$. Since $E \cap Z=C^{\prime}$, this implies that $Z(E)=C^{\prime}$. Moreover, $E \supset Z(E)$, as otherwise $C$ would be cyclic. Hence $E^{\prime} \neq 1$, forcing $E^{\prime}=C^{\prime}$ and also $E / E^{\prime}=E / C^{\prime}=\bar{E}$ to be elementary abelian. Thus $\Phi(E)=E^{\prime}=Z(E)$ and we conclude that $E$ is extra-special.

Since $[P, C] \subseteq Z$, certainly $[P, E] \subseteq Z$. But $\mho^{1}(E) \subseteq Z(E)=\Omega_{1}(Z)$ and it follows easily that, in fact, $[P, E] \subseteq \Omega_{1}(Z)=Z(E)$. Hence by the preceding lemma, $P=E R$, where $R=C_{P}(E)$.

In particular, as $E \subseteq C$, we have $C=E(C \cap R), Z \subseteq R$, and $R \cap E=$ $\Omega_{1}(Z)$. This implies that $C / C^{\prime}=\bar{C}=\bar{B} \times \bar{E}$, where $\bar{B}$ is the image of $C \cap R$ in $\bar{C}$. But $\bar{C}=\bar{A} \times \bar{E}$ with $\bar{A}$ cyclic and hence $\bar{B}$ is cyclic. Furthermore, $\bar{B} \supseteq \bar{Z}$ and $\bar{Z} \neq 1$ as $|Z|>p$. Since $C^{\prime}=\Omega_{1}(Z)$, it follows therefore that $C \cap R$ is cyclic. Since $C \cap R$ centralizes $E$, this yields $C \cap R \subseteq Z(C)$, whence $C \cap R=Z$. We conclude that $C=D=E Z$ is the central product of the extra-special group $E$ and the cyclic group $Z$.

Finally, $C_{R}(Z)$ centralizes both $E$ and $Z$ and consequently $C_{R}(Z) \subseteq C_{P}(C)=Z$ and all parts of the lemma are proved.

The effect of the preceding lemma is to reduce the classification of $p$-groups $P$ with $d_{c}(P)=1$ to the study of extra-special $p$-groups and of $p$-groups which contain a self-centralizing cyclic normal subgroup $H$. In Theorem 4.4 we have already considered the particular case that $H$ is a maximal subgroup. For the general case we do not need a complete analysis, but simply the following lemma:

## Lemma 4.8

Let $P$ be a nonabelian p-group which contains a cyclic normal subgroup $H$ of order $p^{n}$ such that $C_{P}(H)=H$. Then
(i) $n \geqslant 2$ and if $n=2$, then $P$ is isomorphic to $M_{3}(p), p$ odd, $D$, or $Q$.
(ii) If $n>2$, one of the following two statements holds:
(a) $P$ is isomorphic to $D_{n+1}, Q_{n+1}$, or $S_{n+1}$, or
(b) $M=C_{P}\left(\Psi^{1}(H)\right)$ is isomorphic to $M_{n+1}(p)$ and $\Omega_{1}(M)$ char $P$.

## Proof

If $|P: H|=p$, then $H$ is maximal in $P$ and the lemma follows from Theorem 4.4. Hence we may assume $|P: H|>p$. Since $C_{P}(H)=H$,
$\bar{P}=P / H$ is isomorphic to a subgroup of Aut $H$. Since $|\bar{P}|>p$, Lemma 4.1 implies that $n>2$. Let $\bar{M}$ be the subgroup of $\bar{P}$ whose elements induce the trivial automorphism on $\mho^{1}(H)$ and let $M$ be its inverse image in $P$, so that $M=C_{P}\left(J^{1}(H)\right)$. By Corollary 4.2, $|\bar{M}|=p$ and if $H=\langle x\rangle$, then we can choose $y$ in $M-H$ so that $x^{y}=x^{1+p^{n-1}}$. Since $H$ is a maximal subgroup of $M$, Theorem 4.4 now yields that $M$ is isomorphic to $M_{n+1}(p)$. Thus to complete the proof, we need only show that $\Omega_{1}(M)$ char $P$.

If $\bar{P}$ is cyclic, then $\bar{M}=\Omega_{1}(\bar{P})$. Since $\Omega_{1}(P)$ maps into $\Omega_{1}(\bar{P})$, it follows that $\Omega_{1}(P) \subseteq \Omega_{1}(M)$, whence $\Omega_{1}(M)=\Omega_{1}(P)$ char $P$. On the other hand, if $\bar{P}$ is noncyclic, Lemma 4.1 forces $p=2$ and $P$ must contain an element $u$ such that $x^{\prime \prime}=x^{-1}$. But then $\mho^{1}(H)=\left\langle x^{2}\right\rangle \subseteq P^{\prime}$. But $P^{\prime} \subseteq H$ as $\bar{P}$ is abelian by Lemma 4.1, whence $P^{\prime}$ is cyclic. Hence $\mho^{1}(H)$ char $P^{\prime}$ char $P$ and consequently also $M=C_{P}\left(\mho^{1}(H)\right)$ char $P$. But then $\Omega_{1}(M)$ char $P$ in this case as well.

We can now easily establish the following result of Philip Hall:

## Theorem 4.9 (P. Hall)

Let $P$ be a p-group which contains no noncyclic characteristic abelian subgroups. Then $P$ is the central product of subgroups $E$ and $R$, where either $E=1$ or $E$ is extra-special and either $R$ is cyclic or $p=2$ and $R$ is isomorphic to $D_{m}, Q_{m}$, or $S_{m}, m \geqslant 4$.

## Proof

Let $C$ be a critical subgroup of $P$ and set $Z=Z(C)$. By Lemma 4.7, $Z$ is cyclic and $P$ is the central product of two subgroups $E$ and $R$, where either $E=1$ or $E$ is extra-special, $Z<R$ and $C_{R}(Z)=Z$. If $R$ is cyclic or is isomorphic to $D_{m}, Q_{m}$, or $S_{m}, m \geqslant 4$, the theorem follows; so we may assume that $R$ is of none of these forms. Furthermore, if $R$ is isomorphic to $M_{3}(p), D$, or $Q$, then $R / \Omega_{1}(Z)$ is elementary abelian and consequently $P / \Omega_{1}(Z)=E R / \Omega_{1}(Z)$ is also elementary abelian. Thus $\Omega_{1}(Z)=P^{\prime}=\Phi(P)$ and $P$ is extra-special. Again the theorem follows. So we may also assume that $R$ is not of one of these forms.

But now Lemma 4.8 implies that $|Z|=p^{n}, n>2$, that $M=C_{R}\left(\mho^{1}(Z)\right)$ is isomorphic to $M_{n+1}(p)$, and that $\Omega_{1}(M)$ char $R$. Since $P=E R$, it follows that $C_{P}\left(\mho^{1}(Z)\right)=E M$. But $\mho^{1}(Z)$ char $Z$ char $C$ char $P$, whence $E M$ char $P$. Since any characteristic subgroup of $E M$ is thus characteristic in $P$, it will suffice to show that $d_{c}(E M)>1$, for then $d_{c}(P)>1$, contrary to hypothesis.

Set $F=\Omega_{1}(E M)$. We shall argue that $Z(F)$ is noncyclic, which will prove that $d_{c}(E M)>1$. Since $M$ centralizes $E$ and $E \cap M=E^{\prime}$ is of
order 1 or $p$, an element of $F$ of order $p$ is the product of elements of $E$ and $M$, each of order at most $p^{2}$. This implies that $F \subseteq E \Omega_{2}(M)$. But $\Omega_{2}(M)$ is abelian of type ( $p^{2}, p$ ) by Theorem 4.3(i) as $|M|=p^{n+1} \geqslant p^{4}$. Hence $F \cap M \subseteq Z(F)$. But $\Omega_{1}(M) \subseteq F \cap M$ and $\Omega_{1}(M)$ is abelian of type ( $p, p$ ), giving the desired conclusion $Z(F)$ noncyclic.

As a corollary of the theorem, we have

## Theorem 4.10

(i) If $P$ is a p-group with no noncyclic abelian normal subgroups, then either $P$ is cyclic or $p=2$ and $P$ is isomorphic to $D_{m}, m \geqslant 4, Q_{m}$, $m \geqslant 3$, or $S_{m}, m \geqslant 4$.
(ii) If $P$ is a p-group with no noncyclic abelian subgroups, then either $P$ is cyclic or $p=2$ and $P$ is isomorphic to $Q_{m}, m \geqslant 3$.

## Proof

Suppose $d_{n}(P)=1$. Then certainly $d_{c}(P)=1$; so by the preceding theorem, $P=E R$, where $E, R$ satisfy the conditions of the theorem. In particular, (i) follows if $E=1$; so we may assume $E \neq 1$.

Now any abelian subgroup of $E$ of type ( $p, p$ ) containing $E^{\prime}$ is normal in $E$ and hence is normal in $P$. Since $d_{n}(P)=1, E^{\prime}=Z(E)$ is forced to be the unique subgroup of order $p$ in $E$, whence $d(E)=1$. Now let $x \in E-E^{\prime}$ and set $H=\langle x\rangle, K=C_{E}(H)$. Since $x^{p} \in E^{\prime}$ and $|x|>p$, we must have $\left\langle x^{p}\right\rangle=E^{\prime}$ and $|x|=p^{2}$. We claim $K=H$. If not, then we can choose $y$ in $K-H$, so certainly $y \in E-E^{\prime}$. But then also $\left\langle y^{p}\right\rangle=E^{\prime}$ and $|y|=p^{2}$. Replacing $y$ by an appropriate power, we can assume without loss that $y^{p}=x^{p}$. Since $y$ and $x$ commute and $y \notin H$, it follows that $u=y x^{-1}$ is of order $p$ and $u \notin E^{\prime}$, a contradiction. Thus $H=K=C_{E}(H)$ and now Theorem 4.8 yields that $E$ is isomorphic to $M_{3}(p), D$, or $Q$. But $M_{3}(p)$ and $D$ each contain noncyclic abelian subgroups by Theorem 4.3, so $E$ must be isomorphic to $Q$. In particular, $p=2$.

If $|R| \leqslant 2$, then $R \subseteq E$ and $P=E$ is quaternion. Hence we may assume $|R|>2$, in which case $R$ contains a cyclic normal subgroup $L$ of order 4 by the structure of $R$. But then $L \triangleleft P$. If $H$ is any subgroup of order 4 of $E, H$ is also cyclic and $H \triangleleft P$. Since $E$ and $R$ commute elementwise, $H L$ is thus an abelian normal subgroup of $P$ of exponent 4. Since $|E \cap R|=2$, $|H L|=8$ and consequently $H L$ is noncyclic, contrary to $d_{n}(P)=1$. Thus (i) holds.

Finally, Theorem 4.3 shows that among the groups satisfying (i), only the cyclic groups and $Q_{m}$ possess no noncyclic abelian subgroups; so (ii) follows at once from (i).

Theorem 4.10 in turn has the following important consequence:

## Theorem 4.11

Let $A$ be a regular group of automorphisms of a p-group $P$. Then the $S_{q}$-subgroups of $A$ are cyclic for oddq and are cyclic or generalized quaternion for $q=2$.

## Proof

This follows at once from Theorem 4.10 (ii) together with Theorem 3.14(ii).

To complete the classification of $p$-groups $P$ for which $d_{c}(P)=1$, it still remains to determine the structure of all extra-special $p$-groups. We prefer to carry this out in the next section along with the determination of other properties of extra-special groups.

We shall instead conclude the present section with a discussion of $p$-groups $P$ in which $d_{n}(P) \leqslant 2, p$ odd. Our principal result will be that in such a group, necessarily also $d(P) \leqslant 2$. Using this fact, Blackburn has completely classified all such groups (for $p=2$, the classification is still open), but we shall not present his full results here. However, with the aid of the above property, we shall also derive a result on the automorphisms of such groups which we shall later need.

Our results depend upon a preliminary lemma, but first we establish two elementary facts.

## Lemma 4.12

If $x, y$ are elements of a p-group with $\langle x, y\rangle$ noncyclic, then $\left\langle y, y^{x}\right\rangle \subset\langle x, y\rangle$.

## Proof

Set $Q=\left\langle y, y^{x}\right\rangle$ and $P=\langle x, y\rangle$. Clearly $Q \subseteq P$. Suppose $Q=P$. Since $[y, x] \in P^{\prime}$, we have $[y, x] \in Q^{\prime}$. But $[y, x]=y^{-1} y^{-x}$ and consequently the coset $Q^{\prime} y$ generates $Q / Q^{\prime}$. Hence $Q / \Phi(Q)$ is cyclic and therefore $Q=P$ is cyclic by Corollary 1.2, contrary to hypothesis. Thus $Q \subset P$, as asserted.

## Lemma 4.13

Let $G$ be an arbitrary group and let $A$ be a subgroup of Aut $G$ which stabilizes a normal series of $G$ of the form $G \supseteq H \supseteq 1$ with $H$ abelian. Then $A$ is abelian.

## Proof

Let $\phi, \psi \in A$ and let $x \in G$. Then $x \phi=y x$ and $x \psi=z x$ with $y, z$ in $H$. Furthermore, $\phi$ and $\psi$ act trivially on $H$. But then a direct calculation gives

$$
\begin{equation*}
(x)[\phi, \psi]=(x) \phi^{-1} \psi^{-1} \phi \psi=y^{-1} z^{-1} y z x=[y, z] x . \tag{4.11}
\end{equation*}
$$

Since $H$ is abelian, it follows that $(x)[\phi, \psi]=x$ and, as $x$ is arbitrary, we conclude that $[\phi, \psi]$ acts trivially on $G$. Thus $[\phi, \psi]=1$ for all $\phi, \psi$ in $A$ and so $A$ is abelian.

## Lemma 4.14

Let $P$ be a p-group, $p$ odd, and let $A$ be a maximal abelian normal subgroup of $P$ with $m(A)=d_{n}(P)$. Then $\Omega_{1}\left(C_{P}\left(\Omega_{1}(A)\right)\right)=\Omega_{1}(A)$.

## Proof

By definition of $d_{n}(P)$, there exists a normal abelian subgroup $A$ of $P$ with $m(A)=d_{n}(P)$ and so we can always choose $A$ to satisfy the conditions of the lemma. We must show that whenever an element $x$ of $P$ of order $p$ centralizes $\Omega_{1}(A)$, then $x \in \Omega_{1}(A)$.

Let $x \in C_{P}\left(\Omega_{1}(A)\right)$ with $x^{p}=1$ and set $B_{1}=\left\langle\Omega_{1}(A), x\right\rangle$. Let $B_{1} \subset B_{2} \subset \cdots \subset B_{n}=\langle A, x\rangle$ be an ascending chain of subgroups, each of index $p$ in its successor, so that $B_{i} \triangleleft B_{i+1}, 1 \leqslant i \leqslant n-1$. We shall argue that $B_{1} \triangleleft B_{n}=\langle A, x\rangle$. Indeed, suppose $B_{1} \triangleleft B_{m}$ for some $m \leqslant n-1$ Clearly $B_{m}=B_{1}\left(A \cap B_{m}\right)$. Since $A \triangleleft P, A \cap B_{m} \triangleleft B_{m}$ and consequently $\left[B_{1}, A \cap B_{m}\right] \subseteq B_{1} \cap\left(A \cap B_{m}\right)$. Since $B_{1}$ and $A \cap B_{m}$ are each abelian, [ $B_{1}, A \cap B_{m}$ ] thus centralizes each of them and so lies in $Z\left(B_{m}\right)$. But also $B_{1}\left(A \cap B_{m}\right) /\left[B_{1}, A \cap B_{m}\right]$ is abelian and therefore $B_{m}$ has class at most 2 . Now let $z$ be an element of order $p$ in $B_{m}$. Since $B_{m}=\left(A \cap B_{m}\right)\langle x\rangle$, we have $z=y x^{k}$ for some integer $k$ and some $y$ in $A$. Since $z$ and $x^{k}$ have order 1 or $p$, it follows from Lemma 3.9(i) that $y=z x^{-k}$ has order 1 or $p$ inasmuch as $\mathrm{cl}\left(B_{m}\right) \leqslant 2$. Thus $y \in \Omega_{i}(A)$ and so $z \in B_{1}$. We conclude therefore that $B_{1}=\Omega_{1}\left(B_{m}\right)$. But then $B_{1}$ char $B_{m} \triangleleft B_{m+1}$ and so $B_{1} \triangleleft B_{m+1}$. Thus $B_{1} \triangleleft B_{n}=\langle A, x\rangle$, as asserted.

Since $\Omega_{1}(A)$ and $B_{1}=\left\langle\Omega_{1}(A), x\right\rangle$ are each normal in $\langle A, x\rangle$ and $x$ is of order $p$, it follows that $B_{1} / \Omega_{1}(A) \subseteq Z\left(B_{n} / \Omega_{1}(A)\right)$. Thus $x$ centralizes $A / \Omega_{1}(A)$ as well as $\Omega_{1}(A)$ and so stabilizes the normal series $A \supseteq \Omega_{1}(A) \supset 1$ of $A$. This assertion holds for every $x$ of order $p$ which centralizes $\Omega_{1}(A)$.

We use this result to show that $D=\Omega_{1}\left(C_{P}\left(\Omega_{1}(A)\right)\right)$ has exponent $p$; equivalently, that the set of elements of order 1 or $p$ in $D$ form a subgroup. If false, then there must exist $x, y$ of order $p$ in $D$ such that $(x y)^{p} \neq 1$. Among all such choices of $x, y$, choose $x, y$ so that $\langle x, y\rangle$ has minimal order. Lemma $3.9(\mathrm{i})$ implies that $\langle x, y\rangle$ has class at least 3 . Hence by Lemma 4.12, $\left\langle y, y^{x}\right\rangle \subset\langle x, y\rangle$. Since $y$ and $y^{x}$ are each of order $p$, it follows therefore from our minimal choice of $\langle x, y\rangle$ that $y^{-1} y^{x}=[y, x]$ has order 1 or $p$. On the other hand, $y$ and $x$ each stabilize the normal series $A \supseteq \Omega_{1}(A) \supset 1$ of $A$ and so $[y, x]$ centralizes $A$ by Lemma 4.13. However,
$C_{P}(A)=A$ by Lemma 3.12 as $A$ is a maximal abelian normal subgroup of $P$. Since $[y, x]^{p}=1$, we conclude that $[y, x] \in \Omega_{1}(A)$. But then $[y, x]$ centralizes $x$ and $y$ which lie in the centralizer of $\Omega_{1}(A)$. This implies that [ $y, x$ ] is in the center of $\langle x, y\rangle$ and hence that $\langle x, y\rangle$ has class at most 2, which is not the case. This contradiction shows that $D$ has exponent $p$, as asserted.

Finally, $\Omega_{1}(A) \subseteq D$ as $A$ is abelian. If $\Omega_{1}(A) \subset D$, choose $E \triangleleft P$ with $\Omega_{1}(A) \subset E \subseteq D$ and $\left|E: \Omega_{1}(A)\right|=p$. By Lemma 1.3.4, $E$ is abelian. Since $D$ is of exponent $p, E$ must be elementary abelian and consequently $m(E)=m(A)+1>d_{n}(P)$. Since $E \triangleleft P$, this is impossible and so $\Omega_{1}(A)=D$, completing the proof.

We remark that Lemma 4.14 is false in general for $p=2$, the dihedral group of order 16 being a counterexample.

We can now prove

## Theorem 4.15

Let $P$ be a p-group in which $d_{n}(P) \leqslant 2$, p odd. Then the following conditions hold:
(i) $d(P) \leqslant 2$.
(ii) If $\psi$ is an automorphism of $P$ of prime order $q \neq p$, then $q$ divides $p^{2}-1$. In particular, $q<p$.

## Proof

Choose $A$ in accordance with the preceding lemma, so that $m(A) \leqslant 2$, whence $\Omega_{1}(A)$ is elementary abelian of order $p$ or $p^{2}$. Suppose that $P$ contains an elementary abelian subgroup $E$ of type ( $p, p, p$ ) and set $E_{1}=$ $C_{E}\left(\Omega_{1}(A)\right)$. Then $E_{1} \subseteq \Omega_{1}(A)$ by the preceding lemma. On the other hand, as $E / E_{1}$ induces a group of linear transformations of $\Omega_{1}(A)$ as a vector space over $Z_{p},\left|E / E_{1}\right| \leqslant p$ by Theorem 2.8.1 and consequently $m\left(E_{1}\right) \geqslant 2$. Since $m\left(\Omega_{1}(A)\right) \leqslant 2$, it follows that $E_{1}=\Omega_{1}(A)$ and that $m\left(E_{1}\right)=2$. But $E$ centralizes $E_{1}=\Omega_{1}(A)$, whence $E=E_{1}$. However, this is impossible since $m(E)=3$. Thus (i) holds.

To prove (ii), let $D$ be a $\psi$-invariant subgroup of $P$ of minimal order on which $\psi$ acts nontrivially. Then $D$ is a special $p$-group of exponent $p$ by Theorems 3.7 and 3.10 . Furthermore, $d(D) \leqslant 2$ by (i). If $D$ is abelian, then $\psi$ induces a linear transformation of $D$ as a vector space over $Z_{p}$ of order $q$ and Theorem 2.8.1 implies that $q$ divides $p^{2}-1=(p-1)(p+1)$. Since $p$ is odd, certainly $q<p$.

If $D$ is nonabelian, then $m(Z(D))=1$ since otherwise $m(Z(D))=2$ and any subgroup $N$ of $D$ of order $p^{3}$ containing $Z(D)$ would be elementary
abelian by Lemma 1.3.4 and the fact that $D$ is of exponent $p$. Thus $D$ is extra-special. Let $E$ be a normal subgroup of $D$ of order $p^{2}$ and set $C=C_{D}(E)$. Since $E \subseteq Z(C)$, we reach the same contradiction if $C \supset E$. Hence $C=E$ and now Theorem 2.8 .1 yields that $|D / E|=p$. Thus $|D|=p^{3}$ and so $\bar{D}=D / \Phi(D)$ is elementary abelian of order $p^{2}$. But $\psi$ induces an automorphism of $\bar{D}$ of order $q$ by Theorem 1.4 and the desired conclusions follow as in the preceding paragraph. Thus (ii) also holds.

## 5. EXTRA-SPECIAL p-GROUPS

We shall now analyze the structure of extra-special p-groups and shall also derive some properties of their representations.

We begin with the definition of an additional group of order $p^{3}$ in the case that $p$ is odd. We set

$$
\left.M(p)=\langle x, y, z| x^{p}=y^{p}=z^{p}=1,[x, z]=[y, z]=1, \text { and }[x, y]=z\right\rangle .
$$

Then $M(p)$ is the semidirect product of the elementary abelian group $H=\langle x, z\rangle$ of type ( $p, p$ ) by the group $\langle y\rangle$ of order $p$, where $y$ is determined by the automorphism $\phi$ of $H$ of order $p$ given by $x \phi=x z$ and $z \phi=z$. Thus $M(p)$ has order $p^{3}$ and class 2 . Moreover, by definition, $\Omega_{1}(M(p))=$ $M(p)$ and, as $p$ is odd, it follows also that $M(p)$ is of exponent $p$. In particular, $M(p)$ is not isomorphic to $M_{3}(p)$, which is also of order $p^{3}$.

We first prove

## Theorem 5.1

A nonabelian p-group $P$ of order $p^{3}$ is extra-special and is isomorphic to one of the groups $M_{3}(p), M(p), D$, or $Q$.

## Proof

If $P$ contains a cyclic subgroup of order $p^{2}$, then $P$ is isomorphic to $M_{3}(p)$, $D$, or $Q$ by the results of the preceding section, so we may assume $P$ possesses no such subgroup. But then $P$ must be of exponent $p$. Since $P$ is nonabelian, this forces $p$ to be odd. Let $H$ be a maximal subgroup of $P$, so that $|H|=p^{2}$ and hence $H$ is elementary abelian of type ( $p, p$ ). We have $|Z(P)|=p$, since otherwise $P$ would be abelian by Lemma 1.3.4. Since $H \triangleleft P, H \cap Z(P) \neq 1$ and hence $Z(P) \subset H$. By the same lemma, $P / Z(P)$ is elementary abelian of order $p^{2}$. In particular, this implies that $Z(P)=$ $P^{\prime}=\Phi(P)$ and $P$ is extra-special. Moreover, if we choose $y$ in $P-H$ and $x$ in $H-Z(P)$, it follows that $[x, y]=z \in Z(P)$. Since $P=\langle Z(P), x, y\rangle$ and $P$ is nonabelian, $z \neq 1$, whence $P=\langle x, y, z\rangle$ is isomorphic to $M(p)$.

For simplicity of notation, we set $M=M(p)$ and $N=M_{3}(p)$. Furthermore, for any extra-special $p$-group $E$, we shall denote by $E^{k}$ the central product of $k$ copies of $E$. Then $Z(E)=Z\left(E^{k}\right)$ and $E^{k} / Z(E)$ is elementary abelian, so that $E^{k}$ is also an extra-special group. For completeness, set $E^{0}=1$. Finally if $E$ and $F$ are extra-special groups, it will be understood in the balance of the section that $E F$ is to denote their central product.

With these conventions, we can now establish our main result:

## Theorem 5.2

An extra-special p-group $P$ is the central product of $r \geqslant 1$ nonabelian subgroups of order $p^{3}$. Moreover, we have
(i) If $p$ is odd, $P$ is isomorphic to $N^{k} M^{r-k}$, while if $p=2, P$ is isomorphic to $D^{k} Q^{r-k}$ for some $k$. In either case, $|P|=p^{2 r+1}$.
(ii) If $p$ is odd and $k \geqslant 1, N^{k} M^{r-k}$ is isomorphic to $N M^{r-1}$, the groups $M^{r}$ and $N M^{r-1}$ are not isomorphic, $M^{r}$ is of exponent $p$, and $d_{c}\left(N M^{r-1}\right)>1$.
(iii) If $p=2$, then $D^{k} Q^{r-k}$ is isomorphic to $D Q^{r-1}$ if $k$ is odd and to $Q^{r}$ if $k$ is even, and the groups $Q^{r}$ and $D Q^{r-1}$ are not isomorphic.

## Proof

For $x$ in $P-Z(P)$, there exists $y$ in $P$ such that $[x, y]=z \neq 1$. Then $\langle z\rangle=Z(P)$ as $P^{\prime}=Z(P)$ is of order $p$. Furthermore, $x^{p}$ and $y^{p}$ lie in $Z(P)$ as $P / Z(P)$ is elementary abelian, and so $P_{1}=\langle x, y, z\rangle$ is a nonabelian group of order $p^{3}$. By Theorem $5.1 P_{1}$ is extra-special. Since $[P, P] \subseteq$ $Z(P)=Z\left(P_{1}\right)$, certainly $\left[P, P_{1}\right] \subseteq Z\left(P_{1}\right)$. But now Lemma 4.6 implies that $P=P_{1} R$, where $R=C_{P}\left(P_{1}\right)$. Since $R$ centralizes $P_{1}, Z(R) \subseteq Z(P)$ and so $Z(R)=Z(P)$. Hence either $R=Z(R) \subseteq P_{1}$, in which case $P=P_{1}$, or else $R$ is nonabelian. In the latter case $R^{\prime}=P^{\prime}=Z(P)$ and $R / Z(P) \subseteq P / Z(P)$ is elementary abelian, so that $R$ is extra-special. But now it follows by induction that $R$ is the central product of nonabelian subgroups $P_{i}$, $2 \leqslant i \leqslant r$, of order $p^{3}$ and that $|R|=p^{2 r-1}$. Thus $P$ is the central product of $P_{i}, 1 \leqslant i \leqslant r$, and as $P_{1} \cap R=Z(R),|P|=p^{2 r+1}$. Furthermore, Theorem 5.1 yields that $P_{i}$ is isomorphic to $M$ or $N$ if $p$ is odd and to $D$ or $Q$ if $p=2$. Since the factors $P_{i}$ commute elementwise, they can be written in any order and we conclude that all parts of (i) hold.

Assume now that $p$ is odd. Since $M$ has exponent $p$ and since the distinct components of $M^{r}$ commute elementwise, it follows that $M^{r}$ is of exponent $p$. For the same reason $\Omega_{1}\left(N M^{r-1}\right)=\Omega_{1}(N) M^{r-1}$. But $\Omega_{1}(N)$ is abelian of type ( $p, p$ ) and so $\Omega_{1}(N)$ char $\Omega_{1}\left(N M^{r-1}\right)$ char $N M^{r-1}$. Thus $d_{c}\left(N M^{r-1}\right) \geqslant 2$. Since $N M^{r^{-1}}$ has exponent $p^{2}$, it is not isomorphic to $M^{r}$. Thus to complete the proof of (ii), we need only show that $N^{k} M^{r-k}$ and $N M^{r-1}$
are isomorphic for all $k \geqslant 1$. This will follow immediately if we prove that $N^{2}$ and $N M$ are isomorphic.

Now $P=N^{2}$ has generators $\left\langle x_{1}, y_{1}, x_{2}, y_{2}\right\rangle$ with $\left\langle x_{1}, y_{1}\right\rangle$ centralizing $\left\langle x_{2}, y_{2}\right\rangle$ and $\left|x_{i}\right|=p^{2},\left|y_{i}\right|=p, x_{i}^{b_{i}}=x_{i}^{1+p}, 1 \leqslant i \leqslant 2$. Furthermore, $\left\langle x_{1}^{p}\right\rangle=\left\langle x_{2}^{p}\right\rangle=Z(P)$. Replacing $x_{2}$ by an appropriate power, we can suppose that $x_{1}^{p}=x_{2}^{p}$. Setting $u_{2}=x_{2} x_{1}^{-1}$, we then have $u_{2}^{p}=\left(x_{2} x_{1}^{-1}\right)^{p}=$ $x_{2}^{p}\left(x_{1}^{p}\right)^{-1}=1$. Furthermore, $y_{2}$ does not centralize $u_{2}$ and consequently $\left\langle y_{2}, u_{2}\right\rangle=P_{1}$ must be isomorphic to $M$. But now as in the proof of (i), we have $P=P_{1} P_{2}$, where $P_{2}$ is also extra-special of order $p^{3}$. If $P_{2}$ were isomorphic to $M$, then $P$ would be isomorphic to $M^{2}$ and so would be of exponent $p$, which is not the case. Thus $P_{2}$ is isomorphic to $N$ and $P=N^{2}$ is isomorphic to $M N$, completing the proof of (ii).

Finally, assume that $p=2$. We first argue that $D^{2}$ and $Q^{2}$ are isomorphic. If $P=Q^{2}$, then $P=\left\langle x_{1}, y_{1}, x_{2}, y_{2}\right\rangle$ with $\left\langle x_{1}, y_{1}\right\rangle$ centralizing $\left\langle x_{2}, y_{2}\right\rangle$, $x_{i}^{y_{i}}=x_{i}^{-1}, x_{i}^{2}=y_{i}^{2}=z$, and $z^{2}=1,1 \leqslant i \leqslant 2$. Set $P_{1}=\left\langle x_{1}, y_{1} x_{2}\right\rangle$ and $P_{2}=\left\langle x_{2}, y_{2} x_{1}\right\rangle$. Then $y_{1} x_{2}$ and $y_{2} x_{1}$ are each of order 2 and conjugate $x_{1}, x_{2}$, respectively, into their inverses. Thus $P_{1}, P_{2}$ are both isomorphic to $D$. But $x_{1}$ centralizes $x_{2}, y_{2}$, and $x_{1}$ and so centralizes $P_{2}$. Similarly, $y_{1} x_{2}$ centralizes $x_{2}$. Finally,

$$
\left(y_{2} x_{1}\right)^{y_{1} x_{2}}=y_{2}^{y_{1} x_{2}} x_{1}^{y_{1}^{1} x_{2}}=y_{2}^{x_{2}} x_{1}^{y_{1}}=y_{2}^{-1} x_{1}^{-1}=\left(z y_{2}\right)\left(z x_{1}\right)=y_{2} x_{1} .
$$

Thus $y_{2} x_{1}$ and $y_{1} x_{2}$ also commute, whence $P_{1}$ centralizes $P_{2}$. We conclude that $Q^{2}$ and $D^{2}$ are isomorphic. This in turn implies that $D^{k} Q^{r-k}$ is ismorphic to $D Q^{r-1}$ or $Q^{r}$ according as $k$ is odd or even.

To complete the proof of (iii), it remains to show that $D Q^{r-1}$ and $Q^{r}$ are not isomorphic, which we shall accomplish by proving that they have distinct numbers of cyclic subgroups of order 4 . Consider $Q^{r}$, which we write as $Q=Q_{1} Q_{2} \cdots Q_{r}$. Set $\langle z\rangle=Z\left(Q^{r}\right)$. Let $\langle x\rangle$ be a cyclic subgroup of order 4 and write $x=x_{1} x_{2} \cdots x_{r}$ with $x_{i} \in Q_{i}, 1 \leqslant i \leqslant r$. Then we have

$$
\begin{equation*}
x=z^{a} x_{i_{1}} x_{i_{2}} \cdots x_{i_{1}} \quad x_{i_{j}} \in Q_{j}-\langle z\rangle, 1 \leqslant j \leqslant k, \tag{5.1}
\end{equation*}
$$

and $a=0$ or 1. If $a=1$, then $z x_{i_{1}}=x_{i_{1}}^{-1}$ and $x_{i_{1}}^{-1} \in Q_{i_{1}}-\langle z\rangle$. Conversely if $x_{i j} \in Q_{i j}-\langle z\rangle, 1 \leqslant j \leqslant h$, with $i_{j} \neq i_{k}$ if $j \neq k$, then $x_{i j}$ and $x_{i k}$ commute for all $j, k$. Hence if we set $x=x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}$, we obtain $x^{2}=z^{h}$ and consequently $x$ has order 4 if and only if $h$ is odd. Furthermore, if $h$ is odd, $x^{-1}=x_{i_{1}}^{-1} x_{i_{2}}^{-1} \cdots x_{i_{h}}^{-1}=x_{i_{1}}^{-1} x_{i_{2}} \cdots x_{i_{h}}$. Similarly, if $x_{i_{k}}$ is replaced by $x_{i_{k}}^{-1}$, then $x$ is replaced by $x^{-1}, 1 \leqslant k \leqslant h$. Finally we note that $x$ and $x^{-1}$ generate the same cyclic subgroup of order 4 .

Since there are exactly six elements in $Q_{i}-\langle z\rangle$, the preceding analysis shows that for a given choice of the indices $i_{1}, i_{2}, \ldots, i_{h}, h$ odd, the number of distinct cyclic subgroups of order 4 obtained is precisely $3^{h}$. But clearly distinct sets of indices determine disjoint sets of cyclic subgroups of order 4 . We conclude that the total number $m$ of cyclic subgroups of order 4 in $Q^{r}$ is given by

$$
\begin{equation*}
m=\sum_{h} 3^{h}\binom{r}{h}, \tag{5.2}
\end{equation*}
$$

where $h$ runs over all odd integers from 1 to $r$. But now using the binomial formula, we can rewrite (5.2) as

$$
\begin{equation*}
m=1 / 2\left\{(1+3)^{r}-(1-3)^{r}\right\}=1 / 2\left\{2^{2 r}-(-2)^{r}\right\} \tag{5.3}
\end{equation*}
$$

An entirely similar calculation, which we leave as an exercise, yields that the number $n$ of cyclic subgroups of order 4 in $D Q^{r-1}$ is given by

$$
\begin{equation*}
n=1 / 2\left\{2^{2 r}+(-2)^{r}\right\} \tag{5.4}
\end{equation*}
$$

Together (5.3) and (5.4) yield the desired conclusion $m \neq n$, completing the proof of the theorem.

As a corollary we have the following sharpening of Philip Hall's theorem for odd $p$ :

## Theorem 5.3

For odd $p$, a p-group $P$ in which $d_{c}(P)=1$ is isomorphic to the central product of a cyclic group and $M^{r}$ for some $r$.

We shall next analyze the representations of extra-special p-groups. For a group of order $p^{3}$, we have

## Theorem 5.4

Let $P$ be an extra-special p-group of order $p^{3}$ and let $F$ be a field of characteristic 0 or prime to $p$, which contains a primitive $p^{2}$-root of unity. Then
(i) $F$ is a splitting field of $P$.
(ii) $P$ has exactly $p^{2}+p-1$ inequivalent irreducible representations over $F, p^{2}$ of degree 1 and $p-1$ of degree $p$. Those of degree $p$ are faithful and represent a generator of $Z(P)$ by distinct scalar matrices.

## Proof

If $x \in P-Z(P)$, then $\left|C_{P}(x)\right|=p^{2}$, so $x$ has exactly $p$ conjugates. Thus $P-Z(P)$ consists of $\left(p^{3}-p\right) / p=p^{2}-1$ conjugate classes. Since each element of $Z(P)$ is conjugate only to itself, there are precisely $p^{2}+p-1$
conjugate classes in $G$. Hence by Theorem 3.6 .14 this is the number of irreducible representations of $G$ over an algebraic closure $L$ of $F$. Since $|P / Z(P)|=p^{2}, p^{2}$ of these are of degree 1 by Theorem 3.2.4, and so there are $p-1$ nonlinear representations. Since $P / N$ is abelian for any nontrivial normal subgroup of $P$, the nonlinear representations must all be faithful.

Suppose $p=2$, in which case $P$ is isomorphic to $D$ or $Q$ by Theorem 5.1. But if $i$ is a primitive fourth root of unity in $F$, the matrices $\left(\begin{array}{cc}i & 0 \\ 0 & -i\end{array}\right)$ and $\left(\begin{array}{ll}0 & 1 \\ \varepsilon & 0\end{array}\right)$ generate a group isomorphic to $D$ if $\varepsilon=1$ and to $Q$ if $\varepsilon=-1$, which is clearly irreducible. Thus the one nonlinear irreducible representation of $P$ can be written in $F$. Since clearly the linear representations of $P$ can also be written in $F, F$ is a splitting field of $P$ by Theorem 3.5.9.

Suppose then that $p$ is odd, in which case $P$ is isomorphic to $M_{3}(p)$ or $M(p)$ by Theorem 5.1. In the first case, let $P=\langle x, y| x^{p^{2}}=y^{p}=1$ and $\left.x^{y}=x^{1+p}\right\rangle$. Let $\omega$ be a primitive $p^{2}$-root of unity in $F$, and consider the mappings $\phi_{i}, \mathrm{l} \leqslant i \leqslant p-1$, of $P$ into $G L(p, F)$ determined by

$$
\begin{align*}
& x \phi_{i}=\operatorname{diag}\left(\omega^{i(1+(p-1) p)}, \ldots, \omega^{i(1+p)}, \omega^{i}\right)  \tag{5.5}\\
& y \phi_{i}=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
& & & \vdots & \\
1 & 0 & 0 & \cdots & 0
\end{array}\right) .
\end{align*}
$$

One verifies easily that each $\phi_{i}$ is an isomorphism of $P$ onto an irreducible group of matrices, so that each $\phi_{i}$ is an irreducible matrix representation of $P$ over $L$. Since $\left(x^{P}\right) \phi_{i}$ is the scalar matrix $\omega^{i p} I$ and since $\left\langle x^{P}\right\rangle=Z(P)$, $\phi_{i}$ and $\phi_{j}$ are inequivalent for $i \neq j$. Thus the $p-1$ nonlinear irreducible representations of $P$ are all of degree $p$ and can be written in $F$. Since the linear representations of $P$ can also be written in $F, F$ is again a splitting field of $P$.

If $P=\left\langle x, y, z \mid x^{p}=y^{p}=z^{p}=1,[x, z]=[y, z]=1,[x, y]=z\right\rangle$ is isomorphic to $M(p)$ and if $\eta=\omega^{p}$, the same argument applies provided we define $\phi_{i}, \mathrm{l} \leqslant i \leqslant p-1$, on the generators $x, y$ of $P$ by

$$
x \phi_{i}=\operatorname{diag}\left(\eta^{i(p-1)}, \ldots, \eta^{i}, 1\right) \quad y \phi_{i}=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0  \tag{5.6}\\
0 & 0 & 1 & \cdots & 0 \\
& & \vdots & \\
1 & 0 & 0 & \cdots & 0
\end{array}\right) .
$$

By Theorem 5.2, every extra-special $p$-group $P$ is the central product of extra-special groups of order $p^{3}$. Hence by Theorems 2.7.1 and 2.7.2 the irreducible representations of $P$ are all obtained as tensor products of irreducible representations of the individual factors of $P$ and so can be determined from the preceding theorem. We shall not attempt to give a complete statement, but shall content ourselves with the following result, which we shall need later.

## Theorem 5.5

Let $P$ be an extra-special p-group of order $p^{2 r+1}$ and let $F$ be a field of characteristic 0 or prime to $p$ which contains a primitive $p^{2}$-root of unity. Then the faithful irreducible representations of $P$ over $F$ are all of degree $p^{r}$.

## Proof

Since the dimension over $F$ of the tensor product of vector spaces is the product of their individual dimensions, the conclusion follows at once from the preceding theorem together with the fact that $P$, being of order $p^{2 r+1}$, is the central product of $r$ extra-special groups of order $p^{3}$.

## 6. THE ASSOCIATED LIE RING

Many problems concerning $p$-groups, particularly questions about their automorphisms, can be transformed into questions concerning the corresponding associated Lie ring that are often easier to treat. We shall now describe this ring and shall then give a few applications of the technique.

First of all, a Lie ring is a set $R$ together with two binary operations, addition and Lie multiplication, denoted, respectively, by $x+y$ and $[x, y]$ for $x, y$ in $R$ which satisfy the following conditions:
$R$ is an abelian group under addition,
(6.2) $[x+y, z]=[x, z]+[y, z] \quad$ and $[x, y+z]=[x, y]+[x, z]$,

$$
\begin{gather*}
{[x, x]=0}  \tag{6.3}\\
{[[x, y], z]+[[y, z], x]+[[z, x], y]=0,} \tag{6.4}
\end{gather*}
$$

for all $x, y, z$ in $R$. Here 0 is the identity for addition and, as usual, $-x$ will denote the additive inverse of $x$. Formula (6.4) is known as the Jacobi identity.

Any associative ring $R$ can be made into a Lie ring by defining the Lie multiplication by the rule

$$
[x, y]=x y-y x,
$$

as is easily verified.
A Lie ring $R$ is called a Lie algebra over a field $F$ if $F$ operates on $R$ in such a way that $R$ is a vector space over $F$ with respect to addition and

$$
\begin{equation*}
a[x, y]=[a x, y]=[x, a y] \tag{6.5}
\end{equation*}
$$

for all $x, y$ in $R$ and $a$ in $F$.
Given any group, there is a natural way of associating a Lie ring with it, which is primarily of value for the study of $p$-groups (and nilpotent groups). For this reason we shall define it only in the case of a $p$-group $P$. Let $P=P_{1} \supset P_{2} \supset \cdots \supset P_{n+1}=1$ be the lower central series of $P$, so that $P_{i}=L_{i}(P)=\left[P_{i-1}, P\right]=[P, P, \ldots, P]$ ( $i$ factors $)$. The construction depends upon the following lemma, where we are using the notation $x \equiv y(\bmod H)$ for $x y^{-1} \in H$ :

## Lemma 6.1

Let $x, x^{\prime} \in P_{i}, y, y^{\prime} \in P_{j}$, and $z \in P_{k}$. Then we have
(i) $[x, y] \in P_{i+j}$.
(ii) If $x \equiv x^{\prime}\left(\bmod P_{i+1}\right)$ and $y \equiv y^{\prime}\left(\bmod P_{j+1}\right)$, then $[x, y] \equiv\left[x^{\prime}, y^{\prime}\right]\left(\bmod P_{i+j+1}\right)$.
(iii) $\left[x x^{\prime}, y\right] \equiv[x, y]\left[x^{\prime}, y\right]\left(\bmod P_{i+j+1}\right)$ and

$$
\left[x, y y^{\prime}\right] \equiv[x, y]\left[x, y^{\prime}\right]\left(\bmod P_{i+j+1}\right) .
$$

(iv) $[x, y, z][y, z, x][z, x, y] \equiv 0\left(\bmod P_{i+j+k+1}\right)$.
(v) For any nonnegative integer $a$,

$$
[x, y]^{a} \equiv\left[x^{a}, y\right] \equiv\left[x, y^{a}\right]\left(\bmod P_{i+j+1}\right) .
$$

## Proof

We shall prove by induction on $j$ that $\left[P_{i}, P_{j}\right] \subseteq P_{i+j}$, and this will establish (i). For $j=1$, this is immediate from the definition, so assume $j>1$. Set $H=\left[P_{1}, P_{i}, P_{j-1}\right]\left[P_{i}, P_{j-1}, P_{1}\right]$. It follows directly from our induction assumption that $H \subseteq P_{i+j}$, so we need only show that $\left[P_{i}, P_{j}\right] \subseteq H$. But $H \triangleleft P$ by Theorem 2.2.1(ix) and so we can apply the three-subgroup lemma in $P / H$ to conclude that $\left[P_{j-1}, P_{1}, P_{i}\right] \subseteq H$. However, $\left[P_{j-1}, P_{1}, P_{i}\right]=\left[\left[P_{j-1}, P_{1}\right], P_{i}\right]=\left[P_{j}, P_{i}\right]=\left[P_{i}, P_{j}\right]$, giving the desired conclusion $\left[P_{i}, P_{j}\right] \subseteq H$.

Now we prove (ii). Let $x^{\prime}=x u, u \in P_{i+1}$. Then $\left[x^{\prime}, y\right]=[x u, y]=$
$[x, y][x, y, u][u, y]$ by Lemma 2.2.4(i). But by (i), both $[x, y, u]$ and $[u, y]$ lie in $P_{i+j+1}$, so $\left[x^{\prime}, y\right] \equiv[x, y]\left(\bmod P_{i+j+1}\right)$. Similarly, $\left[x^{\prime}, y^{\prime}\right] \equiv\left[x^{\prime}, y\right]$ $\left(\bmod P_{i+j+1}\right)$ and (ii) follows.

Again by Lemma 2.2.4(i) and (i), we have $\left[x x^{\prime}, y\right]=[x, y]\left[x, y, x^{\prime}\right]$ $\left[x^{\prime}, y\right] \equiv[x, y]\left[x^{\prime}, y\right]\left(\bmod P_{i+j+1}\right)$. The second relation of (iii) follows similarly. Furthermore, (v) follows at once from (iii) by induction on $a$.

To prove (iv), we use the identity

$$
\begin{equation*}
\left[x, y^{-1}, z\right]^{y}\left[y, z^{-1}, x\right]^{z}\left[z, x^{-1}, y\right]^{x}=1 . \tag{6.6}
\end{equation*}
$$

Set $w=\left[x, y^{-1}, z\right]$. Then $w \in P_{i+j+k}$ by (i). Since $w^{y}=w[w, y]$, another application of (i) yields that $w^{y} \equiv w\left(\bmod P_{i+j+k+1}\right)$. Furthermore, since $P_{i+j} / P_{i+j+1}$ is abelian, the elements $[x, y]^{-1}$ and $\left[x, y^{-1}\right]$ have the same images in this factor group, so $w^{y} \equiv\left[[x, y]^{-1}, z\right]\left(\bmod P_{i+j+k+1}\right)$. Repeating this argument, we conclude finally that $w^{y} \equiv[x, y, z]^{-1}\left(\bmod P_{i+j+k+1}\right)$. By symmetry, the corresponding result holds for the other two terms of (6.6) and consequently

$$
\begin{equation*}
[x, y, z]^{-1}[y, z, x]^{-1}[z, x, y]^{-1} \equiv 1\left(\bmod P_{i+j+k+1}\right) \tag{6.7}
\end{equation*}
$$

Finally, taking inverses in (6.7), we obtain (iv).
Now set $L_{i}=P_{i} / P_{i+1}, 1 \leqslant i \leqslant n$. Then each $L_{i}$ is an abelian group which we consider to be written additively. We let $L$ be the direct sum of the groups $L_{i}, 1 \leqslant i \leqslant n$, so that $L$ is an abelian group. We make $L$ into a Lie ring by introducing a Lie product on $L$. We first define $[\bar{x}, \bar{y}]$ for $\bar{x}$ in $L_{i}$ and $\bar{y}$ in $L_{j}$ as the image of $[x, y]$ in $L_{i+j}$, where $x, y$ are representatives of $\bar{x}, \bar{y}$ in $P_{i}, P_{j}$, respectively. By parts (i) and (ii) of the lemma, $[\bar{x}, \bar{y}]$ is, in fact, a well-defined element of $L_{i+j}$, determined independently of the choice of the coset representatives $x, y$. (It is, of course, to be understood that $L_{k}=0$ if $k>n$.) For $\bar{x}$ in $L_{i}, \bar{y}$ in $L_{j}$, and $\bar{z}$ in $L_{k}$, the linearity conditions (6.2) follow from part (iii) and the Jacobi identity (6.4) from part (iv) of the lemma. Since $[x, x]=1$, we also have $[\bar{x}, \bar{x}]=1$ for any $\bar{x}$ in $L_{i}$. We now extend the definition of the Lie product to all of $L$ by means of linearity. When we do this, conditions (6.2), (6.3), and (6.4) are seen to hold when $\bar{x}, \bar{y}, \bar{z}$ are arbitrary elements of $L$. Thus $L$ is a Lie ring.
$L$ is called the associated Lie ring of $P$. We denote it by $L(P)$. If each $L_{i}$ is of exponent $p$, then $L(P)$ will actually be a Lie algebra over $Z_{p}$. Indeed, in this case $L$ is a vector space over $Z_{p}$. Furthermore, condition (6.5) follows from part ( v ) of the lemma.

A Lie ring $L$ of the form $L=L_{1} \oplus L_{2} \oplus \cdots \oplus L_{n}$ with $\left[L_{i}, L_{j}\right] \subseteq L_{i+j}$ and each $L_{i}$ a $p$-group is called a homogeneous Lie ring of characteristic $p$. It
is not difficult to show that there exist such Lie rings which are not of the form $L(P)$ for some $p$-group $P$. This is due to the fact the power structure in a $p$-group imposes, in general, some limitations on the possible homogeneous Lie rings of characteristic $p$ that can arise as associated Lie rings.

Now let $\phi$ be an automorphism of $P$. Since each $P_{i}$ char $P, \phi$ induces an automorphism of each $L_{i}$ and hence of $L(P)$ as an abelian group (which we denote by the same letter). If $L(P)$ is a Lie algebra over $Z_{p}$, this induced automorphism will also be a linear transformation of $L(P)$ as a vector space over $Z_{p}$. Since $[x, y] \phi=[x \phi, y \phi]$ for all $x, y$ in $P$, it follows at once from the definition of $L(P)$ that

$$
[\bar{x}, \bar{y}] \phi=[\bar{x} \phi, \bar{y} \phi] .
$$

Thus $\phi$ also preserves the Lie multiplication of $L(P)$ and so by definition, $\phi$ is an automorphism of $L(P)$ as a Lie ring or Lie algebra over $Z_{p}$. Furthermore, if $\phi$ is a $p^{\prime}$-automorphism of $P$ and if $\phi^{h}$ induces the identity automorphism of $L(P)$, then $\phi^{h}$ acts trivially on each $L_{i}=P_{i} / P_{i+1}$ and so $\phi^{h}$ stabilizes the lower central series of $P$. But then $\phi^{h}$ is the identity on $P$ by Theorem 3.2. Thus $\phi$ has the same order on $L(P)$ as it has on $P$. We have thus proved:

## Theorem 6.2

Let $\phi$ be an automorphism of the p-group $P$. Then $\phi$ induces an automorphism of the associated Lie ring or Lie algebra $L(P)$ of $P$. If $m=|\phi|$ is prime to $p$, the induced automorphism of $L(P)$ is also of order $m$.

It is because of Theorem 6.2 that we are able to translate questions about automorphisms of $P$ into those of automorphisms of $L(P)$. The advantage of working in $L=L(P)$, particularly when $L$ is a Lie algebra over $Z_{p}$, is that we can pass to the extended Lie algebra $L_{F}=L \otimes_{Z_{p}} F$ for any extension field $F$ of $Z_{p}$. Thus if $\phi$ has order $m$, we can take $F$ to be $Z_{p}(\omega)$, where $\omega$ is a primitive $m$ th root of unity, in which case the characteristic roots of $\phi$ as a linear transformation of $L_{F}$ lie in $F$.

That $L_{F}$ is, in fact, a Lie algebra is clear, for if $v_{i}, 1 \leqslant i \leqslant t$, is a basis of $L$ over $Z_{p}$, the products $\left[v_{i}, v_{j}\right]$ are well-defined elements of $L$ and hence also of $L_{F}$. Since the $v_{i}$ are also a basis of $L_{F}$ over $F$, we can extend the Lie product to all of $L_{F}$ by linearity. When we do this, $L_{F}$ becomes a Lie algebra over $F$. Furthermore, an automorphism $\phi$ of $L$ induces in a natural way an automorphism of $L_{F}$.
To exploit this situation, we need the following general lemma:

## Lemma 6.3

Let $T$ be an irreducible linear transformation of $V / Z_{p}$ and let $m=|T|$, $n=\operatorname{dim}_{2_{p}} V$. Then
(i) $m \mid\left(p^{n}-1\right)$.
(ii) For some primitive $m$ th root of unity over $Z_{p}$, the characteristic roots of $T$ on $V$ are $\omega^{p^{i}}, 0 \leqslant i \leqslant n-1$, and they are all distinct.

## Proof

Since $T$ acts irreducibly on $V / Z_{p}$, the characteristic polynomial $f(X)$ of $T$ is irreducible over $Z_{p}$. Adjoin a root $\omega$ of $f(X)$ to $Z_{p}$ and set $F=Z_{p}(\omega)$. Then $\left[F: Z_{p}\right]=n$ as $f(X)$ is of degree $n=\operatorname{dim}_{Z_{p}} V$. Thus $F=G F\left(p^{n}\right)$. Furthermore, we know that the Galois group of $F$ over $Z_{p}$ is cyclic of order $n$ and is generated by an automorphism $\sigma$ taking $a$ into $a^{p}$ for all $a$ in $F$. Since $\omega$ is a root of $f(X)$ over $Z_{p}$, so also are $\omega^{\sigma^{i}}=\omega^{p^{i}}, 0 \leqslant i \leqslant n-1$. If $0 \leqslant i, j \leqslant n-1$ and $i \neq j$, then $\omega^{\sigma^{i}} \neq \omega^{\sigma j}$, since otherwise $\sigma^{i}$ and $\sigma^{j}$ would determine the same automorphism of $F$. Thus $\omega^{p^{i}}, 0 \leqslant i \leqslant n-1$, are the characteristic roots of $T$ and they are all distinct.

Finally since $f(X) \mid\left(X^{m}-1\right)$, we have $\omega^{m}=1$. On the other hand, since the characteristic roots of $T^{j}$ are the $j$ th power of those of $T$ and as $|T|=m$, it follows that $\omega^{j} \neq 1$ for $1 \leqslant j<m$. Thus $\omega$ is a primitive $m$ th root of unity. Since the multiplicative group of $G F\left(p^{n}\right)$ is cyclic of order $p^{n}-1, m$ must divide $p^{n}-1$ and the lemma is proved.

The lemma shows that $p^{n}-1$ is an upper bound for the order of $T$. That this upper bound can actually be achieved can be seen by identifying $V$ with the additive group of $G F\left(p^{n}\right)$ and defining $T$ by the rule $v T=v \zeta$ for all $v$ in $V=G F\left(p^{n}\right)$, where $\zeta$ is a generator of the multiplicative group of $G F\left(p^{n}\right)$. Then it is immediate that $T$ is an irreducible linear transformation of $V$ of order $p^{n}-1$. Thus as an elementary consequence of the lemma, we have

## Corollary 6.4

Let $P$ be an elementary abelian p-group of order $p^{n}$. Any automorphism of $P$ which acts irreducibly on $P$ has order dividing $p^{n}-1$ and $P$ possesses such an automorphism of order $p^{n}-1$.

We shall now use the associated Lie ring to determine an upper bound for the order of a $p^{\prime}$-automorphism of an extra-special $p$-group $P$ which acts trivially on $P^{\prime}$ and irreducibly on $\bar{P}=P / P^{\prime}$. Although $\bar{P}$ admits an irreducible automorphism of order $|\bar{P}|-1$ by the preceding corollary, we shall see that a bound for $\phi$ is considerably smaller. Our argument applies
equally well for any nonabelian special p-group, so we consider this more general case.

## Theorem 6.5

Let $\phi$ be a $p^{\prime}$-automorphism of the nonabelian special p-group $P$ and assume that $\phi$ acts trivially on $P^{\prime}$ and irreducibly on $P / P^{\prime}$. If $|\phi|=m$ and $\left|P / P^{\prime}\right|=p^{n}$, then $m$ divides $p^{r}+1$ for some integer $r \leqslant n / 2$.

## Proof

Consider $L=L(P)$. In this case $L=L_{1} \oplus L_{2}, L_{1}$ is elementary abelian, $L_{2}$ is elementary abelian, $L$ is a Lie algebra over $Z_{p}$, and $\phi$ determines an automorphism (also denoted by $\phi$ ) of $L$ of order $m$ which acts trivially on $L_{2}$ and irreducibly on $L_{1}$. By Lemma 6.3, $m$ divides $p^{n}-1$ and the characteristic roots of $\phi$ on $L_{1}$ are $\omega^{p^{i}}, 0 \leqslant i \leqslant n-1$, for some primitive $m$ th root of unity $\omega$ over $Z_{p}$ and they are distinct. We set $F=Z_{p}(\omega)$ and $M_{i}=L_{i} \otimes_{\mathcal{Z}_{p}} F, 1 \leqslant i \leqslant 2$, so that $L_{F}=M_{1} \oplus M_{2}$. Then $\phi$ can be considered as an automorphism of $L_{F}$ leaving the subspaces $M_{i}$ invariant. Moreover, $M_{1}$ possesses a basis $v_{i}, 0 \leqslant i \leqslant n-1$, consisting of characteristic vectors of $\phi$ :

$$
\begin{equation*}
v_{i} \phi=\omega^{p^{i}} v_{i} . \tag{6.8}
\end{equation*}
$$

In addition, $\phi$ acts trivially on $M_{2}$.
We claim $\left[v_{i}, v_{j}\right] \neq 0$ for some $i, j$. If not, then $\left[M_{1}, M_{1}\right]=0$. But then $\left[M_{1}, M_{2}\right]=\left[M_{2}, M_{1}\right]=\left[M_{2}, M_{2}\right]=0$ by definition of $L$ and $L_{F}$, whence [ $L_{F}, L_{F}$ ] $=0$. But $L$ is a subset of $L_{F}$ and the Lie product in $L_{F}$ agrees with that of $L$ on $L$, so $[L, L]=0$, which is not the case.

Choose $i, j, 0 \leqslant i, j \leqslant n-1$, so that $\left[v_{i}, v_{j}\right]=v \neq 0$. Then certainly $i \neq j$; so we may assume $i<j$. Since $v \in M_{2}$ and $\phi$ preserves the Lie product, we obtain, using (6.8),

$$
v=v \phi=\left[v_{i}, v_{j}\right] \phi=\left[v_{i} \phi, v_{j} \phi\right]=\left[\omega^{p^{i}} v_{i}, \omega^{p j} v_{j}\right]=\omega^{p^{i+p j}} v .
$$

Since $v \neq 0$, this yields

$$
\begin{equation*}
\omega^{p^{i}+p^{j}}=1 \quad \text { for some } i, j, 0 \leqslant i<j \leqslant n-1 . \tag{6.9}
\end{equation*}
$$

But as $\omega$ is a primitive $m$ th root of unity and $(m, p)=1$, it follows from (6.9) that

$$
m \mid\left(p^{t}+1\right) \quad \text { where } t=j-i .
$$

Since $m$ also divides $p^{n}-1$, it thus divides $\left(p^{t}+1\right)+\left(p^{n}-1\right)=p^{n}+p^{t}=$ $p^{t}\left(p^{n-t}+1\right)$, whence also

$$
m \mid\left(p^{n-t}+1\right)
$$

Since $r=\min (t, n-t) \leqslant n / 2$, the theorem follows.
In the case that $P$ is extra-special and $p$ is odd, it can be shown that the bound $p^{n / 2}+1$ can always be achieved.

As a corollary of the theorem we obtain the following extension of Theorem 3.10:

## Theorem 6.6

Let $\phi$ be an automorphism of the 2 -group $P$ and assume $|\phi|$ is a Mersenne prime greater than 3. Then $\phi$ acts nontrivially on $\Omega_{1}(P)$.

## Proof

If the theorem is false, we reduce by induction as in the proof of Theorem 3.10 to the case that $P$ is a nonabelian special 2 -group and that $\phi$ acts trivially on $P^{\prime}$ and irreducibly on $\bar{P}=P / P^{\prime}$. Set $|\bar{P}|=2^{n}$. By assumption $|\phi|=2^{m}-1$ for some $m>2$. But now $2^{m}-1$ divides $2^{r}+1$ for suitable $r \leqslant n / 2$ by Theorem 6.5. Writing $r=a m+b$ with $0 \leqslant b<m$, we obtain by successive division by $2^{m}-1$ that $2^{m}-1$ must divide $2^{b}+1$. But $2^{b}+1<2^{m}-1$ since $m \geqslant 3$ and $0 \leqslant b<m$, and we reach a contradiction.

A variety of results of this general nature can be derived by these techniques; we shall list some as exercises. For example, using the associated Lie ring G. Higman has studied regular automorphisms of prime order $q$ of $p$-groups $P$ and has shown that the class of $P$ is bounded by a suitable function of $q$, independent of $p$.

## EXERCISES

1. Let $A$ be a subgroup of Aut $G$ which stabilizes the normal series $G=G_{0} \supseteq G_{1} \supseteq \cdots \supseteq G_{n}=1$. Prove
(i) $\pi(A) \subseteq \pi(G)$.
(ii) If $G$ is nilpotent, then $A$ is nilpotent.
(iii) If each $G_{i} \triangleleft G$, then $A$ is nilpotent.
2. Let $P$ be a 2 -group of order 64 in which $Z(P)=P^{\prime}$ and $Z(P)$ is elementary abelian of order 4. If $P$ possesses an automorphism of order 5 , show that $P$ is special and is uniquely determined up to isomorphism.
3. If $P$ is a $p$-group of class at least $m \geqslant 3$, show that $L_{m-1}(P)$ is abelian and hence show that $P$ possesses a characteristic abelian subgroup which is not contained in $Z(P)$.
4. Let $P$ be a 2 -group and let $A$ be a subgroup of Aut $P$ of odd order. Assume that $A$ acts trivially on every characteristic abelian subgroup of $P$ and that $[P, A]=P$. Prove that $P$ is a nonabelian special group. (Use Exercise 3.)
5. Let $P$ be a 2 -group of class 2 in which $P^{\prime}$ is elementary abelian. Prove
(i) $\Omega_{2}(P)$ has exponent 4 .
(ii) If $\alpha$ is an automorphism of $P$ of odd order which acts trivially on $\Omega_{2}(P)$, then $\alpha=1$.
6. Complete the proof of all parts of Theorem 4.3.
7. (i) If $G$ is dihedral of order 8 , prove that Aut $G$ is isomorphic to $G$.
(ii) If $G$ is a quaternion group, prove that Aut $G$ is isomorphic to the symmetric group $S_{4}$.
8. Give a direct proof of Theorem 4.10 (i) utilizing Theorem 4.4.
9. Let $P$ be a $p$-group and let $Q$ be a normal subgroup of $P$ which contains no normal elementary abelian subgroup of $P$ of order $p^{2}$. Show that either $Q$ is cyclic or $p=2$ and $Q$ is dihedral, semidihedral, or generalized quaternion.
10. Let $P$ be a 2-group in which $Z(P)$ is cyclic and let $Q$ be an elementary abelian subgroup of $P$ of order 4 such that $\left|P: C_{P}(Q)\right| \leqslant 2$. Prove that $Q \triangleleft P$.
11. Let $P$ be a 2 -group of class 2 such that $Z(P)$ is cyclic and $P / Z(P)$ is elementary abelian. If $A$ is a subgroup of Aut $P$ of odd order, show that $[P, A]$ is extra-special.
12. Let $P$ be an extra-special $p$-group and let $F$ be a field of characteristic not $p$ which contains a $p^{2}$-root of unity. Show that $P$ has exactly $p-1$ inequivalent nonlinear irreducible representations over $F$.
13. Let $P$ be a $p$-group and let $A$ be an elementary abelian subgroup of Aut $P$ of order $q^{2}, q$ a prime, $q \neq p$. Assume that $A$ possesses exactly two distinct subgroups $A_{i}$ of order $q$ such that $C_{P}\left(A_{i}\right) \neq 1,1 \leqslant i \leqslant 2$. Prove that

$$
P=C_{P}\left(A_{1}\right) \times C_{P}\left(A_{2}\right)
$$

14. Construct a 3 -group of maximal class of order $3^{5}$.
15. Prove that there are precisely $\frac{1}{2}\left[2^{2 r}+(-2)^{r}\right]$ distinct cyclic subgroups of order 4 in $D Q^{r-1}$.
16. Let $R$ be an associative ring and define a new product by the rule $[x, y]=x y-y x$ for $x, y$ in $R$. Show that with respect to this operation of multiplication and the original operation of addition $R$ is a Lie ring.
17. If $P$ is a $p$-group such that $P / P^{\prime}$ is elementary abelian, show that the associated Lie ring of $P$ is a Lie algebra over $Z_{p}$.
18. Let $P$ be an extra-special $p$-group of order $p^{2 r+1}$ and exponent $p, p$ odd. Construct an automorphism of $P$ of order $p^{r}+1$ which acts irreducibly on $P P^{\prime}$ and trivially on $P^{\prime}$.
19. Let $P$ be a special $p$-group in which $\left|P^{\prime}\right|=\left|P P^{\prime}\right|=p^{n}$ and assume that $P$ possesses an automorphism $\alpha$ which acts irreducibly on both $P / P^{\prime}$ and $P^{\prime}$ and has the same characteristic polynomial on each of them regarded as vector spaces over $Z_{p}$. Prove that $|\alpha| \leqslant p^{n-1}-1$.
20. Let $P$ be a $p$-group of class at most $p+1$ such that $P / P^{\prime}$ is elementary abelian of order $p^{n}$ and assume $P$ admits an automorphism $\alpha$ of order $p^{n}-1$ such that $C_{P}(\mathrm{x}) \neq 1$. Prove that $p^{n}=2,4,8$, or 9 .
21. Using the associated Lie ring, show that a $p$-group which admits an automorphism of order 3 fixing only the identity element has class at most 2 .
22. Let $P$ be the semidirect product of an elementary abelian $p$-group $A$ of order $p^{p^{n}}$ and a cyclic group $B=\langle y\rangle$ oî order $p^{n}$, where $y$ cyclically permutes the elements of a basis of $A$. Assume $p \equiv 1(\bmod 4)$. Prove
(i) $P$ has class $p^{n}$.
(ii) $P$ possesses an automorphism $\alpha$ of order 4 which fixes only the identity element of $P$ with $y^{z}=y^{-1}$.

## SOLVABLE AND $\pi$-SOLVABLE GROUPS

We develop here certain basic properties of solvable groups as particular cases of theorems on the wider classes of $\pi$-separable and $\pi$-solvable groups. Primarily we are concerned with the existence of so-called Hall subgroups in solvable groups and in conditions for $p$-stability. Our results on Hall subgroups are derived from the Schur-Zassenhaus theorem, which provides a general result in this direction. Underlying all our arguments are certain general properties of the Fitting and Frattini subgroups of a group which we establish in Section 1. In Section 4 we also derive Philip Hall's basic criterion for a group to be solvable. In the final section we discuss $p$-stability in $p$-solvable groups.

## 1. THE FITTING AND FRATTINI SUBGROUPS

In this section we shall derive some further properties of the Frattini subgroup of a group $G$ which are related to another important characteristic subgroup of $G$, the Fitting subgroup of $G$. To define it, we need the following preliminary result:
Lemma 1.1
If $H$ and $K$ are normal nilpotent subgroups of $G$, then so is $H K$.

## Proof

We know that $H K \triangleleft G$ and we proceed by induction on $|G|$ to show that it is nilpotent. If $H K \subset G$, the assertion follows by induction, so we may assume $G=H K$. Now $Z(K) \neq 1$ by Corollary 2.6 .5 and $Z(K) \triangleleft G$. Then $N=[H, Z(K)] \triangleleft G$. If $N=1$, then $Z(K)$ centralizes $H$ and so $Z(K) \subseteq Z(H K)=Z(G)$. Thus $Z(G) \neq 1$ in this case. We argue to the same conclusion if $N \neq 1$. Now $N \subseteq H$ as $H \triangleleft G$ and so $L=N \cap Z(H) \neq 1$ by another application of Corollary 2.6.5. But $L \subseteq N \subseteq Z(K)$, so $L \subseteq Z(G)$. Thus $Z(G) \neq 1$ in this case as well. But then $G / Z(G)$ is nilpotent by induction and we conclude at once that $G$ is nilpotent.

As an immediate corollary we have

## Theorem 1.2

The subgroup of $G$ generated by all its nilpotent normal subgroups is a nilpotent normal subgroup of $G$.

This subgroup is thus the unique maximal nilpotent normal subgroup of $G$. It is called the Fitting subgroup of $G$ and will be denoted by $F(G)$.

For a given group $G, F(G)$ may, of course, be trivial. However, this is never the case in a solvable group, for a minimal normal subgroup of such a group is always abelian and so is nilpotent. In fact, in a solvable group, we can assert even more:

## Theorem 1.3

If $G$ is solvable, then $C_{6}(F(G)) \subseteq F(G)$.

## Proof

Set $F=F(G)$ and $C=C_{G}(F)$ and assume by way of contradiction that $C \nsubseteq F$, so that $C \supset C \cap F$. Since $C$ and $C \cap F$ are each normal in $G$, we can refine the series $G \supseteq C \supset C \cap F \supseteq 1$ to a chief series $G=G_{1} \supset G_{2} \supset \cdots \supset G_{n}=1$. If $C=G_{s+1}$ and $C \cap F=G_{r+1}$, then $s<r$. Thus $G_{r} \subseteq C$. Since $F \neq 1$, and $F$ is nilpotent, we also have $C \cap F \neq 1$, whence $G_{r} \supset G_{r+1}$. Furthermore, $G_{r} / G_{r+1}$ is abelian by Theorem 2.4.2, whence $\left[G_{r}, G_{r}\right] \subseteq G_{r+1}=C \cap F$. Since $G_{r} \subseteq C$ and $C$ centralizes $F$, it follows that $L_{3}\left(G_{r}\right)=\left[G_{r}, G_{r}, G_{r}\right]=1$. But then $G_{r}$ is nilpotent and so $G_{r} \subseteq F$, by definition of $F$, as $G_{r} \triangleleft G$. Thus $G_{\mathrm{r}} \subseteq C \cap F=G_{r+1}$, contrary to $G_{r} \supset G_{r+1}$.

We shall also need the following general property of $F(G)$ :

## Theorem 1.4

Let $M$ be a maximal subgroup of $G$ and set $L=\bigcap_{x \in G} M^{x}$, so that $L \triangleleft G$. Set $\bar{G}=G / L, \bar{F}=F(\bar{G})$, and let $\bar{M}$ be the image of $M$ in $\bar{G}$. Then either
$\bar{F}=\bar{I}$ or the following conditions hold:
(i) $\bar{F}$ is a minimal normal subgroup of $\bar{G}$.
(ii) $\bar{F}$ is an elementary abelian p-group for some prime $p$.
(iii) $C_{\bar{G}}(\bar{F})=\bar{F}$.
(iv) $\bar{F} \cap \bar{M}=\overline{1}$.
(v) $|G: M|=p^{n}$ for some $n$.

## Proof

Assume $\bar{F} \neq \bar{I}$, whence $Z(\bar{F}) \neq \bar{I}$. Let $\bar{P} \neq \bar{I}$ be a $p$-subgroup of $\Omega_{1}(Z(\bar{F}))$ for some prime $p$ chosen minimal subject to being normal in $G$. Then $\bar{P} \triangleleft \bar{G}$ and $\bar{P}$ is elementary abelian.

We argue that $\bar{G}=\bar{P} \bar{M}$. Since $\bar{M}$ is maximal in $\bar{G}$ and since $\bar{P} \bar{M}$ is a group, the desired assertion will follow if we show that $\bar{P} \nsubseteq \bar{M}$. In fact, we shall prove that $\bar{M}$ possesses no nontrivial normal subgroups of $\bar{G}$. Indeed, if $\bar{N}$ were such a subgroup, then $\bar{N} \subseteq \bar{M}^{\bar{x}}$ for all $\bar{x}$ in $\bar{G}$, whence $N \subseteq \bigcap_{x \in G} M^{x}=L$, where $N$ is the inverse image of $\bar{N}$ in $G$. Since $\bar{G}=G / L$, this gives $\bar{N}=\overline{1}$, a contradiction. In particular, $\bar{G}=\bar{P} \bar{M}$ and so (v) holds.

Now set $\bar{C}=C_{\bar{G}}(\bar{P})$ and note that $\bar{F} \subseteq \bar{C}$ as $\bar{P} \subseteq Z(\bar{F})$. Moreover, $\bar{C} \triangleleft \bar{G}$ and so $\bar{C} \cap \bar{M} \triangleleft \bar{M}$. But as $\bar{G}=\bar{P} \bar{M}$ and $\bar{P}$ centralizes $\bar{C} \cap \bar{M}$, it follows that $\bar{C} \cap \bar{M} \triangleleft \bar{G}$, whence $\bar{C} \cap \bar{M}=1$ by the preceding paragraph. Since $\bar{P} \subseteq \bar{F} \subseteq \bar{C}$, we have $\bar{G}=\bar{C} \bar{M}$ with $\bar{C} \cap \bar{M}=\bar{P} \cap \bar{M}=\overline{1}$. But then $|\bar{G}|=|\bar{C}||\bar{M}|=|\bar{P}||\bar{M}|$ and we conclude that $\bar{P}=\bar{F}=\bar{C}$. This gives (i) to (iv) at once, and the theorem is proved.

We remark that this last result can easily be translated into a general property of primitive permutation groups.

As a corollary we have

## Theorem 1.5

If $M$ is a maximal subgroup of a solvable group $G$, then $|G: M|=p^{n}$ for some prime $p$.

## Proof

Preserving the above notation, $\bar{G}$ is solvable and $\bar{G} \neq \overline{1}$, so $\bar{F} \neq \overline{1}$ and the conclusion follows from part (v) of the theorem.

Our next result gives some important relations between Fitting and Frattini subgroups.

Theorem 1.6
Set $F=F(G)$ and $\Phi=\Phi(G)$. Then we have
(i) $[F, F] \subseteq \Phi \subseteq F$.
(ii) $F / \Phi=F(G / \Phi)$.

## Proof

Set $\bar{G}=G / \Phi, \bar{F}=F(\bar{G})$, and let $K$ be the inverse image of $\bar{F}$ in $G$. If $P$ is an $S_{p}$-subgroup of $K$, its image is an $S_{p}$-subgroup of the nilpotent group $\bar{F}$ and so is normal in $\bar{G}$. Hence $\Phi P \triangleleft G$ and consequently $G=\Phi N_{G}(P)$ by Theorem 1.3.7. But then $G=N_{G}(P)$ by Theorem 5.1.1(i) and so $P \triangleleft G$. Since this is true for each $S_{p}$-subgroup of $K, K$ is nilpotent by Theorem 2.3.5. Thus $K \subseteq F$. On the other hand, the image of $F$ in $\bar{G}$ is certainly a nilpotent normal subgroup of $\bar{G}$ and so lies in $\bar{F}$. Hence $F \subseteq K$ and we conclude that $K=F$, that $\Phi \subseteq F$, and that $F / \Phi=\bar{F}$.

It thus remains to prove that $[F, F] \subseteq \Phi$. We apply Theorem 1.4 with $M$ and $L$ as in that theorem. Set $\widetilde{G}=G / L$ and let $\widetilde{F}$ be the image of $F$ in $\widetilde{G}$, so that $\tilde{F} \subseteq F(\widetilde{G})$. By the theorem $F(\widetilde{G})$ is abelian and hence so is $\widetilde{F}$. But then $[F, F] \subseteq L \subseteq M$. Since this holds for each maximal subgroup $M$ of $G$, we conclude that $[F, F] \subseteq \Phi$, as $\Phi$ is by definition the intersection of all maximal subgroups of $G$.

## 2. THE SCHUR-ZASSENHAUS THEOREM

If $\pi$ is a set of primes, a subgroup $H$ of $G$ will be called an $S_{\pi}$-subgroup of $G$ provided $H$ is a $\pi$-group and $|G: H|$ is divisible by no primes in $\pi$. Such a subgroup is also called a Hall subgroup of $G$. When $\pi=\{p\}, H$ is simply a Sylow $p$-subgroup of $G$, which we continue to designate as an $S_{p}$-subgroup.

By Sylow's theorem $G$ possesses an $S_{p}$-subgroup and any two $S_{p}$-subgroups are conjugate in $G$. For an arbitrary set of primes $\pi$ a group $G$ may or may not possess an $S_{\pi}$-subgroup and, if it does, it may or may not be true that any two of them are conjugate in $G$. The Schur-Zassenhaus theorem gives an important sufficient condition for the existence and conjugacy of $S_{\pi}$-subgroups in $G$ (actually $S_{\pi}$-subgroups in the notation of the theorem).

If $H$ is an $S_{\pi}$-subgroup of $G$ and $H$ possesses a complement $K$ in $G$, then $|K|=|G: H|$ and $|G: K|=|H|$, which together imply that $K$ is an $S_{\pi^{\prime}}$ subgroup of $G$. Conversely if $G$ possesses an $S_{n}$-subgroup $H$ and an $S_{\pi^{\prime}}$ - subgroup $K$, then clearly $G=H K$ with $H \cap K=1$, so each is a complement of the other.

With these preliminary remarks, we now prove

## Theorem 2.1 (Schur-Zassenhaus)

Let $H$ be a normal $S_{\pi}$-subgroup of $G$. Then we have
(i) $G$ possesses an $S_{\pi}$-subgroup $K$ which is a complement to $H$ in $G$.
(ii) If either $H$ or $G / H$ is solvable, then any two $S_{\pi}$-subgroups of $G$ are conjugate in $G$.

## Proof

If $H=1$, then $G$ itself is an $S_{\pi}$-subgroup and the theorem is obvious, so we may assume throughout that $H \neq 1$. Suppose (i) is false and among all pairs $G, H$ violating the desired conclusion, choose $G$ of least order. Let $P$ be a nontrivial $S_{p}$-subgroup of $H$. Since $H \triangleleft G$, Theorem 1.3.7 implies that $G=H N$, where $N=N_{G}(P)$. Consider first the case $N \subset G$. We have $H \cap N \triangleleft N$ and $G / H=H N / H$ isomorphic to $N / H \cap N$. Since $|G: H|$ is prime to $|H|$, it follows that $|N: H \cap N|$ is prime to $|H \cap N|$. Hence $H \cap N$ is a normal $S_{\pi}$-subgroup of $N$. By induction $N$ possesses an $S_{\pi}$-subgroup $K$. But then $|K|=|N: H \cap N|=|G: H|$ and so $K$ is an $S_{\pi}$-subgroup of $G$, contrary to our choice of $G$.

Hence $N=G$ and so $P \triangleleft G$. This argument applies to each Sylow subgroup of $H$ and consequently $H$ must be nilpotent. Set $\bar{G}=G / Z(H)$ and let $\bar{H}$ be the image of $H$ in $\bar{G}$. Then $\bar{H}$ is an $S_{\pi}$-subgroup of $\bar{G}$ and so by induction $\bar{G}$ possesses an $S_{\pi}$-subgroup $\bar{K}$. Let $L$ be the inverse image of $\bar{K}$ in $G$, so that $|L: Z(H)|=|\bar{K}|=|\bar{G}: \bar{H}|=|G: H|$. If $L \subset G$, we again apply induction to obtain that $L$ possesses an $S_{\pi}$-subgroup $K$. Then $|K|=$ $|G: H|$ and so $K$ is an $S_{\pi}$-subgroup of $G$, contrary to our choice of $G$. Thus $G=L$, whence $H=Z(H)$ and so $H$ is abelian.

In this case we use an averaging argument to construct an $S_{\pi}$-subgroup. Let $x_{i}, \quad 1 \leqslant i \leqslant m$, be a set of left coset representatives of $H$ in $G$. If $\bar{G}=G / H$, the images $\bar{x}_{i}$ of $x_{i}$ in $\bar{G}$ are distinct and include all the elements of $\bar{G}$, so $|\bar{G}|=m$. It will be convenient to use letters $\alpha, \beta, \gamma$ for the elements of $\bar{G}$ and to write $x_{\alpha}$ for the element $x_{i}$ with the property $\bar{x}_{i}=\alpha$. In this notation $x_{\alpha} x_{\beta}$ and $x_{\alpha \beta}$ determine the same coset of $H$ in $G$ and so we have

$$
\begin{equation*}
x_{\alpha} x_{\beta}=x_{\alpha \beta} f(\alpha, \beta), \tag{2.1}
\end{equation*}
$$

where $f(\alpha, \beta) \in H$. This holds for each $\alpha, \beta$ in $\bar{G}$ and so $f$ is a function from $\bar{G} \times \bar{G}$ to $H$. We apply the associative law:

$$
\begin{equation*}
\left(x_{\alpha} x_{\beta}\right) x_{\gamma}=x_{\alpha \beta} f(\alpha, \beta) x_{\gamma}=x_{\alpha \beta} x_{\gamma} f(\alpha, \beta)^{x_{\gamma}}=x_{(\alpha \beta) \gamma} f(\alpha \beta, \gamma) f(\alpha, \beta)^{x_{\gamma}} \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
x_{z}\left(x_{\beta} x_{\gamma}\right)=x_{\alpha} x_{\beta \gamma} f(\beta, \gamma)=x_{\alpha(\beta \gamma)} f(\alpha, \beta \gamma) f(\beta, \gamma) \tag{2.3}
\end{equation*}
$$

Since $\left(x_{\alpha} x_{\beta}\right) x_{\gamma}=x_{\alpha}\left(x_{\beta} x_{\gamma}\right)$ and $(\alpha \beta) \gamma=\alpha(\beta \gamma)$, (2.2) and (2.3) yield

$$
\begin{equation*}
f(\alpha \beta, \gamma) f(\alpha, \beta)^{\alpha_{\gamma}}=f(\alpha, \beta \gamma) f(\beta, \gamma) \tag{2.4}
\end{equation*}
$$

for all $\alpha, \beta, \gamma \in \bar{G}$. The function $f$ will thus be recognized as a 2 -cocycle from $G$ to the abelian group $H$.

Our aim will be to replace each $x_{z}$ by another coset representative $y_{\alpha}$ so that the $y_{\alpha}$ form a group. The argument will depend on (2.4) together with the fact that $n=|H|$ and $m$ are relatively prime.

For each $\delta$ in $\bar{G}$, we set

$$
\begin{equation*}
g(\delta)=\prod_{x \in \mathbb{C}} f(x, \delta) . \tag{2.5}
\end{equation*}
$$

Keep $\beta$, $\gamma$ fixed in (2.4) and let $\alpha$ run through $\bar{G}$. We multiply the resulting equations, rearranging terms in the product as $H$ is abelian, to obtain

$$
\begin{equation*}
\prod_{\alpha \in G} f(\alpha \beta, \gamma) \prod_{\alpha \in \bar{G}} f(\alpha, \beta)^{x_{\gamma}}=\prod_{\alpha \in \bar{G}} f(\alpha, \beta \gamma) \prod_{\alpha \in G} f(\beta, \gamma) . \tag{2.6}
\end{equation*}
$$

Since $\alpha \beta$ ranges over $G$ as $\alpha$ does, (2.5) and (2.6) together give

$$
\begin{equation*}
g(\gamma) g(\beta)^{x_{\gamma}}=g(\beta \gamma)[f(\beta, \gamma)]^{m} . \tag{2.7}
\end{equation*}
$$

Since $(n, m)=1$, there exists an integer $r$ such that $r m \equiv 1(\bmod n)$. Put $h(\delta)=g(\delta)^{-r}$ for each $\delta$ in $G$ and take as new coset representatives of $H$ in $G$ the elements $y_{\alpha}=x_{\alpha} h(\alpha)$.

We claim that the set $K=\left\{y_{\alpha} \mid \alpha \in \bar{G}\right\}$ is a subgroup of $G$, which will follow if we prove the $y_{\beta} y_{\gamma}=y_{\beta \gamma}$ for all $\beta, \gamma$ in $\bar{G}$. Indeed, we have

$$
\begin{equation*}
y_{\beta} y_{\gamma}=x_{\beta} h(\beta) x_{\gamma} h(\gamma)=x_{\beta} x_{\gamma} h(\beta)^{x_{y}} h(\gamma)=x_{\beta \gamma} f(\beta, \gamma) h(\beta)^{x_{y}} h(\gamma) . \tag{2.8}
\end{equation*}
$$

Since $y_{\beta \gamma}=x_{\beta \gamma} h(\beta \gamma)$, the desired conclusion will follow from (2.8) provided we show that

$$
\begin{equation*}
h(\gamma) h(\beta)^{x_{\nu}}=h(\beta \gamma) f(\beta, \gamma)^{-1} . \tag{2.9}
\end{equation*}
$$

But (2.9) follows at once by raising (2.7) to the $-r$ power and using both the definition of $h$ and the fact that $f(\beta, \gamma)^{-r m}=f(\beta, \gamma)^{-1}$ by our choice of $r$.

Thus $K$ is a subgroup of $G$ of order $m=|G / H|$ and so $K$ is an $S_{\pi}$,subgroup of $G$. This completes the proof of (i).

We prove (ii) by induction on $\left\lfloor G \mid\right.$. Let $K, K_{1}$ be two $S_{\pi}$-subgroups of $G$ and hence two complements of $H$ in $G$. Suppose $H$ contains a nontrivial proper subgroup $N$ with $N \triangleleft G$. Then $K N / N$ and $K_{1} N / N$ are $S_{\pi}$-subgroups of $G / N$ and so are conjugate in $G / N$. Hence a conjugate of $K_{1}$ in $G$ lies in $K N$ and we need only show that this conjugate is itself conjugate to $K$. Thus without loss we may assume that $K_{1} \subseteq K N=G_{1}$. Since $N \subset H$,
$G_{1} \subset G$ and hence $K_{1}$ is conjugate to $K$ by induction. Thus we may suppose that $H$ is itself a minimal normal subgroup of $G$.

Let $M$ be a maximal normal $\pi^{\prime}$-subgroup of $G$. Then $|K M|$ divides $|K||M|$ and so $K M$ is a $\pi^{\prime}$-subgroup of $G$, whence $|K M|=|K|$ as $K$ is an $S_{\pi}$-subgroup of $G$. Thus $K=K M$ and so $M \subseteq K$. Similarly $M \subseteq K_{1}$. If $M \neq 1$, then $K / M$ and $K_{1} / M$ are conjugate in $G / M$, whence $K$ and $K_{1}$ are conjugate in $G$. So we may also assume that $G$ has no nontrivial normal $\pi^{\prime}$-subgroups.

Suppose next that $\bar{G}=G / H$ is solvable. Let $\bar{R}$ be a minimal normal subgroup of $\bar{G}$, so that $\bar{R}$ is an elementary abelian $p$-group for some prime $p$ in $\pi^{\prime}$. If $R$ denotes its inverse image in $G$, we have $|R|=|H||\bar{R}|$. Since $G=H K=R K$, it follows that $|R \cap K|=|\bar{R}|$. But $|\bar{R}|$ is the order of an $S_{p}$-subgroup of $R$ as $p \in \pi^{\prime}$. Hence $P=R \cap K$ is an $S_{p}$-subgroup of $R$. Likewise $P_{1}=R \cap K_{1}$ is an $S_{p}$-subgroup of $R$. Now $P$ and $P_{1}$ are conjugate in $R$ by Sylow's theorem. Hence replacing $K_{1}$ by suitable conjugate, we can assume without loss that $P_{1}=P$. Thus $P$ is normal in both $K$ and $K_{1}$ as $R \triangleleft G$. Since $P$ is a $\pi^{\prime}$-group, $P$ is not normal in $G$ by the preceding paragraph, whence by induction $K$ and $K_{1}$ are conjugate in $N_{G}(P)$. Thus we may also assume that $G / H$ is not solvable.

By the hypothesis of (ii), $H$ must therefore be solvable. But then $H^{\prime}=[H, H] \subset H$. Since $H^{\prime} \triangleleft G$ and $H$ is a minimal normal subgroup of $G, H^{\prime}=1$ and $H$ is abelian. In this minimal case, we again use an averaging argument. Since $G=H K$ and since $K, K_{1}$ are each isomorphic to $G / H$, we have for any $x_{1}$ in $K_{1}$ that $x_{1}=x f(x)$, where $x \in K$ and $f(x)$ is a suitable element of $H$ and where $x$ ranges over $K$ as $x_{1}$ ranges over $K_{1}$. Furthermore, if $y_{1} \in K_{1}$ and $y_{1}=y f(y), y \in K, f(y) \in H$, then $x_{1} y_{1}$ and $x y$ lie in the same coset of $H$ in $G$. Since $x_{1} y_{1} \in K_{\mathrm{t}}$ and $x y \in K$, we thus have $x_{1} y_{1}=x y f(x y)$. Hence

$$
\begin{equation*}
x y f(x y)=x f(x) y f(y)=x y f(x)^{y} f(y), \tag{2.10}
\end{equation*}
$$

which implies that for all $x, y$ in $K$,

$$
\begin{equation*}
f(x y)=f(x)^{y} f(y) . \tag{2.11}
\end{equation*}
$$

Thus $f$ is a l-cocycle from $K$ to $H$.
Now set $z=\prod_{x \in K} f(x)$. Then for a fixed $y$, if we multiply (2.11) over all $x$ in $K$ and rearrange terms, we obtain

$$
\begin{equation*}
z=z^{y} f(y)^{m}, \tag{2.12}
\end{equation*}
$$

where $m=|K|$. If again $r$ is determined by $r m \equiv 1(\bmod n)$, where $n=|H|$,
it follows from (2.12) that

$$
\begin{equation*}
z^{r}=\left(z^{y}\right)^{r} f(y)^{r m}=\left(z^{\prime}\right)^{y} f(y) . \tag{2.13}
\end{equation*}
$$

Finally setting $u=z^{r}$, (2.13) gives $u=u^{v} f(y)$, whence

$$
\begin{equation*}
u^{-1} y u=y f(y) \tag{2.14}
\end{equation*}
$$

for all $y$ in $K$. But $y f(y) \in K_{1}$ and so (2.14) shows that $u^{-1} K u=K_{1}$. Thus $K$ and $K_{1}$ are conjugate and the theorem is proved.

Remark Under the hypothesis of the theorem, either $H$ or $G / H$ has odd order, so that by the Feit-Thompson theorem $H$ or $G / H$ must, in fact, be solvable. Thus once it is established that all groups of odd order are solvable, the hypothesis on solvability in part (ii) of the Schur-Zassenhaus theorem can be dropped. The same remark will apply to a few other results below.

The theorem has the following important consequence:

## Theorem 2.2

Let $A$ be a $\pi^{\prime}$-group of automorphisms of the $\pi$-group $G$, and suppose $G$ or $A$ is solvable. Then for each prime $p$ in $\pi$, we have
(i) A leaves invariant some $S_{p}$-subgroup of $G$.
(ii) Any two A-invariant $S_{p}$-subgroups of $G$ are conjugate by an element of $C_{G}(A)$.
(iii) Any $A$-invariant $p$-subgroup of $G$ is contained in an $A$-invariant $S_{p}$-subgroup of $G$.
(iv) If $H$ is any A-invariant normal subgroup of $G$, then $C_{G / H}(A)$ is the image of $C_{G}(A)$ in $G / H$.

## Proof

Let $G^{*}$ be the semidirect product of $G$ by $A$, so that $G$ is a normal $S_{\pi}$-subgroup of $G^{*}, A$ is an $S_{\pi}$-subgroup of $G^{*}$, and, as $A$ is isomorphic to $G^{*} / G$, either $G$ or $G^{*} / G$ is solvable. Hence by part (ii) of the SchurZassenhaus theorem, any other $S_{\pi^{\prime}}$-subgroup of $G^{*}$ is conjugate to $A$. Since $G^{*}=G A$, this conjugating element can clearly be assumed to lie in $G$.

Now let $P$ be an $S_{p}$-subgroup of $G$ and set $N=N_{G} .(P)$, so that $G^{*}=G N$ by Theorem 1.3.7. Thus $N / G \cap N$ is isomorphic to $G^{*} / G$ and hence to $A$. Since $G \cap N$ is a normal $S_{\pi}$-subgroup of $N$, part (i) of the SchurZassenhaus theorem implies that $N$ possesses an $S_{\pi}$-subgroup $B$. But then $B$ is an $S_{\pi}$-subgroup of $G^{*}$ and so $B^{x}=A$ for some $x$ in $G$. However, $B$ leaves $P$ invariant as $B \subseteq N=N_{G}(P)$, and consequently $A$ leaves the $S_{P}$-subgroup $P^{x}$ of $G$ invariant, proving (i).

Suppose next that $A$ leaves two $S_{p}$-subgroups $P$ and $Q$ of $G$-invariant. Then $P=Q^{x}$ for some $x$ in $G$ and consequently $A^{x}$ leaves $Q^{x}=P$ invariant. Since $A$ also leaves $P$ invariant, $A$ and $A^{x}$ therefore both lie in $N=N_{G^{*}}(P)$ and so each is an $S_{\pi}$-subgroup of $N$. Since either $G \cap N$ or $N / G \cap N$ is solvable, it follows that $\left(A^{x}\right)^{y}=A$ for some element $y$ in $G \cap N$ by another application of the Schur-Zassenhaus theorem. Set $z=x y$, so that $z \in G$. Now $y$ normalizes $P$ and consequently $Q^{z}=Q^{x y}=P^{y}=P$. Thus $P$ and $Q$ are conjugate by $z$. On the other hand, $[A, z] \subseteq A$, as $z=x y$ normalizes $A$. But $[A, z] \subseteq G$, as $G \triangleleft G^{*}$. Thus $[A, z] \subseteq A \cap G=1$. We conclude that $z \in C_{G}(A)$, proving (ii).

Next let $Q$ be an $A$-invariant $p$-subgroup of $G$ and let $P$ be a maximal $A$-invariant $p$-subgroup of $G$ containing $Q$. Then $N=N_{G}(P)$ is $A$-invariant by Theorem 2.1.1(i), so by (i) there exists an $A$-invariant $S_{p}$-subgroup $R$ of $N$. But $P \subseteq R$, whence $R=P$ by our maximal choice of $P$. Theorem 1.2.11(ii) implies now that $P$ is an $S_{p}$-subgroup of $G$. Thus (iii) also holds.

Finally, set $\bar{G}=G / H$, let $\bar{C}=C_{\bar{G}}(A)$, and let $C=C_{G}(A)$. Clearly $\bar{C}$ contains the image of $C$ in $\bar{G}$. Hence it will suffice to show that for each prime $p$ in $\pi(\bar{C})$, an $S_{p}$-subgroup of $C$ maps onto an $S_{p}$-subgroup of $\bar{C}$. Let $\bar{P}$ be an $S_{p}$-subgroup of $\bar{C}$, let $K$ be the inverse image of $\bar{P}$ in $G$, and let $P$ be an $A$-invariant $S_{p}$-subgroup of $K$. Then $A$ centralizes $P H / H=\bar{P}$. Since $P H / H$ is isomorphic to $P / P \cap H$, it follows at once from Theorem 5.3.15 that $C_{P}(A)$ maps onto $\bar{P}$, as required.

A more elementary result of the same type is the following:

## Theorem 2.3

If $A$ is a p-group of automorphisms of $G$ with the property $C_{G}(A)=1$, then $G$ is a $p^{\prime}$-group.

## Proof

Again we consider the semidirect product $G^{*}$ of $G$ by $A$ and let $P^{*}$ be an $S_{p}$-subgroup of $G^{*}$ containing $A$. Then $P=P^{*} \cap G$ is an $S_{p}$-subgroup of $G$ by Theorem 1.3.8. Assume $P \neq 1$. Since $P \triangleleft P^{*}, P \cap Z\left(P^{*}\right) \neq 1$ by Theorem 2.6.4. But $A$ centralizes $P \cap Z\left(P^{*}\right)$, contrary to our hypothesis $C_{G}(A)=1$. Thus $P=1$ and $G$ is a $p^{\prime}$-group.

Finally we prove

## Theorem 2.4

If $A$ is a noncyclic abelian $\pi^{\prime}$-group of automorphisms of the $\pi$-group $G$, then

$$
G=\left\langle C_{G}(x) \mid \alpha \in A^{\#}\right\rangle .
$$

## Proof

By Theorem 1.3.1, some $S_{q}$-subgroup $Q$ of $A$ is noncyclic. Now $Q$ leaves invariant an $S_{p}$-subgroup $P$ of $G$ for each $p$ in $\pi(G)$. Moreover, $P=\left\langle C_{P}(\alpha) \mid \alpha \in Q^{\#}\right\rangle$ by Theorem 5.3.16. Since $G$ is generated by a set of $S_{p}$-subgroups as $p$ ranges over $\pi(G)$, the theorem follows.

## 3. $\pi$-SEPARABLE AND $\pi$-SOLVABLE GROUPS

We shall now study a basic class of groups which generalizes that of solvable groups. In the next section we shall apply the results we obtain to the study of solvable groups.

If $\pi$ is a set of primes, we shall say that $G$ is $\pi$-separable if every composition factor of $G$ is either a $\pi^{\prime}$-group or a $\pi$-group; and we shall say that $G$ is $\pi$-solvable if every composition factor of $G$ is either a $\pi^{\prime}$-group or a $p$-group for some prime $p$ in $\pi$.

Clearly $\pi$-separability and $\pi^{\prime}$-separability are equivalent. Furthermore, $\pi$-solvability implies $\pi$-separability. For a single prime $p$, the notions of $p$-separable and $p$-solvable are obviously equivalent, but in general a $\pi$-separable group need not be $\pi$-solvable. There are many ways of describing a solvable group in this terminology. For example, $G$ is solvable if and only if it is $p$-solvable for every prime $p$ in $\pi(G)$. Note also that every composition factor of a $\pi$-solvable $\pi$-group must be a $p$-group for some prime $p$ in $\pi$ and so such a group is solvable. Finally if $G$ is solvable, it is certainly $\pi$-solvable for every set of primes $\pi$.

If $H$ and $K$ are normal $\pi$-subgroups of an arbitrary group $G$, then so also is $H K$ as $|H K|$ divides $|H||K|$. Hence $G$ possesses a unique maximal normal $\pi$-subgroup, which we denote by $O_{\pi}(G)$. Clearly $O_{\pi}(G)$ char $G$. Furthermore, by definition of $O_{\pi}(G)$, we have $O_{\pi}(\bar{G})=\overline{1}$, where $\bar{G}=G / O_{\pi}(G)$. In $\bar{G}$, we consider the unique maximal normal $\pi^{\prime}$-subgroup $O_{\pi^{\prime}}(\bar{G})$ and denote its inverse image in $G$ by $O_{\pi, \pi^{\prime}}(G)$. Similarly, we define $O_{\pi, \pi^{\prime}, \pi}(G)$ to be the inverse image in $G$ of $O_{\pi}\left(G / O_{\pi, \pi^{\prime}}(G)\right)$. Continuing the definition in the obvious way, we thus obtain a sequence of characteristic subgroups of $G$ :

$$
\begin{equation*}
1 \subseteq O_{\pi}(G) \subseteq O_{\pi, \pi^{\prime}}(G) \subseteq O_{\pi, \pi^{\prime}, \pi}(G) \subseteq \cdots \tag{3.1}
\end{equation*}
$$

This sequence is called the upper $\pi$-series of $G$. Similarly, we define the lower $\pi$-series of $G$ to be

$$
\begin{equation*}
1 \subseteq O_{\pi^{\prime}}(G) \subseteq O_{\pi^{\prime}, \pi}(G) \subseteq O_{\pi^{\prime}, \pi, \pi^{\prime}}(G) \subseteq \cdots \tag{3.2}
\end{equation*}
$$

The $\pi$-length of a $\pi$-separable group $G$ is by definition the number of factors of the lower $\pi$-series of $G$ that are $\pi$-groups. (This may not be the same as the number of such factors of the upper $\pi$-series of $G$.)

Obviously the upper (lower) $\pi$-series of $G$ is the same as the lower (upper) $\pi^{\prime}$-series of $G$.

Our first result is an easy consequence of the definitions:

## Theorem 3.1

(i) If $G$ is $\pi$-separable, the upper and lower $\pi$-series of $G$ terminate in $G$. Conversely if the upper or lower $\pi$-series terminates in $G$, then $G$ is $\pi$-separable.
(ii) Subgroups and homomorphic images of $\pi$-separable ( $\pi$-solvable) groups are $\pi$-separable ( $\pi$-solvable).
(iii) A minimal normal subgroup of a $\pi$-separable group is either a $\pi$-group or a $\pi^{\prime}$-group.
(iv) In any group $G, O_{\pi}\left(G / O_{\pi}(G)\right)=1$.

## Proof

First of all, (iv) has been observed above. We next prove (iii); so let $K$ be a minimal normal subgroup of the $\pi$-separable group $G$. Then $K$ is characteristically simple, whence $K$ is the direct product of isomorphic simple groups $K_{i}, \mathrm{l} \leqslant i \leqslant n$, by Theorem 2.1.4. Since $K \triangleleft G$, there exists a composition series of $G$ in which $K_{1}$ is the last nontrivial term, whence $K_{1}$ is a composition factor of $G$. Since $G$ is $\pi$-separable, $K_{1}$, and hence each $K_{i}$, is thus either a $\pi$ - or a $\pi^{\prime}$-group, proving (iii).

Next observe that as an immediate consequence of the definitions, homomorphic images and normal subgroups of a $\pi$-separable ( $\pi$-solvable) group $G$ have the same property. Now let $H$ be any subgroup of $G$, let $K$ be a minimal normal subgroup of $G$, and set $\bar{G}=G / K$. Then by induction the image $\bar{H}$ of $H$ in $\bar{G}$ is $\pi$-separable ( $\pi$-solvable). Hence to complete the proof of (ii), we need only show that $H \cap K$ is $\pi$-separable ( $\pi$-solvable). Since $K$ is a $\pi$-group or $\pi^{\prime}$-group by (iii), $H \cap K$ is certainly $\pi$-separable. If $G$ is $\pi$-solvable, so is $K$ as $K \triangleleft G$, so $K$ is either a $\pi^{\prime}$-group or a solvable $\pi$-group. In either case, it is clear that $H \cap K$ is $\pi$-solvable, and (ii) is proved.

If the upper or lower $\pi$-series of $G$ terminates in $G$, it can be refined to a composition series, each of whose factors will then be either a $\pi$ - or a $\pi^{\prime}$-group, so $G$ is $\pi$-separable. Conversely suppose $G$ is $\pi$-separable and assume, say, that the upper $\pi$-series of $G$ terminates in a proper subgroup $H$ of $G$. Setting $\bar{G}=G / H$, we then must have $O_{\pi}(\bar{G})=O_{\pi^{\prime}}(\bar{G})=\overline{1}$. But $\bar{G}$ is
$\pi$-separable by (ii) and so a minimal normal subgroup $\bar{K}$ of $\bar{G}$ (possibly $\bar{G}$ itself) is either a $\pi$ - or a $\pi^{\prime}$-group by (iii). Correspondingly $\bar{K} \subseteq O_{\pi}(\bar{G})$ or $\bar{K} \subseteq O_{\pi}(\bar{G})$; in either case, we have a contradiction. Thus (i) also holds and the theorem is proved.

The following property of $\pi$-separable groups is fundamental.

## Theorem 3.2

If $G$ is $\pi$-separable and $\bar{G}=G / O_{\pi^{\prime}}(G)$, then

$$
C_{\bar{G}}\left(O_{\pi}(\bar{G})\right) \subseteq O_{\pi}(\bar{G})
$$

In particular, if $O_{\pi^{\prime}}(G)=1$, then $C_{G}\left(O_{\pi}(G)\right) \subseteq O_{\pi}(G)$.

## Proof

$\bar{G}$ is $\pi$-separable and $O_{\pi}(\bar{G})=\overline{1}$ by Theorem 3.1. Hence it will suffice to treat the special case $O_{\pi} \cdot(G)=1$.

Set $H=O_{\pi}(G)$ and $C=C_{6}(H)$. Then $C \cap H=Z(H)$ and so we must prove that $C=Z(H)$. We have $O_{\pi}(C)$ char $C \triangleleft G$, so $O_{\pi}(C)$ is a normal $\pi$-subgroup of $G$ and hence $O_{\pi}(C) \subseteq H$. Thus $O_{\pi}(C) \subseteq C \cap H=Z(H)$. On the other hand, $Z(H) \triangleleft G$ and $Z(H) \subseteq C$, so that $Z(H) \subseteq O_{\pi}(C)$. We conclude that $O_{\pi}(C)=Z(H)$.

Assume now by way of contradiction that $C \supset Z(H)$. Then $C \supset O_{n}(C)$ by the preceding paragraph. Now $C$ is $\pi$-separable by Theorem 3.1, so $L=O_{\pi, \pi^{\prime}}(C) \supset O_{\pi}(C)$. Since $L / O_{\pi}(C)$ is a $\pi^{\prime}$-group, $Z(H)=O_{\pi}(C)$ is thus a normal $S_{\pi}$-subgroup of $L$ and hence by the Schur-Zassenhaus theorem $Z(H)$ possesses a complement $K \neq 1$ in $L$ which is an $S_{\pi}$-subgroup of $L$. But $K \subseteq C$ and $C$ centralizes $Z(H)$, whence $L=Z(H) \times K$ and, as $K$ is a $\pi^{\prime}$-group, we have $K$ char $L$ char $C \triangleleft G$. Thus $K \triangleleft G$ and consequently $K \subseteq O_{\pi^{\prime}}(G)=1$, a contradiction.

As an immediate corollary we have
Theorem 3.3
If $P$ is an $S_{p}$-subgroup of the $p$-solvable group $G$, then

$$
C_{\mathrm{G}}\left(P \cap O_{p^{\prime}, p}(G)\right) \subseteq O_{p^{\prime}, p}(G) .
$$

In particular, $Z(P) \subseteq O_{p^{\prime}, p}(G)$.

## Proof

Set $Q=P \cap O_{p^{\prime}, p}(G)$, so that $Q$ is an $S_{p}$-subgroup of $O_{p^{\prime}: p}(G)$. Hence $Q$ maps onto $O_{p}(\bar{G})$, where $\bar{G}=G / O_{p^{\prime}}(G)$. But then $C_{G}(Q)$ maps into $C_{\bar{G}}\left(O_{p}(\bar{G})\right)$ and consequently $C_{\sigma}(Q) \subseteq O_{p^{\prime}, p}(G)$ by Theorem 3.2. Since $Z(P)$ centralizes $Q$, it follows, in particular, that $Z(P) \subseteq O_{p^{\prime}, p}(G)$.

It is Theorem 3.2 that enables us to reformulate effectively many problems about $p$-solvable groups in terms of groups of linear transformations over $Z_{p}$. Indeed, as a second corollary, we have

## Theorem 3.4

Let $G$ be a p-solvable group in which $O_{p^{\prime}}(G)=1$ and set $H=O_{p}(G)$. Then $G / H$ is faithfully represented on $H / \Phi(H)$ regarded as a vector space over $Z_{p}$.

## Proof

We have $\Phi(H)$ char $H \triangleleft G$, so $\Phi(H) \triangleleft G$. Set $\bar{G}=G / \Phi(H)$ and let $\bar{H}$ be the image of $H$ in $\bar{G}$, so that $\bar{H}=H / \Phi(H)$ is an elementary abelian normal $p$-subgroup of $\bar{G}$. If $\bar{C}=C_{\bar{G}}(\bar{H})$, we know that $\bar{G} / \bar{C}$ is thus represented as a group of linear transformations of $\bar{H}$ as a vector space over $Z_{p}$. On the other hand, $\bar{G} / \bar{H}$ is isomorphic to $G / H$ by the second isomorphism theorem. Hence to complete the proof, it will suffice to show that $\bar{H}=\bar{C}$.
First of all, let $\bar{x}$ be a $p^{\prime}$-element of $\bar{C}$ and let $x$ be a representative of $\bar{x}$ in $G$, which we can assume is also a $p^{\prime}$-element. Then $x$ induces by conjugation a $p^{\prime}$-automorphism of $H$ which acts trivially on $\bar{H}=H / \Phi(H)$. By Theorem 5.1.4, this implies that $x$ acts trivially on $H$; that is, $x \in C_{G}(H)$. But $C_{G}(H) \subseteq H$ by Theorem 3.2. Thus $x \in H$ and so $\bar{x}=\overline{1}$. We conclude that $\bar{C}$ is a $p$-group. But $\bar{C} \triangleleft \bar{G}$ and so the inverse image $C$ of $\bar{C}$ is normal in $G$ and is a $p$-group. Hence $C=H$ and $\bar{C}=\bar{H}$, as required.

Using the Schur-Zassenhaus theorem we can also establish the existence of $S_{\sigma}$-subgroups in $\pi$-separable groups for suitable sets of primes $\sigma$, a result which will be basic for the study of solvable groups.

## Theorem 3.5

If $G$ is $\pi$-separable and $p, q$ are primes in $\pi, \pi^{\prime}$, respectively, then $G$ possesses an $S_{\sigma}$-subgroup for $\sigma=\pi, \sigma=\{\pi, q\}$, and $\sigma=\{p, q\}$.

## Proof

We argue by induction on $|G|$. Let $M$ be a minimal normal subgroup of $G$ and set $\bar{G}=G / M$, so that $\bar{G}$ is $\pi$-separable. By induction $\bar{G}$ possesses an $S_{\sigma}$-subgroup $\bar{H}$ for each choice of $\sigma$. Let $H$ be the inverse image of $\bar{H}$ in $G$. Then $H$ is $\pi$-separable and so if $H \subset G, H$ possesses an $S_{\sigma}$-subgroup by induction which is clearly an $S_{\sigma}$-subgroup of $G$.

Hence we may assume $H=G$, whence $\bar{G}=\bar{H}$ is a $\pi$-separable $\sigma$-group. Consider next the case that $M$ is a $\pi$-group. If $\sigma=\pi$ or $\sigma=\{\pi, q\}$, then $G$ itself is a $\sigma$-group and the theorem holds trivially. Hence we can assume $\sigma=\{p, q\}$. If $P$ is an $S_{p}$-subgroup of $M$, we have as usual that $G=M N$,
where $N=N_{G}(P)$. If $N \subset G$, then by induction $N$ possesses an $S_{\sigma}$-subgroup $K$. But $N$ contains an $S_{p}$-subgroup of $M$ and hence one of $G$ as well. Furthermore, $N$ maps on $\bar{G}, M$ is a $\pi$-group, and $q \in \pi^{\prime}$, which together imply that $N$ contains an $S_{q}$-subgroup of $G$. Thus $K$ is, in fact, an $S_{\sigma}$-subgroup of $G$. On the other hand, if $N=G$, then $P \triangleleft G$ and so if $P \neq 1$, then $P=M$, as $M$ is a minimal normal subgroup of $G$. In this case, $G$ itself is a $\sigma$-group and again the theorem holds trivially. Finally if $P=1$, then $M$ is a $p^{\prime}$-group as well as a $q^{\prime}$-group and so is a $\sigma^{\prime}$-group. But then $G$ possesses an $S_{\sigma}$-subgroup by the Schur-Zassenhaus theorem.

Hence by Theorem 3.1(iii) it remains to consider the case that $M$ is a $\pi^{\prime}$-group. If $\sigma=\pi$, then $M$ is a normal $S_{\pi}$-subgroup of $G$ and the theorem follows again by the Schur-Zassenhaus theorem. On the other hand, if $\sigma=\{\pi, q\}$ or $\{p, q\}$, we let $Q$ be an $S_{q}$-subgroup of $M$ and now set $N=N_{G}(Q)$. Then $G=M N$ and the theorem follows by the same argument as in the preceding paragraph.

If we assume $G$ is $\pi$-solvable or $\pi^{\prime}$-solvable (or invoke the solvability of groups of odd order), we can use part (ii) of Theorem 2.1 to obtain results on the conjugacy of $S_{\pi}$-subgroups of $G$.

## Theorem 3.6

Assume $G$ is $\pi$-solvable or $\pi^{\prime}$-sclvable and let $K$ be an $S_{n}$-subgroup of $G$. If $L$ is any $\pi$-subgroup of $G$, then $L^{x} \subseteq K$ for some $x$ in $G$. In particular, $L$ is contained in an $S_{n}$-subgroup of $G$ and any two $S_{\pi}$-subgroups of $G$ are conjugate.

## Proof

Our hypothesis implies that $G$ is $\pi$-separable, so $K$ exists by the preceding theorem. We prove the first statement by induction on $|G|$. Let $M$ be a minimal normal subgroup of $G$, so that $\bar{K}=K M / M$ is an $S_{\pi}$-subgroup of $\bar{G}=G / M$. Since $\bar{G}$ is either $\pi$-solvable or $\pi^{\prime}$-solvable, we have $\bar{L}^{\bar{x}} \subseteq \bar{K}$ for some $\bar{x}$ in $\bar{G}$, where $\bar{L}$ is the image of $L$ in $\bar{G}$. But then $L^{x} \subseteq K M$ for some $x$ in $G$. If $M$ is a $\pi$-group, so is $M K$, whence $M \subseteq K$ as $K$ is an $S_{\pi}$-subgroup of $G$. In this case we have $L^{x} \subseteq K$, as desired.

We can therefore assume that $M$ is a $\pi^{\prime}$-group. By Theorem 3.1(ii), $K$ or $M$ must be solvable according as $G$ is $\pi$ - or $\pi^{\prime}$-solvable. Correspondingly, $K M$ is $\pi$ - or $\pi^{\prime}$-solvable. Hence if $K M \subset G$ we can apply induction to conclude that $\left(L^{x}\right)^{y} \subseteq K$ for some $y$ in $K M$, whence $L^{z} \subseteq K$ with $z=x y$.

Suppose finally that $G=K M$. Set $G_{1}=L M$. If $G$ is $\pi$-solvable, then $L$ is solvable. Thus either $L$ or $M$ is solvable. Now clearly $L$ is an $S_{\pi}$-subgroup of $G_{1}$. Furthermore, $G=G_{1} K$ and $|G|=|M||K|$, whence $\left|G_{1} \cap K\right|=|L|$.

Hence also $G_{1} \cap K$ is an $S_{n}$-subgroup of $G$. But then by Theorem 2.1(ii), $L^{x}=G_{1} \cap K \subseteq K$ for some $x$ in $G$ and the first assertion of the theorem is proved.

Finally, if $L^{x} \subseteq K$, then $L \subseteq K^{x^{-1}}=K_{1}$ and $K_{1}$ is an $S_{\pi}$-subgroup of $G$. Moreover, if $L$ is itself an $S_{\pi}$-subgroup of $G$, then $|L|=|K|$ and so $L^{x}=K$. Thus the final statement also holds.

## 4. SOLVABLE GROUPS

Since a solvable group is $\pi$-solvable for every set of primes $\pi$, Theorems 3.5 and 3.6 yield as a corollary the following basic properties of solvable groups:

## Theorem 4.1 (P. Hall)

If $G$ is solvable, then
(i) $G$ possesses an $S_{\pi}$-subgroup for any set of primes $\pi$.
(ii) Any two $S_{\pi}$-subgroups of $G$ are conjugate.
(iii) Any $\pi$-subgroup of $G$ is contained in an $S_{\pi}$-subgroup.

This result, because of its obvious relation with Sylow's theorem, is often called the extended Sylow theorem for solvable groups. We wish to derive a slight refinement of this result which depends upon the following lemma:

## Lemma 4.2

If $H$ and $K$ are subgroups of $G$ such that $|G: H|$ and $|G: K|$ are relatively prime, then
(i) $|G: H \cap K|=|G: H||G: K|$.
(ii) $G=H K$.

## Proof

Set $g=|G|, m=|G: H|, n=|G: K|$, and $a=|H \cap K|$. Then $|H|=a h$ and $|K|=a k$ for suitable integers $h, k$. Hence $g=a h m=a k n$, which implies that $h m=k n$. Since $(m, n)=1$ by hypothesis, this gives $h=n r$ and $k=m r$ for some integer $r$. But then also

$$
\begin{equation*}
g=a m n r . \tag{4.1}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
g=|G| \geqslant|H K|=|H||K| /|H \cap K|=(a h)(a k) / a=a m n r^{2} . \tag{4.2}
\end{equation*}
$$

Now (4.1) and (4.2) force $r=1$. Hence $|H K|=a m n=g$ and so $H K=G$.

Furthermore, $|G: H \cap K|=a m n / a=m n=|G: H||G: K|$, and the lemma is proved.

We now prove

## Theorem 4.3 (P. Hall)

Let $G$ be a solvable group and let $\pi(G)=\left\{p_{i} \mid 1 \leqslant i \leqslant n\right\}$. Then there exist $S_{p_{i}}$-subgroups $P_{i}$ of $G, 1 \leqslant i \leqslant n$, such that $P_{i} P_{j}=P_{j} P_{i}$ is a group for all $i, j$.

## Proof

Let $g=|G|=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdots p_{n}^{e_{n}}$. First of all, by Theorem 4.1(i) with $\pi=p_{i}^{\prime}$, $G$ possesses an $S_{p_{i}}$-subgroup $H_{i}, 1 \leqslant i \leqslant n$. Then $\left|G: H_{i}\right|=p_{i}^{e_{i}}$ and hence $\left|G: H_{i}\right|$ and $\left|G: H_{j}\right|$ are relatively prime. But then $\left|G: H_{i} \cap H_{j}\right|=p_{i}^{e_{i} p_{j}^{e_{j}} \text { by }}$ Lemma 4.2 and consequently $H_{i} \cap H_{j}$ is an $S_{\pi}$-subgroup of $G$ with $\pi=\pi(G)-\left\{p_{i}, p_{j}\right\}$. Since $\left|H_{i}: H_{i} \cap H_{j}\right|=p_{j}^{e_{j}}$, it follows now by another application of Lemma 4.2 that for $i \neq j \neq k \neq i$, we have $\left|H_{i}: H_{i} \cap H_{j} \cap H_{k}\right|=p_{j}^{e_{j}} p_{k}^{e_{k}}$, whence $H_{i} \cap H_{j} \cap H_{k}$ is an $S_{\pi}$-subgroup of $G$ with $\pi=\pi(G)-\left\{p_{i}, p_{j}, p_{k}\right\}$. Repeated application of this argument yields that the $2^{n}$ intersections of the $H_{i}$, including the empty intersection $G$, are $S_{n}$-subgroups of $G$ for appropriate sets of primes $\pi$.

In particular, $P_{i}=\bigcap_{j \neq i} H_{j}$ is an $S_{p_{i}}$-subgroup of $G$ and $\bigcap_{k \neq i, j} H_{k}=Q_{i j}$ is an $S_{\left\langle p_{i}, p_{j}\right|}$-subgroup of $G$. But $P_{i} P_{j} \subseteq Q_{i j}$ and $\left|P_{i} P_{j}\right|=\left|Q_{i j}\right|$, which together imply that $P_{i} P_{j}=P_{j} P_{i}=Q_{i j}$ is a group. Since this holds for all $i, j$, the theorem is proved.

The proof of the theorem implies, in fact, that $P_{i 1} P_{i 2} \cdots P_{i k}$ is a group for any subset, $\left\{i_{i}, i_{2}, \ldots, i_{k}\right\}$.

A set of Sylow subgroups which satisfy the conditions of the theorem is called a Sylow system of $G$.

Philip Hall's renowned characterization of solvable groups asserts that the existence of $S_{p}$-subgroups in a group $G$ for all $p$ implies that $G$ is solvable. We turn now to the proof of this beautiful result.

We first prove

## Theorem 4.4

If a group $G$ possesses three solvable subgroups whose indices are pairwise relatively prime, then $G$ is solvable.

## Proof

Let $H_{i}, 1 \leqslant i \leqslant 3$, be the three given subgroups of $G$. If $H_{1}=1$, then $\left|G: H_{1}\right|=|G|$. Then $\left|G: H_{2}\right|$ must be relatively prime to $|G|$, which is possible only if $H_{2}=G$, whence $G$ is solvable in this case. Hence we may
assume $H_{i} \neq 1,1 \leqslant i \leqslant 3$. Let $M$ be a minimal normal subgroup of $H_{1}$. Since $H_{1}$ is solvable, $M$ is an elementary abelian $p$-group for some prime $p$. Since $H_{2}$ and $H_{3}$ have coprime indices, we can assume that $p$ does not divide, say, $\left|G: H_{2}\right|$, in which case $H_{2}$ contains an $S_{p}$-subgroup of $G$. Hence if $P_{1}$ denotes an $S_{p}$-subgroup of $H_{1}$, we have $P_{1} \subseteq H_{2}^{x}$ for some $x$ in $G$. Since $H_{2}^{x}$ has the same properties as $H_{2}$, we can replace $H_{2}$ by $H_{2}^{x}$ and so can assume without loss that $H_{2}$ contains $P_{1}$. But $M$, being normal in $H_{1}$, is contained in every $S_{p}$-subgroup of $H_{1}$. Hence $M \subseteq H_{1} \cap H_{2}$.

Now by Lemma 4.2, we have $G=H_{1} H_{2}$. Hence if $y \in G, y=y_{1} y_{2}$ with $y_{i} \in H_{i}, 1 \leqslant i \leqslant 2$, and consequently $M^{y}=M^{y, y_{2}}=M^{y_{2}} \subseteq H_{2}$. But then the normal closure $K=M^{G}=\left\langle M^{y} \mid y \in G\right\rangle \subseteq H_{2}$. Since $H_{2}$ is solvable, so is $K$. Furthermore, it is immediate that the subgroups $K H_{i} / K$ of $G / K$ satisfy the conditions of the theorem. Hence by induction $G / K$ is solvable. We conclude that $G$ is solvable.

We now prove

## Theorem 4.5 (P. Hall)

$G$ is solvable if and only if $G$ possesses an $S_{p}$-subgroup for every prime $p$.

## Proof

Obviously we can restrict ourselves to $p$ in $\pi(G)$. If $G$ is solvable, the conclusion follows from Theorem 4.1(i). Conversely let $|G|=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdots p_{n}^{e_{n}}$ with $p_{1}, p_{2}, \cdots p_{n}$ distinct primes. If $n=1, G$ is a $p_{1}$-group and so is solvable. If $n=2$, then $G$ is solvable by Burnside's theorem. Hence we may assume $n>2$. Let $H_{i}$ be an $S_{p i}$-subgroup of $G, 1 \leqslant i \leqslant n$, which exists by hypothesis.

We argue by induction on $|G|$ that each $H_{i}$ is solvable. Since $\left|G: H_{i}\right|=p_{i}^{e_{i}}, H_{1}, H_{2}$, and $H_{3}$ have pairwise relatively prime indices and so the solvability of $G$ will then follow from the preceding theorem. Now by Lemma $4.2, H_{1} \cap H_{j}$ is an $S_{\pi}$-subgroup of $G$ with $\pi=\pi(G)-\left\{p_{1}, p_{j}\right\}$ and consequently $H_{1} \cap H_{j}$ is an $S_{p_{j}}$-subgroup of $H_{1}, 2 \leqslant j \leqslant n$. Hence by induction, $H_{1}$ is solvable. Similarly, $H_{2}, H_{3}$ are solvable and the theorem is proved.

The study of solvable groups and, in particular, supersolvable groups is a very rich portion of finite group theory. The theory of system normalizers, Carter subgroups, and formations has been investigated in great detail and contains many important and interesting results. However, as these results do not appear to have direct applicability to the various problems we shall discuss, we conclude the general development of solvable groups at this point.

## 5. $p$-STABILITY IN $p$-SOLVABLE GROUPS

Our results on p-stability (Chapter 3, Section 8) together with the general properties of $p$-solvable groups established above lead at once to the following theorem:

## Theorem 5.1

Let $G$ be a p-solvable group in which $O_{p}(G)=1$ and assume that either $p \geqslant 5$ or $p=3$ and $\operatorname{SL}(2,3)$ is not involved in $G$. Then $G$ is $p$-stable.

## Proof

Suppose $G$ possesses a faithful representation on $V$ over $G F\left(p^{n}\right)$ in which some $p$-element $x$ of $G$ has a quadratic minimal polynomial. Set $P=\langle x\rangle$ and $H=O_{p^{\prime}}(G)$. Since $O_{p}(G)=1$, Theorem 3.2 implies that $C_{6}(H) \subseteq H$ and hence that $C_{p}(H)=1$. On the other hand, $P$ induces by conjugation a group of automorphisms of $H$ of order prime to $|H|$ and so $P$ leaves an $S_{q}$-subgroup $Q$ of $H$ invariant for each $q$ in $\pi(H)$ by Theorem 2.2. Since $\Omega_{1}(P)$ does not centralize $H$, it does not centralize some $Q$. For such a choice of $Q$, we have $C_{P}(Q)=1$. Set $K=P Q$. Then $O_{p}(K) \subseteq P$ and $\left[O_{p}(K), Q\right] \subseteq P \cap Q=1$. Thus $O_{p}(K) \subseteq C_{P}(Q)=1$. We conclude that $K$ is a solvable group containing $x$ and having no nontrivial normal $p$-subgroups. Furthermore, $S L(2,3)$ is not involved in $K$ if $p=3$. Hence $K$ is $p$-stable by Theorem 3.8.4(e). Since $K$ is faithfully represented on $V, x$ does not have a quadratic minimal polynomial on $V$, a contradiction.

In view of the conclusion of the theorem, it will be convenient to call a $p$-solvable group $G$ strongly $p$-solvable if either $p \geqslant 5$ or $p=3$ and $S L(2,3)$ is not involved in $G$.

We have seen in Theorem 3.3 that in a $p$-solvable group $G$ we have $Z(P) \subseteq O_{p^{\prime}, p}(G)$ for any $S_{p^{\prime}}$-subgroup $P$ of $G$. The importance of the preceding theorem lies in the fact that if $G$ is strongly $p$-solvable, not only is $Z(P) \subseteq O_{p^{\prime}, p}(G)$, but also so is every normal abelian subgroup of $P$. Indeed we have:

## Theorem 5.2

If $P$ is an $S_{p}$-subgroup of the strongly p-solvable group $G$, then every normal abelian subgroup of $P$ is contained in $O_{p^{\prime}, p}(G)$.

## Proof

It clearly suffices to prove the theorem for $G / O_{p}(G)$, which is also strongly $p$-solvable. Hence without loss we can assume that $O_{p^{\prime}}(G)=1$. Set
$R=O_{p}(G), V=R / \Phi(R)$, and $\bar{G}=G / R$. Then by Theorem 3.4, $\bar{G}$ is faithfully represented on $V$ as a vector space over $Z_{p}$. But $\bar{G}$ is also strongly $p$-solvable and $O_{p}(\bar{G})=\bar{I}$. Hence by Theorem 5.1, the representation of $\bar{G}$ on $V$ is $p$-stable.

Now let $A$ be an abelian normal subgroup of $P$ and let $\bar{A}$ be its image in $\bar{G}$. Since $A \triangleleft P,[P, A] \subseteq A$ and since $A$ is abelian, this gives $[P, A, A]=1$. But then $[R, A, A]=1$ and consequently

$$
[R / \Phi(R), A \Phi(R) / \Phi(R), A \Phi(R) / \Phi(R)]=1 \quad \text { that is, }[V, \bar{A}, \bar{A}]=1
$$

But now Theorem 2.6.6 implies that each $\bar{x}$ in $\bar{A}$ induces a linear transformation of $V$ which satisfies the polynomial $(X-1)^{2}$. Since the representation is $p$-stable, this is possible only if each $\bar{x}$, in fact, satisfies the polynomial $X-1$. Thus $\bar{A}$ acts trivially on $V$ and, as the representation of $\bar{G}$ on $V$ is faithful, this yields $\bar{A}=\bar{I}$, whence $A \subseteq R=O_{p}(G)$.

The following slight extension of this result will be very important for us (see Section 8.1).

## Theorem 5:3

Let $G$ be a strongly p-solvable group and $P$ a p-subgroup of $G$ such that $O_{p^{\prime}}(G) P \triangleleft G$. Then if $A$ is a p-subgroupof $N_{G}(P)$ with the property $[P, A, A]=$ 1, we have

$$
A C_{G}(P) / C_{G}(P) \subseteq O_{p}\left(N_{G}(P) / C_{G}(P)\right)
$$

Remark Taking $P$ to be a Sylow $p$-subgroup of $O_{p^{\prime}, p}(G)$, we have $O_{p}(G) P$ $\Delta G$. If $Q$ is an $S_{P}$-subgroup of $G$ containing $P$ and $A$ is an abelian normal subgroup of $Q$, then certainly $[P, A, A]=1$. By the theorem, $A \subseteq P$ and so $A \subseteq O_{p^{\prime}, p}(G)$. Thus Theorem 5.2 is, in fact, a special case of Theorem 5.3.

## Proof

Set $N=N_{G}(P)$ and let $P=P_{1} \supset P_{2} \supset \cdots \supset P_{n+1}=1$ be an $N$-invariant normal series of $P$ such that each $\bar{P}_{i}=P_{i} / P_{i+1}, 1 \leqslant i \leqslant n$, is elementary abelian and such that $N$ acts irreducibly on $\bar{P}_{i}$. Let $H_{i}$ be the kernel of the representation of $N$ on $\bar{P}_{i}$. Since $\bar{N}_{i}=N / H_{i}$ acts faithfully and irreducibly on $\bar{P}_{i}$ as a vector space over $Z_{p}$, we have $O_{p}\left(\bar{N}_{i}\right)=\overline{1}$ by Theorem 3.1.3.

On the other hand, as $[P, A, A]=1$, certainly $\left[\bar{P}_{i}, \bar{A}_{i}, \bar{A}_{i}\right]=1$, where $\bar{A}_{i}$ denotes the image of $A$ in $\bar{N}_{i}$. But now it follows from Theorem 2.6.6, exactly as in the proof of the preceding theorem, that $\bar{A}_{i}=\bar{I}$, whence $A \subseteq H_{i}$ for all
$i, 1 \leqslant i \leqslant n$. We conclude that $A \subseteq H=\bigcap_{i=1}^{n} H_{i}$. But $H$ stabilizes the normal series $P_{i}, 1 \leqslant i \leqslant n+1$, of $P$. Since $H / C$ is a subgroup of Aut $P$, where $C=C_{G}(P)$, Corollary 5.3 .3 now yields that $H / C$ is a p-group. But $H / C \triangleleft N / C$, so $H / C \subseteq O_{p}(N / C)$. Thus $A C / C \subseteq O_{p}(N / C)$ and the theorem is proved.

We note that the argument shows that Theorem 5.3 is, in fact, valid for any group which involves only $p$-stable subgroups.

## EXERCISES

1. Let $G$ be a solvable group in which $F(G)$ is a $p$-group. Prove that $O_{p^{\prime}}(G)=1$ and that $F(G)=O_{p}(G)$.
2. Let $H, K$ be $S_{\pi}$-subgroups of $G$ and assume $H$ and $K$ are nilpotent. Prove that $H$ and $K$ are conjugate in $G$.
3. Let $A$ be a $\pi^{\prime}$-group of automorphisms of the $\pi$-group $G$. Prove that $[G, A, A]=[G, A]$.
4. If $G$ is a solvable group with abelian Sylow subgroups, show that $Z(G) \cap G^{\prime}=1$.
5. Let $H$ and $K$ be $S_{\{p . q\}}$-subgroups of the solvable group $G$. If $X$ is a subgroup of $G$ with $X \subseteq O_{p}(H) \cap K$, show that $X \subseteq O_{p}(K)$.
6. Let $G$ be a $p$-solvable group and let $Q$ be a $p^{\prime}$-subgroup of $G$ such that $\left|N_{G}(Q) / C_{G}(Q)\right|$ is divisible by $p$. Prove that $Q$ does not normalize an $S_{p}$-subgroup of $G$.
7. Let $G$ be $p$-solvable, let $P$ be a fixed $S_{p}$-subgroup of $G$, and denote by $\mathscr{H}(P)$ the set of subgroups $H$ of $G$ such that (a) $H$ has $p$-length at most 2, (b) $P \subseteq H$, and (c) $\pi(H)$ consists of at most two primes. Prove
(i) $G=\langle H \mid H \in \mathscr{H}(P)\rangle$.
(ii) If $M$ and $N$ are subgroups of $G$ containing $P$ such that $H=(H \cap M)(H \cap N)$ for all $H$ in $\mathscr{H}(P)$, then $G=M N$.
8. Let $G$ be $p$-solvable with $O_{p^{\prime}}(G)=1$. Let $Q$ be a $p^{\prime}$-subgroup of $G$ and $A$ a $p$-subgroup of $N_{G}(Q)$ such that $[A, Q]=Q$. Prove that $\left[O_{p}(G), A, Q\right] \neq 1$.
9. Show that any two Sylow systems of a solvable group $G$ are conjugate in $G$.
10. Let $P_{i}, 1 \leqslant i \leqslant n$, be a Sylow system of the solvable group $G$. Prove
(i) For each subset $\pi$ of $\pi(G)$, there exists an $S_{\pi}$-subgroup $G_{\pi}$ of $G$ such that $P_{i} \cap G_{\pi}$ is a Sylow subgroup of $G_{\pi}$.
(ii) If $C=\bigcap_{\pi \subseteq \pi(G)} N_{G}\left(G_{\pi}\right)$, then $C$ is nilpotent.
11. Let $p$ be a prime in $\pi(G)$, set

$$
\mathscr{B}=\left\{B \mid B \triangleleft G, B \text { is a } p \text {-group, and } O_{p}\left(G / C_{G}(B)\right)=1\right\},
$$

and let $R=\langle B \mid B \in \mathscr{B}\rangle$. Prove
(i) $R \in \mathscr{B}$.
(ii) $R$ is abelian.
12. Let $G$ be $p$-solvable with $O_{p^{\prime}}(G)=1$. Let $P$ be an $S_{p}$-subgroup of $G$ and let $B=Z(P)^{G}$ be the normal closure of $Z(P)$ in $G$. Prove
(i) $B$ is an abelian $p$-group.
(ii) $O_{p}\left(G / C_{G}(B)\right)=1$ (hence $B \in \mathscr{B}$ in the notation of Exercise 11).
(iii) $C_{G}(B)$ is the largest normal subgroup of $G$ which centralizes $Z(P)$.
13. Show that either of the following conditions imply that $G$ has $p$-length 1 .
(a) $G$ is $p$-solvable and an $S_{p}$-subgroup of $G$ is abelian.
(b) $G$ is strongly $p$-solvable and an $S_{p}$-subgroup of $G$ has class 2.
14. Let $G$ be $p$-solvable with $O_{p^{\prime}}(G)=1$ and let $P$ be an $S_{p}$-subgroup of $G$, $p$ odd. Prove that every cyclic normal subgroup of $P$ lies in $O_{p}(G)$.

## FUSION, TRANSFER, AND $p-F A C T O R ~ G R O U P S$

We begin with Alperin's fundamental theorem which describes the conjugacy of $p$-elements of a group $G$. This theorem asserts that such conjugacy, which can be regarded as a "global" property of $G$ is, in fact, completely determined by "local" properties-specifically, by the structure of the normalizers of the nonidentity $p$-subgroups of $G$. On the basis of this result, we are able to give a concise treatment of all the standard applications of the transfer homomorphism, including the theorems of Burnside, Frobenius, and Grün on the existence of nontrivial p-factor groups. In Section 5 we introduce the general notion of weak closure and study its relation to the particular concept of $p$-normality. Then in the final two sections we study groups with very restricted classes of Sylow $p$-subgroups, which provides an opportunity to apply a number of our general theorems to obtain information about the fusion of $p$-elements in such groups.

## 1. LOCAL FUSION

If $x$ and $y$ are conjugate elements in $G$, then obviously $|x|=|y|$. Hence if $\pi(\langle x\rangle)=\left\{p_{i} \mid 1 \leqslant i \leqslant r\right\}$, Theorem 1.3.1 implies that $x=x_{1} x_{2} \cdots x_{r}$ and
$y=y_{1} y_{2} \cdots y_{r}$ with $x_{i}, y_{i}$ uniquely determined $p_{i}$-elements of $\langle x\rangle,\langle y\rangle$, respectively. Raising $x$ and $y$ to the appropriate powers, the conjugacy of $x$ and $y$ implies the conjugacy of $x_{i}$ and $y_{i}, 1 \leqslant i \leqslant r$. Because of this, many questions of conjugacy in general can be reduced to problems about conjugacy of elements of prime power order. Furthermore, because of Sylow's theorem, conjugacy of such elements can in turn be reduced to the study of conjugacy of elements of a fixed Sylow subgroup of $G$.

If $P$ is a fixed $S_{p}$-subgroup of the group $G$, then obviously two elements of $P$ that are conjugate in $P$ are conjugate in $G$. Determination of the conjugacy classes of a given $p$-group may not be easy to accomplish. However, this question is not the one which will primarily concern us; rather we shall be interested in the converse problem: when are distinct conjugate classes of $P$ part of the same conjugate class of $G$ ?

Thus we say that two elements $x, y$ of $P$ are fused in $G$ if $x$ and $y$ are conjugate in $G$, but not in $P$. In this case the distinct conjugate classes of $P$ in which $x$ and $y$ lie are part of a single conjugate class in $G$. More generally two subsets $X, Y$ of $P$ are said to be fused in $G$ if they are conjugate in $G$, but not in $P$.

If $x, y$ lie in a subgroup $P_{1}$ of $P$, it may happen that $x$ and $y$ are conjugate in $N_{G}\left(P_{1}\right)$. (If $x, y$ are conjugate in $P$, this is indeed the case with $P_{1}=P$.) However, $x$ and $y$ may very well be conjugate in $G$ without the conjugation taking place in the normalizer of some subgroup of $P$ containing them. A slightly more general situation is the following: There exist subgroups $P_{1}$ and $P_{2}$ of $P$ with $x \in P_{1}, y \in P_{2}$, such that $x$ is conjugate in $N_{G}\left(P_{1}\right)$ to an element $z$ which lies in $P_{2}$ and $z$ in turn is conjugate to $y$ in $N_{G}\left(P_{2}\right)$. We shall give an exercise to illustrate that $x$ and $y$ may be conjugate in this latter fashion without being conjugate in the normalizer of any subgroup of $P$. Clearly we can generalize this procedure to any finite number of subgroups of $P$. Thus by considering the normalizers of all nonidentity $p$-subgroups of $P$, we can study the fusion that takes place in these normalizers by the process just described. Conjugacy of this type we can regard as "local conjugacy" or "local fusion," in the sense that it is determined in the "neighborhood" of the $S_{p}$-subgroup $P$ of $G$.

We formalize this in the following definition: Two subsets $X, Y$ of $P$ are said to be locally conjugate or locally fused in $G$ provided there exists a sequence of subgroups $P_{i}$ of $P, 1 \leqslant i \leqslant n+1$, and elements $x_{i}$ of $N_{G}\left(P_{i}\right), 1 \leqslant i \leqslant n$, such that

$$
\begin{equation*}
X^{x_{1} x_{2} \cdots x_{i}} \subseteq P_{i+1} \quad \text { and } \quad X^{x_{1} x_{2} \cdots x_{n}}=Y \tag{1.1}
\end{equation*}
$$

On its face, it would appear that the elements $x$ and $y$ of $P$ could be fused in $G$ without being locally fused. However, this is, in fact, not possible as Alperin's remarkable theorem will demonstrate. Some work of Burnside and Wielandt perhaps foreshadowed this striking result; and we conclude this introductory section with Burnside's classical theorem:

## Theorem 1.1 (Burnside)

If $P$ is an $S_{p}$-subgroup of $G$, then two normal subsets of $P$ are conjugate in $G$ if and only if they are conjugate in $N_{G}(P)$. In particular, two elements of $Z(P)$ are conjugate in $G$ if and only if they are conjugate in $N_{G}(P)$.

## Proof

Obviously any element of $Z(P)$ is itself a normal subset of $P$ and also two subsets of $P$ conjugate in $N_{G}(P)$ are conjugate in $G$. Hence we need only prove that if $X, Y$ are normal subsets of $P$ with $Y=X^{u}, u \in G$, then $Y=X^{2}$ with $z \in N_{G}(P)$. Set $N=N_{G}(Y)$, so that $P \subseteq N$, as $Y$ is a normal subset of $P$. But $Y$ is also a normal subset of $P^{u}$, as $Y=X^{u}$ and $X$ is a normal subset of $P$. Hence also $P^{u} \subseteq N$. Then $P$ and $P^{u}$ are $S_{p}$-subgroups of $N$ and consequently $P^{u v}=P$ for some $v$ in $N$. Setting $z=u v$, we then have $z \in N_{G}(P)$ and $X^{z}=X^{u v}=Y^{v}=Y$, as required.

## 2. ALPERIN'S THEOREM

Alperin's results will show not only that all fusion is local, but that considerable restriction can be placed upon the subgroups $P_{i}$ of $P$ and the elements $x_{i}$ of $N_{G}\left(P_{i}\right)$ which effect the local conjugation. For the subsequent applications it will be necessary to establish his results in a very precise form. We therefore begin with some definitions involving Sylow groups and their intersections.

If $P$ and $Q$ are $S_{p}$-subgroups of $G$, we shall say that the intersection $P \cap Q$ is tame provided $N_{P}(P \cap Q)$ and $N_{Q}(P \cap Q)$ are each $S_{P}$-subgroups of $N_{G}(P \cap Q)$.
In general, $N_{P}(P \cap Q)$ and $N_{Q}(P \cap Q)$ are $p$-subgroups of $N_{G}(P \cap Q)$, but one or both may fail to be an $S_{D}$-subgroup of $N_{G}(P \cap Q)$. If $P \cap Q=1$, then $N_{P}(P \cap Q)=P$ and $N_{Q}(P \cap Q)=Q$, so in this case $P \cap Q$ is always a tame intersection. Likewise, if $P=Q$, then $P \cap Q=P$ and in this case also $P \cap Q$ is a tame intersection.

Now let $P$ be a fixed $S_{p}$-subgroup of $G$. Then if $Q, R$ are two $S_{p}$-subgroups of $G$ we shall say that $R$ is related to $Q$ with respect to $P$ provided
there exist $S_{p}$-subgroups $Q_{i}, 1 \leqslant i \leqslant n$, such that
(a) $P \cap Q_{i}$ is a tame intersection, $\mathrm{I} \leqslant i \leqslant n$.
(b) There exist $p$-elements $x_{i}$ of $N_{G}\left(P \cap Q_{i}\right), 1 \leqslant i \leqslant n$, such that $R^{x}=Q$, where $x=x_{1} x_{2} \cdots x_{n}$.
(c) $P \cap R \subseteq P \cap Q_{1}$ and $(P \cap R)^{x_{1} x_{2} \cdots x_{i}} \subseteq P \cap Q_{i+1}, 1 \leqslant i \leqslant n-1$.

Whenever this is the case we shall write $R \sim_{P} Q$, and if there is no danger of confusion we shall simply write $R \sim Q$. If we wish to refer to the conjugating element $x$, we shall write $R \sim Q$ via $x$.

Condition (c) amounts to the fact that as we conjugate from $R$ to $Q$, we are "keeping track" of what is happening to $P \cap R$. Although the definition does not specify the final intersection when we apply $x_{n}$, this intersection is, in fact, determined. Indeed,

$$
(P \cap R)^{x}=\left((P \cap R)^{x_{1} x_{2} \cdots x_{n}-1}\right)^{x_{n}} \subseteq\left(P \cap Q_{n}\right)^{x_{n}} \subseteq P \cap Q_{n},
$$

as $x_{n} \in N_{G}\left(P \cap Q_{n}\right)$.
Since this last inclusion may be proper, we cannot necessarily reverse our steps, and so the relation $R \sim_{P} Q$ is not necessarily symmetric. On the other hand, if $P \cap Q$ is a tame intersection, then obviously $Q \sim_{P} Q$ with $n=1, x_{1}=1$, and $Q_{1}=Q$; so our relation is reflexive.

Alperin's principal result, from which the conclusions on fusion follow directly, is the following: If $Q$ is any $S_{p}$-subgroup of $G$, then the relation $Q \sim_{P} P$ necessarily holds. We carry this out in a sequence of lemmas, the first of which shows that the given relation is transitive. We emphasize that throughout $P$ is a fixed $S_{p}$-subgroup of $G$ and we drop the subscript $P$.

## Lemma 2.1

If $Q, R, S$ are $S_{p}$-subgroups of $G$ such that $S \sim R$ and $R \sim Q$, then $S \sim Q$.

## Proof

Suppose $y_{i}, T_{i}, l \leqslant i \leqslant m$, and $z_{i}, U_{i}, l \leqslant i \leqslant r$, are elements and $S_{p}$-subgroups of $G$ which realize the relations $S \sim R$ and $R \sim Q$ with respect to $P$, respectively. Set $n=m+r$ and define

$$
x_{i}=\left\{\begin{array}{l}
y_{i}  \tag{2.1}\\
z_{i-m}
\end{array} \quad \text { and } \quad Q_{i}= \begin{cases}T_{i} & 1 \leqslant i \leqslant m \\
U_{i-m} & m+1 \leqslant i \leqslant n .\end{cases}\right.
$$

We claim that the elements $x_{i}$ and the $S_{p}$-subgroups $Q_{i}, 1 \leqslant i \leqslant n$, effect the desired conclusion $S \sim Q$.

Indeed, $P \cap Q_{i}$ is a tame intersection and $x_{i}$ is a $p$-element of $N_{G}\left(P \cap Q_{i}\right)$ for all $i$ inasmuch as corresponding statements hold for $P \cap T_{i}, P \cap U_{i}$, $y_{i}$, and $z_{i}$. Furthermore, if $y=y_{1} y_{2} \cdots y_{m}$ and $z=z_{1} z_{2} \cdots z_{r}$, then
$x=y z=x_{1} x_{2} \cdots x_{n}$. Since $S^{y}=R$ and $R^{z}=Q$, we have $S^{x}=Q$. Thus conditions (a) and (b) of the definition of $S \sim Q$ hold.

Now $P \cap S \subseteq P \cap T_{1}=P \cap Q_{1}$, while if $1 \leqslant i \leqslant m-1$, then

$$
\begin{equation*}
(P \cap S)^{x_{1} x_{2} \cdots x_{i}}=(P \cap S)^{y_{1} y_{2} \cdots y_{i}} \subseteq P \cap T_{i+1}=P \cap Q_{i+1} \tag{2.2}
\end{equation*}
$$

Furthermore,

$$
(P \cap S)^{x_{1} x_{2} \cdots x_{m}}=(P \cap S)^{y} \subseteq P \cap R,
$$

as we have observed above. But then

$$
\begin{equation*}
(P \cap S)^{x_{1} x_{2} \cdots x_{m}} \subseteq P \cap U_{1}=P \cap Q_{m+1} \tag{2.3}
\end{equation*}
$$

as $P \cap R \subseteq P \cap U_{1}$.
Finally, for $m+1 \leqslant i \leqslant n-1$, we have

$$
\begin{align*}
(P \cap S)^{x_{1} x_{2} \cdots x_{i}} & =\left((P \cap S)^{y}\right)^{x_{m+1} \cdots x_{i}} \subseteq(P \cap R)^{z_{1} z_{2} \cdots z_{m-i}}  \tag{2.4}\\
& \subseteq P \cap U_{i-m+1}=P \cap Q_{i+1} .
\end{align*}
$$

But now (2.2), (2.3), and (2.4) together show that also condition (c) holds. Thus $S \sim Q$, as asserted.

## Lemma 2.2

Let $Q, R$ be $S_{p}$-subgroups of $G$ such that $P \cap R \supseteq P \cap Q, R \sim P$ via $x$, and $Q^{x} \sim P$. Then $Q \sim P$.

## Proof

By the preceding lemma, it will be enough to show that $Q \sim Q^{x}$. Let $x=x_{1} x_{2} \cdots x_{n}$ and $Q_{i}, 1 \leqslant i \leqslant n$, be given in accordance with the definition $R \sim P$ via $x$. We claim that $Q \sim Q^{x}$ is given by the same elements $x_{i}$ and $S_{p}$-subgroups $Q_{i}$. Indeed, conditions (a) and (b) clearly hold as $Q$ is conjugated into $Q^{x}$ by the element $x$. As for (c), $P \cap Q \subseteq P \cap R$ by hypothesis and so $P \cap Q \subseteq P \cap Q_{1}$. But then

$$
(P \cap Q)^{x_{1} x_{2} \cdots x_{i}} \subseteq(P \cap R)^{x_{1} x_{2} \cdots x_{i}} \subseteq P \cap Q_{i+1} \quad 1 \leqslant i \leqslant n-1,
$$

as required.

## Lemma 2.3

Let $Q, R$ be $S_{p}$-subgroups of $G$ such that $R \cap Q \supset P \cap Q$ and $R \sim P$. Suppose $S \sim P$ for all $S_{p}$-subgroups $S$ of $G$ with the property $|S \cap P|>|Q \cap P|$. Then $Q \sim P$.

## Proof

Let $R \sim P$ via $x$, so that $R^{x}=P$. Then $P \cap Q^{x}=R^{x} \cap Q^{x}=(R \cap Q)^{x}$. But by hypothesis, $|R \cap Q|>|P \cap Q|$, whence $\left|P \cap Q^{x}\right|>|P \cap Q|$. Hence
$Q^{x} \sim P$ by our second assumption. Since $R \sim P$, the desired conclusion $Q \sim P$ will follow from the preceding lemma provided we show that $P \cap R \supseteq P \cap Q$. But $P \cap R \supseteq P \cap(R \cap Q) \supseteq P \cap(P \cap Q)=P \cap Q$, as required.

## Lemma 2.4

Let $Q$ be an $S_{P}$-subgroup of $G$ such that $P \cap Q$ is a tame intersection. If $S \sim P$ for all $S_{p}$-subgroups $S$ of $G$ with the property $|S \cap P|>|Q \cap P|$, then $Q \sim P$.

## Proof

If $Q=P$, then we know that $Q \cap P$ is a tame intersection and that $Q \sim P$; hence we may assume $Q \neq P$, in which case $P \cap Q \subset P$. Set $P_{0}=N_{P}(P \cap Q)$ and $Q_{0}=N_{Q}(P \cap Q)$, so that $P_{0}, Q_{0}$ are each $S_{p}$-subgroups of $N=N_{G}(P \cap Q)$ since $P \cap Q$ is a tame intersection. Let $K$ be the subgroup of $N$ generated by all its $p$-elements. Then clearly $Q_{0}$ and $P_{0}$ are $S_{p}$-subgroups of $K$, whence $Q_{0}^{x}=P_{0}$ for some $y$ in $K$. But then we can write $x=x_{1} x_{2} \cdots x_{n}$, where each $x_{1}$ is a $p$-element of $K$. Take $Q_{i}=Q$ for $1 \leqslant i \leqslant n$. Then certainly $P \cap Q_{i}$ is a tame intersection for all $i$ and it follows immediately from the definition that $Q \sim Q^{x}$.

On the other hand, $P \cap Q^{x} \supseteq P \cap Q_{0}^{\mathrm{x}}=P \cap P_{0}=P_{0}$. But $P_{0} \supset P \cap Q$ by Theorem 1.2.11(ii), since $P \supset P \cap Q$. Hence $\left|P \cap Q^{x}\right|>|P \cap Q|$ and consequently $Q^{x} \sim P$ by hypothesis. Thus we have both $Q \sim Q^{x}$ and $Q^{x} \sim P$, whence $Q \sim P$ by Lemma 2.1.

With the aid of these lemmas, we can now prove

## Theorem 2.5

For any $S_{p}$-subgroups $P$ and $Q$ of $G$, we have $Q \sim_{P} P$.

## Proof

We argue by induction on $|P: P \cap Q|$. If $|P: P \cap Q|=1$, then $P=Q$ and the theorem holds; so we may suppose that $P \cap Q \subset P$. Let $D$ be an $S_{p}$-subgroup of $N_{G}(P \cap Q)$ which contains $N_{P}(P \cap Q)$ and let $S$ be an $S_{p}$-subgroup of $G$ containing $D$. Then $P \cap S \supseteq P \cap D=N_{P}(P \cap D) \supset P \cap Q$, so $P \cap S \supset P \cap Q$. Hence by induction $S \sim P$. Suppose $S \sim P$ via the element $x$. It will suffice to show that $Q^{x} \sim P$, for then Lemma 2.2 with $S$ in place of $R$ will give the desired conclusion $Q \sim P$.

Now $P \cap Q^{x} \supseteq P \cap(P \cap Q)^{x}$, while $\quad(P \cap Q)^{x} \subseteq S^{x}=P$, whence $P \cap(P \cap Q)^{x}=(P \cap Q)^{x}$, and consequently

$$
\begin{equation*}
P \cap Q^{x} \supseteq(P \cap Q)^{x} . \tag{2.5}
\end{equation*}
$$

If $P \cap Q^{x} \supset(P \cap Q)^{x}$, then $\left|P: P \cap Q^{x}\right|<|P: P \cap Q|$, as $(P \cap Q)^{x}$ and $P \cap Q$ have the same order. But then $Q^{x} \sim P$ by induction. Hence we may assume that (2.5) is an equality.

Since $D$ is an $S_{p}$-subgroup of $N_{G}(P \cap Q)$, it follows therefore that $D^{x}$ is an $S_{p}$-subgroup of $N_{G}\left((P \cap Q)^{x}\right)=N_{G}\left(P \cap Q^{x}\right)$. Now let $E$ be an $S_{p}$-subgroup of $N_{G}\left(P \cap Q^{x}\right)$ containing $N_{Q^{x}}\left(P \cap Q^{x}\right)$ and let $T$ be an $S_{p}$-subgroup of $G$ containing $E$. Then $T \cap Q^{x} \supseteq N_{Q^{x}}\left(P \cap Q^{x}\right) \supset P \cap Q^{x}$. If $T \sim P$, then the first condition of Lemma 2.3 is satisfied with $T, Q^{x}$ in the roles of $R, Q$, respectively. Since the second condition of the lemma holds by our induction assumption, it follows that $Q^{x} \sim P$, as required. Hence it will suffice to prove that, in fact, $T \sim P$. But $P \cap T \supseteq P \cap Q^{x}$, so if $P \cap T \supset P \cap Q^{x}$, this assertion will follow from our induction assumption. Hence we may also assume that $P \cap T=P \cap Q^{x}$.

We argue under these conditions that $P \cap T$ is a tame intersection, in which case the conclusion $T \sim P$ will follow from Lemma 2.4 in view of our induction assumption. First of all, we have that $D^{x} \subseteq P$ and that $D^{x}$ is an $S_{p}$-subgroup of $N_{G}\left(P \cap Q^{x}\right)=N_{G}(P \cap T)$. Furthermore, since $E \subseteq T$ and $E$ is an $S_{p}$-subgroup of $N_{G}\left(P \cap Q^{x}\right)$, we also have that $N_{T}(P \cap T)$ is an $S_{p}$-subgroup of $N_{G}(P \cap T)$. Thus $P \cap T$ is a tame intersection and the theorem is proved.

Theorem 2.5 leads at once to Alperin's main result on fusion:

## Theorem 2.6 (Alperin)

Let $A$ and $B$ be two subsets of an $S_{p}$-subgroup $P$ of $G$ and suppose that $A^{x}=B$. Then there exist elements $x_{i}$ and $S_{p}$-subgroups $Q_{i}$ of $G, 1 \leqslant i \leqslant n$, and an element $y$ of $N_{G}(P)$ which satisfy the following conditions:
(i) $x=x_{1} x_{2} \cdots x_{n} y$.
(ii) $P \cap Q_{i}$ is a tame intersection, $1 \leqslant i \leqslant n$.
(iii) $x_{i}$ is a p-element of $N_{G}\left(P \cap Q_{i}\right), 1 \leqslant i \leqslant n$.
(iv) $A \subseteq P \cap Q_{1}$, while $A^{x_{1} x_{2} \cdots x_{i}} \subseteq P \cap Q_{i+1}, 1 \leqslant i \leqslant n-1$.

## Proof

By Theorem 2.5, $P^{x^{-1}} \sim P$ via some element $u$. Let $Q_{i}$ and $x_{i}, 1 \leqslant i \leqslant n$, be $S_{p}$-subgroups and elements of $G$ which give rise to this relation, so that, in particular, $u=x_{1} x_{2} \cdots x_{n}$ and $\left(P^{x^{-1}}\right)^{u}=P$. Setting $y=u^{-1} x$, it follows that $y \in N_{G}(P)$ and $x=u y$. Since $B=A^{x} \subseteq P$, we have $A \subseteq P \cap P^{x^{-1}}$. Hence $A^{x_{1} x_{2} \cdots x_{i}} \subseteq\left(P \cap P^{x^{-1}}\right)^{x_{1} \cdots x_{i}} \subseteq P \cap Q_{i+1}, 1 \leqslant i \leqslant n-1$, by definition of $P^{x^{-1}} \sim P$ via $u$ and by our choice of $Q_{i}$ and $x_{i}$. For the same reason $P \cap Q_{i}$ is a tame intersection and $x_{i} \in N_{G}\left(P \cap Q_{i}\right), 1 \leqslant i \leqslant n$, and the theorem is proved.

The theorem applies, in particular, of course, to elements of $P$. We note also that the element $y$ need not be a $p$-element.

There is another form of Alperin's theorem that is more convenient for some applications. Observe, first of all,' that if we put $Q_{n+1}=P$, we have that $P \cap Q_{n+1}$ is a tame intersection. Furthermore, as we have seen above $A^{u} \subseteq P$, so $A^{u}=A^{x_{1} x_{2} \cdots x_{n}} \subseteq Q_{n+1}$. In addition, if we set $y=x_{n+1}$, then $x_{n+1} \in N_{G}\left(P \cap Q_{n+1}\right)$. Now put $A=A_{0}$ and set $A_{i}=A_{0}^{x_{1}, x_{2} \cdots x_{i}}, 1 \leqslant i \leqslant n+1$, so that $A_{n+1}=B$. Our conditions imply that $A_{i-1}$ and $A_{i}$ both lie in $P \cap Q_{i+1}$ and are conjugate by the element $x_{i}$. Thus we have (replacing $n+1$ by $m$ ):

## Theorem 2.7 (Alperin)

If $A$ and $B$ are subsets of the $S_{p}$-subgroup $P$ of $G$ that are conjugate in $G$, then there exist $S_{p}$-subgroups $Q_{i}$ of $G$ with $P \cap Q_{i}$ a tame intersection, $1 \leqslant i \leqslant m$, and subsets $A=A_{0}, A_{1}, A_{2}, \ldots, A_{m}=B$ such that
(i) $A_{i-1} \subseteq P \cap Q_{i}, A_{i} \subseteq P \cap Q_{i}$.
(ii) $A_{i}=A_{i-1}^{y_{i}}$ for some $y_{i}$ in $N_{G}\left(P \cap Q_{i}\right), 1 \leqslant i \leqslant m$.

Theorem 2.6 simply asserts, in addition, that for $1 \leqslant i \leqslant m-1$ the element $y_{i}$ can be taken as a $p$-element, while $y_{m}$ can be taken in $N_{G}(P)$ and $Q_{m}$ can be taken as $P$.

## 3. TRANSFER AND THE FOCAL SUBGROUP

The study of fusion of $p$-elements is very closely related to the question of whether a given group $G$ possesses a nontrivial $p$-factor group-that is, a proper normal subgroup of index a power of the prime $p$. The well-known theorems of Burnside, Frobenius, and Grün give conditions for the existence of nontrivial $p$-factor groups. Strikingly simple proofs of all these theorems can be obtained from Alperin's theorem. To carry this out, however, we need a property of the so-called focal subgroup of an $S_{p}$-subgroup $P$ of $G$, which in turn depends upon the transfer homomorphism of $G$ into $P / P^{\prime}$. We shall derive these results in the present section.

If $G$ possesses a proper normal subgroup $K$ such that $\bar{G}=G / K$ is a $p$-group, then $\bar{G}^{\prime} \subset \bar{G}$ and if $L$ is the inverse image of $\bar{G}^{\prime}$ in $G$, then $L$ is a proper normal subgroup of $G$ and $G / L$ is an abelian p-group. Thus $G$ has a nontrivial $p$-factor group if and only if it has a nontrivial abelian $p$-factor group. A very simple description can be given of the maximal abelian $p$-factor group. Indeed, we have

Theorem 3.1
Let $P$ be an $S_{p}$-subgroup of $G$. Then
(i) There exists a normal subgroup $K$ of $G$ such that $G / K$ is isomorphic to $P / P \cap G^{\prime}$.
(ii) If $K$ is a normal subgroup of $G$ such that $G / K$ is an abelian p-group, then $P \cap G^{\prime} \subseteq K$ and $G / K$ is isomorphic to a homomorphic image of $P / P \cap G^{\prime}$.

## Proof

Assume $K \triangleleft G$ and $G / K$ is an abelian $p$-group. Then $G^{\prime} \subseteq K$ as $G / K$ is abelian and $G=K P$ as $G / K$ is a $p$-group. In particular, $P \cap G^{\prime} \subseteq K$ and by the third isomorphism theorem $G / K$ is isomorphic to $P / P \cap K$, which together imply that $P / P \cap K$ is a homomorphic image of $P / P \cap G^{\prime}$. Thus (ii) holds.

Now $P \cap G^{\prime}$ is an $S_{p}$-subgroup of $G^{\prime}$, as $G^{\prime} \triangleleft G$, and $\bar{G}=G / G^{\prime}$ is abelian. Hence if $K$ denotes the inverse image of $O_{p^{\prime}}(\bar{G})$ in $G$, we see that $P \cap G^{\prime}=P \cap K, K \triangleleft G$, and $G / K$ is an abelian $p$-group isomorphic to $P / P \cap G^{\prime}$; and so (i) also holds.

Theorem 3.1 shows the significance of the subgroup $P \cap G^{\prime}$ and tells us that $G$ possesses a unique maximal abelian $p$-factor group, isomorphic to $P / P \cap G^{\prime}$. We call $P \cap G^{\prime}$ the focal subgroup of $P$ in $G$.

We shall need a description of $P \cap G^{\prime}$ in terms of fused elements of $P$. To obtain this result requires some information about the transfer homomorphism, which we proceed to develop. Although we shall be primarily interested in the transfer of $G$ into $P / P^{\prime}$, it is more convenient in the beginning to consider an arbitrary abelian group $A$. The existence of this homomorphism depends upon the following theorem:

## Theorem 3.2

Let $G$ be a group, $H$ a subgroup of $G$, and $\phi$ a homomorphism of $H$ into an abelian group $A$. Let $y_{i}, 1 \leqslant i \leqslant n$, be a complete set of right coset representatives of $H$ in $G$. For $x$ in $G$, if $y_{i} x \in H y_{i^{\prime}(x)}$ write

$$
y_{i} x=h_{i}(x) y_{i^{\prime}(x)}
$$

for the appropriate element $h_{i}(x)$ of $H$. Then we have
(i) The mapping $x \tau=\prod_{i=1}^{n} h_{i}(x) \phi$ is a homomorphism of $G$ into $A$.
(ii) $\tau$ is determined independently of the choice of the coset representatives $y_{i}, 1 \leqslant i \leqslant n$, of $H$ in $G$.

## Proof

Because $\phi$ is a homomorphism, we can rewrite $x \tau$ as

$$
\begin{equation*}
x \tau=\left(\prod_{i=1}^{n} h_{i}(x)\right) \phi . \tag{3.1}
\end{equation*}
$$

Hence for $x_{1}, x_{2}$ in $G$ we have

$$
\begin{equation*}
\left(x_{1} \tau\right)\left(x_{2} \tau\right)=\left(\prod_{i=1}^{n} h_{i}\left(x_{1}\right)\right) \phi\left(\prod_{i=1}^{n} h_{i}\left(x_{2}\right)\right) \phi=\left(\prod_{i=1}^{n} h_{i}\left(x_{1}\right) \prod_{i=1}^{n} h_{i}\left(x_{2}\right)\right) \phi . \tag{3.2}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\left(x_{1} x_{2}\right) \tau=\left(\prod_{i=1}^{n} h_{i}\left(x_{1} x_{2}\right)\right) \phi . \tag{3.3}
\end{equation*}
$$

If $u, v$ denote the terms in the parentheses of the right side of (3.2) and (3.3), respectively, $\tau$ will be a homomorphism provided we prove that $u \phi=v \phi$, or equivalently that $u=k v$ for some element $k$ of the kernel $K$ of $\phi$. Since $A$ is abelian, $H^{\prime} \subseteq K$. Consequently it will suffice to prove that $v \equiv u\left(\bmod H^{\prime}\right)$. Suppose we can show that $v$ is equal to the product of the $2 n$ elements $h_{i}\left(x_{1}\right), h_{i}\left(x_{2}\right), 1 \leqslant i \leqslant n$, in some order. Since any rearrangement of these terms does not affect the coset of $H^{\prime}$ in which the product lies, the desired conclusion $v \equiv u\left(\bmod H^{\prime}\right)$ will then follow, since by $(3.2) u$ is by definition a product of these $2 n$ elements.

To prove the required assertion, note, first of all, that by definition of $h_{i}\left(x_{1} x_{2}\right)$, we have

$$
\begin{equation*}
y_{i}\left(x_{1} x_{2}\right)=h_{i}\left(x_{1} x_{2}\right) y_{i^{\prime}\left(x_{1} x_{2}\right)} . \tag{3.4}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
y_{i}\left(x_{1} x_{2}\right)=\left(y_{i} x_{1}\right) x_{2}=h_{i}\left(x_{1}\right) y_{i^{\prime}\left(x_{1}\right)} \cdot x_{2}=h_{i}\left(x_{1}\right)\left(y_{j} x_{2}\right) \tag{3.5}
\end{equation*}
$$

where we have set $j=i^{\prime}\left(x_{1}\right)$. Thus

$$
\begin{equation*}
y_{i}\left(x_{1} x_{2}\right)=h_{i}\left(x_{1}\right) h_{j}\left(x_{2}\right) y_{j^{\prime}\left(x_{2}\right)}, \tag{3.6}
\end{equation*}
$$

which together with (3.4) yields

$$
\begin{equation*}
h_{i}\left(x_{1} x_{2}\right)=h_{i}\left(x_{1}\right) h_{j}\left(x_{2}\right) \quad 1 \leqslant i \leqslant n . \tag{3.7}
\end{equation*}
$$

Since $v=\prod_{i=1}^{n} h_{i}\left(x_{1} x_{2}\right)$, the desired conclusion will follow from (3.7) provided we show that $j$ runs over the set $S=\{1,2, \ldots, n\}$ (in some order) as $i$ does. But the mapping $\pi_{x_{1}}$ from $S$ to $S$ defined by the rule

$$
\begin{equation*}
(i) \pi_{x_{1}}=i^{\prime}\left(x_{1}\right) \tag{3.8}
\end{equation*}
$$

is clearly a permutation of $S$. Since $i^{\prime}\left(x_{1}\right)=j$ by definition, $j$ runs over $S$ and we conclude that $\tau$ is a homomorphism.

Suppose now that $\bar{y}_{i}, 1 \leqslant i \leqslant n$, is another set of coset representatives of $H$ in $G$ and let $\bar{\tau}$ be the corresponding homomorphism of $G$ into $A$, defined by the corresponding elements $\bar{h}_{i}(x)$ for $x$ in $G, 1 \leqslant i \leqslant n$. We must prove that $\bar{\tau}=\tau$. Setting

$$
\begin{equation*}
u=\prod_{i=1}^{n} h_{i}(x) \quad \text { and } \quad \bar{u}=\prod_{i=1}^{n} \bar{h}_{i}(x) \tag{3.9}
\end{equation*}
$$

and, arguing as in the proof of (i), it will suffice to show that $u \equiv \bar{u}\left(\bmod H^{\prime}\right)$. If the $\bar{y}_{i}$ are a permutation of the $y_{i}$, then the $\bar{h}_{i}(x)$ are a permutation of the $h_{i}(. x)$ and the desired conclusion follows at once in this case. Hence replacing the $\bar{y}_{i}$ by a suitable permutation of them, we may assume without loss that $y_{i}$ and $\bar{y}_{i}$ lie in the same coset of $H, 1 \leqslant i \leqslant n$.

Thus $\bar{y}_{i}=z_{i} y_{i}, z_{i} \in H, 1 \leqslant i \leqslant n$, whence

$$
\begin{equation*}
\bar{y}_{i} x=z_{i} y_{i} x=z_{i} h_{i}(x) y_{i^{\prime \prime}(x)}=z_{i} h_{i}(x) z_{i^{\prime}(x)}^{-1} z_{i^{\prime}(x)}, y_{i^{\prime}(x)}=z_{i} h_{i}(x) z_{i^{\prime}(x)}^{-1} \bar{y}_{i^{\prime}(x)} . \tag{3.10}
\end{equation*}
$$

It follows from (3.10) and the definition of $\bar{h}_{i}(x)$ that

$$
\begin{equation*}
\bar{h}_{i}(x)=z_{i} h_{i}(x) z_{i^{\prime},(x)}^{-1} \quad 1 \leqslant i \leqslant n . \tag{3.11}
\end{equation*}
$$

But now (3.9) and (3.11) yield

$$
\begin{equation*}
\bar{u} \equiv u\left(\prod_{i=1}^{n} z_{i} \prod_{i=1}^{n} z_{i^{\prime}(x)}^{-1}\right)\left(\bmod H^{\prime}\right) \tag{3.12}
\end{equation*}
$$

However, the mapping (i) $\pi_{x}=i^{\prime}(x)$ is a permutation of $S=\{1,2, \ldots, n\}$ and consequently the second product is simply the inverse of the first. Thus $\bar{u} \equiv u\left(\bmod H^{\prime}\right)$ and the theorem is proved.

The homomorphism $\tau$ is called the transfer or transfer homomorphism of $G$ into $A$ (relative to $H$ and $\phi$ ). For most applications, one is interested in the case that $H=P$ is an $S_{p}$-subgroup of $G, A=P / P^{*}$, where $P^{*}$ is a subgroup of $P$ containing $P^{\prime}$, and $\phi$ is the natural homomorphism of $P$ on $P / P^{*}$.

By the theorem, $x \tau$ is determined independently of the choice of the coset representatives of $H$ in $G$. We shall now choose these coset representatives in a very particular way, which will itself be a function of the element $x$, and on the basis of this choice will establish the following result:

## Theorem 3.3

Let $\tau$ be the transfer of $G$ into an abelian group $A$ relative to the subgroup $H$ of $G$ and the homomorphism $\phi$ of $H$ into $A$. Then for any element $x$ of $G$, there exists a set of telements $x_{i}$ of $G, 1 \leqslant i \leqslant t$, with $t$ and $x_{i}$ depending upon $x$, with the following properties:
(i) $x_{i} x^{r_{i}} x_{i}^{-1} \in H$ for suitable positive integers $r_{i}, l \leqslant i \leqslant t$.
(ii) $\sum_{i=1}^{t} r_{i}=n=|G: H|$.
(iii) $x \tau=\left(\prod_{i=1}^{i} x_{i} x^{r_{i}} x_{i}^{-1}\right) \phi$.

## Proof

With the notation as in Theorem 3.2 and with the coset representatives $y_{i}$ of $H$ in $G, 1 \leqslant i \leqslant n$, we consider the permutation $\pi_{x}$ of $S=\{1,2, \ldots, n\}$ given in (3.8). We decompose $\pi_{x}$ as a product of disjoint cycles and renumber the $y_{i}$ in such a way that the decomposition of $\pi_{x}$ assumes the form

$$
\begin{equation*}
\left(12 \cdots r_{1}\right)\left(r_{1}+1 \cdots r_{1}+r_{2}\right)\left(r_{1}+r_{2}+1 \cdots r_{1}+r_{2}+r_{3}\right) \cdots . \tag{3.13}
\end{equation*}
$$

Let $t$ be the number of cycles of $\pi_{x}$. Then their respective lengths are $r_{i}$ and $\sum_{i=1}^{t} r_{i}=n=|G: H|$. Thus (ii) holds for these integers $r_{i}$.

Now let $x_{1}, x_{2}, \ldots, x_{1}$ be the coset representatives of the cosets labeled $1, r_{1}+1, \ldots, r_{1}+r_{2}+\cdots+r_{t-1}+1$, respectively. Then by definition of $\pi_{x}$ we have that $x_{i} x^{j}$ is a coset representative of $H$ in $G$ corresponding to the $(j+1)$ st coset of the $i$ th cycle of $\pi_{x}$ and so the elements

$$
\begin{equation*}
\left\{x_{i} x^{j} \mid 1 \leqslant i \leqslant t, 0 \leqslant j \leqslant r_{i}-1\right\} \tag{3.14}
\end{equation*}
$$

form a complete set of coset representatives of $H$ in $G$. Furthermore, $x_{i} x^{r_{i}} \in H x_{i}$ by definition of $r_{i}$, whence $x_{i} x^{r_{i}} x_{i}^{-1} \in H$ and so condition (i) holds with this choice of the elements $x_{i}, 1 \leqslant i \leqslant t$.

We now compute $x \tau$, using the coset representatives (3.14). Set $y_{k}=x_{i} x^{j}$ ( $k$ a function of $i$ and $j$ ) and consider $y_{k} x=h_{k}(x) y_{k^{\prime}(x)}$. If $j<r_{i}-1$, then $y_{k} x=x_{i} x^{j+1}=y_{k^{\prime}(x)}$ is one of the coset representatives (3.14). But this implies that $h_{k}(x)=1$ whenever $j<r_{i}-1$. Hence $x \tau$ is the product of those $\left(h_{k}(x)\right) \phi$ which correspond to the elements $y_{k}=x_{i} x^{r_{i}-1}$. For such $y_{k}$, we have $y_{k} x=x_{i} x^{r_{i}} \in H \cdot x_{i}$, whence $y_{k} x=\left(x_{i} \cdot x^{r_{i}} x_{i}^{-1}\right) x_{i}$ with $x_{i} x^{r_{i}} x_{i}^{-1} \in H$ and $x_{i}=y_{k^{\prime}(x)}$. It follows that $h_{k}(x)=x_{i} x^{r_{i}} x_{i}^{-1}$ for each of
these $y_{k}$ and we conclude that

$$
\begin{equation*}
x \tau=\prod_{i=1}^{t}\left(x_{i} x^{r_{i}} x_{i}^{-1}\right) \phi . \tag{3.15}
\end{equation*}
$$

Since $\phi$ is a homomorphism, (iii) follows at once from (3.15) and the theorem is proved.

Theorem 3.3 enables us to give the following description of the focal subgroup.

## Theorem 3.4

If $P$ is an $S_{p}$-subgroup of $G$, then the focal subgroup $P \cap G^{\prime}$ is generated by the set of all elements $x^{-1} y$ with $x, y \in P$ and $x$ conjugate to $y$ in $G$.

## Proof

Set $P^{*}=\left\langle x^{-1} x^{u}\right| x \in P, u \in G$, and $\left.x^{u} \in P\right\rangle$. We must show that $P^{*}=P \cap G^{\prime}$. Since $x^{-1} x^{u}=x^{-1} u^{-1} x u=[x, u]$, we clearly have $P^{\prime} \subseteq P^{*} \subseteq$ $P \cap G^{\prime}$. In particular, $P / P^{*}$ is abelian.

Now let $\phi$ be the natural homomorphism of $P$ on $P / P^{*}$ and let $\tau$ be the transfer of $G$ into $P / P^{*}$ relative to $P$ and $\phi$. If $K$ denotes the kernel of $\tau$, it will suffice to prove that $G / K$ is isomorphic to $P / P^{*}$. Indeed, if this is the case, then $P / P^{*}$ will be a homomorphic image of $P / P \cap G^{\prime}$ by Theorem 3.1, which will imply that $\left|P / P \cap G^{\prime}\right| \geqslant\left|P / P^{*}\right|$. But since $P^{*} \subseteq P \cap G^{\prime}$, the reverse inequality also holds, giving the desired conclusion $P^{*}=P \cap G^{\prime}$.

Now let $x \in P$ and choose the elements $x_{i}$ of $G$ and the integers $r_{i}, 1 \leqslant i \leqslant t$, to satisfy the conditions of Theorem 3.3. Then with $n=|G: P|$, we have

$$
\begin{equation*}
x_{i} x^{r_{i} x_{i}^{-1} \in P, 1 \leqslant i \leqslant t, ~} \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
x \tau \equiv \prod_{i=1}^{i} x_{i} x^{r i} x_{i}^{-1}\left(\bmod P^{*}\right) . \tag{3.17}
\end{equation*}
$$

Since $P / P^{*}$ is abelian, we can rewrite (3.17) as

$$
\begin{equation*}
x \tau \equiv \prod_{i=1}^{t} x^{r_{i}} x^{-r_{i}} x_{i} x^{r_{i}} x_{i}^{-1} \equiv\left(\prod_{i=1}^{i} x^{r_{i}}\right)\left(\prod_{i=1}^{i} x^{-r_{i}} x_{i} x^{r_{i}} x_{i}^{-1}\right)\left(\bmod P^{*}\right) . \tag{3.18}
\end{equation*}
$$

But $x^{-r_{i}} x_{i} x^{r_{i}} x_{i}^{-1}=\left(x^{r_{i}}\right)^{-1} x_{i} x^{r_{i}} x_{i}^{-1} \in P^{*}$ since $x^{r_{i}}$ and $x_{i} x^{r_{i}} x_{i}^{-1}$ lie in $P$ and are conjugate in $G$. Thus (3.18) reduces to

$$
\begin{equation*}
x \tau \equiv \prod_{i=1}^{t} x^{r_{i}}=x^{\Sigma_{i}^{i}=r_{i}}=x^{n}\left(\bmod P^{*}\right) \tag{3.19}
\end{equation*}
$$

On the other hand, $(n, p)=1$, as $|G: P|=n$ is relatively prime to $p$. Hence if $x \notin P^{*}$, it follows from (3.19) that $x \tau \notin P^{*}$. In other words, $\tau$ maps representatives of the distinct cosets of $P^{*}$ in $P$ onto distinct cosets of $P^{*}$ in $P$ and consequently $\tau$ maps $P$ onto $P / P^{*}$. Clearly then $(G) \tau=P / P^{*}$, whence $G / K$ is isomorphic to $P / P^{*}$, as required.

As an immediate corollary we have

## Theorem 3.5

If $P$ is an $S_{p}$-subgroup of $G$, then the transfer of $G$ into $P / P \cap G^{\prime}$ relative to $P$ is an epimorphism.

## 4. THEOREMS OF BURNSIDE, FROBENIUS, AND GRÜN

The assertion that $G$ has a nontrivial $p$-factor group or equivalently a description of the focal subgroup of $G$ is a "global" property of $G$. The classical results that utilize transfer derive such global information from purely "local" assumptions. We shall now establish these results together with some new ones on the basis of Alperin's theorem and the focal subgroup theorem of the previous section. We begin with the following result:

## Theorem 4.1

If $P$ is an $S_{p}$-subgroup of $G$, then $P \cap G^{\prime}$ is generated by the subgroups $\left[H, N_{G}(H)\right]$, where $H$ ranges over the set of all nonidentity tame intersections $H=P \cap Q, Q$ an $S_{p}$-subgroup of $G$.

## Proof

Denote by $P^{*}$ the subgroup of $G$ generated by all such subgroups [ $\left.H, N_{G}(H)\right]$. Since $H \triangleleft N_{G}(H),\left[H, N_{C}(H)\right] \subseteq H \subseteq P$, so $P^{*}$ is contained in $P$ as well as in $G^{\prime}$. Thus $P^{*} \subseteq P \cap G^{\prime}$. On the other hand, by Theorem 3.4,

$$
\left.P \cap G^{\prime}=\left\langle x^{-1} y\right| x, y \in P, x \text { and } y \text { conjugate in } G\right\rangle .
$$

Hence it will suffice to show that $x^{-1} y \in P^{*}$ for all such $x, y$ in $P$.
By Theorem 2.7 there exist elements $x=x_{0}, x_{1}, \ldots, x_{m}=y$ and $S_{p}$-subgroups $Q_{i}$ of $G$ with $H_{i}=P \cap Q_{i}$ a tame intersection such that $x_{i-1}$ and $x_{i}$ lie in $H_{i}$ and $x_{i}^{\prime}=x_{i-1}^{y_{i}}, y_{i} \in N_{G}\left(H_{i}\right), 1 \leqslant i \leqslant m$. But then $x_{i-1}^{-1} x_{i}=x_{i-1}^{-1} y_{i}^{-1} x_{i-1} y_{i}=\left[x_{i-1}, y_{i}\right] \in\left[H_{i}, N_{G}\left(H_{i}\right)\right] \subseteq P^{*}$ for each $i$. Since

$$
x^{-1} y=x_{0}^{-1} x_{m}=\left(x_{0}^{-1} x_{1}\right)\left(x_{1}^{-1} x_{2}\right) \cdots\left(x_{m-1}^{-1} x_{m}\right),
$$

it follows that $x^{-1} y \in P^{*}$, and the theorem is proved.

We next establish Grün's first theorem, which gives another description of the focal subgroup.

## Theorem 4.2 (Grün)

If $P$ is an $S_{p}$-subgroup of $G$, then
$P \cap G^{\prime}=\left\langle P \cap N_{G}(P)^{\prime}, P \cap Q^{\prime}\right| Q$ ranging over all $S_{p}$-subgroups of $\left.G\right\rangle$.

## Proof

Let $P^{*}$ denote the right side of the above statement. Then clearly $P^{*} \subseteq P \cap G^{\prime}$ and, as in the preceding theorem, we need only show that $x^{-1} y \in P^{*}$ for $x, y$ in $P$ and $x$ conjugate to $y$ in $G$. Let $Q_{i}, H_{i}, y_{i}, 1 \leqslant i \leqslant m$, be as in the preceding theorem. Again we need only show that $x_{i-1}^{-1} x_{i}=$ $\left[x_{i-1}, y_{i}\right] \in P^{*}$ for each $i$. Now $x_{i-1}$ and $x_{i}$ are in $H_{i}=P \cap Q_{i}$ and $y_{i} \in N_{G}\left(H_{i}\right)$. Furthermore, by Theorems 2.6 and 2.7, we can choose $y_{i}$ to be a $p$-element for $i<m$ and can choose $y_{m}$ to be in $N_{G}(P)$. Hence for $i<m, x_{i-1}$ and $y_{i}$ lie in an $S_{p}$-subgroup $R_{i}$ of $G$, whence $\left[x_{i-1}, y_{i}\right] \in R_{i}^{\prime}$ and so $x_{i-1}^{-1} x_{i} \in P \cap R_{i}^{\prime} \subseteq P^{*}$ in this case. On the other hand, $x_{m-1}^{-1} x_{m}=$ $\left[x_{m-1}, y_{m}\right] \in P \cap N_{G}(P)^{\prime} \subseteq P^{*}$, as $x_{m-1} \in P$ and $y_{m} \in N_{G}(P)$. This completes the proof.

Let $P$ be an $S_{p^{\prime}}$-subgroup of $G$. If $G=P O_{p^{\prime}}(G)$, we say that $G$ has a normal p-complement [inasmuch as $O_{p}(G) \triangleleft G$ and $P \cap O_{p^{\prime}}(G)=1$ ].

As a corollary to Grün's theorem, we have Burnside's well-known sufficient condition for a group to have a normal $p$-complement.

## Theorem 4.3 (Burnside)

If an $S_{p}$-subgroup of $G$ lies in the center of its normalizer in $G$, then $G$ has a normal p-complement.

## Proof

Let $P$ be an $S_{p}$-subgroup of $G$ and set $N=N_{G}(P)$. By assumption, $P \subseteq Z(N)$. Since $P \subseteq N$, it follows, in particular, that $P$ is abelian. Hence $Q^{\prime}=1$ for any $S_{p}$-subgroup of $G$ and so $P \cap Q^{\prime}=1$. Furthermore, $P$ is a normal Hall subgroup of $N$ and so has a complement $H$ in $N$ by the Schur-Zassenhaus theorem. Thus $N=P H$ with $P \cap H=1$. But $P \subseteq Z(N)$, whence $P$ centralizes $H$ and consequently $N=P \times H$. It follows that $N^{\prime}=(P \times H)^{\prime}=H^{\prime}$ and hence that $P \cap N^{\prime}=P \cap H^{\prime}=1$. We conclude therefore from Grün's theorem that $P \cap G^{\prime}=1$.

But now Theorem 3.1(i) yields that $G$ possesses a normal subgroup $K$ such that $G / K$ is isomorphic to $P / P \cap G^{\prime}=P$. Since $|G| /|K|=|G / K|=|P|$, it follows at once that $K$ is a $p^{\prime}$-group, whence $K=O_{p}(G)$. Thus $G$ has a normal $p$-complement.

The proof of Burnside's theorem yields the following sharper result:

## Theorem 4.4

If an $S_{p}$-subgroup $P$ of $G$ is abelian and $N=N_{G}(P)$, then
(i) $P \cap G^{\prime}=P \cap N^{\prime}$ and $P=\left(P \cap N^{\prime}\right) \times(P \cap Z(N))$.
(ii) The maximal $p$-factor group of $G$ is isomorphic to $P \cap Z(N)$.

## Proof

The first part of the preceding proof, together with Grün's theorem, implies that $P \cap G^{\prime}=P \cap N^{\prime}$. Furthermore, if $H$ is a complement of $P$ in $N$, then $H$ is a $p^{\prime}$-group and, as $P$ is abelian, Theorem 5.2 .3 yields that $P=P_{1} \times P_{2}$, where $P_{1}=C_{P}(H)$ and $P_{2}=[P, H]$. But clearly $P_{1}=$ $P \cap Z(P H)=P \cap Z(N)$ and $P_{2}=P \cap N^{\prime}$, proving (i). Now (ii) follows from Theorem 3.1.

Our next result, due to Frobenius, gives a necessary and sufficient condition for a group to have a normal $p$-complement.

## Theorem 4.5 (Frobenius)

$G$ possesses a normal p-complement if and only if one of the following conditions holds:
(a) $N_{G}(H) / C_{G}(H)$ is a p-group for every nonidentity $p$-subgroup $H$ of $G$.
(b) $N_{G}(H)$ has a normal $p$-complement for every nonidentity $p$-subgroup of $G$.

## Proof

Suppose first that $G$ has a normal $p$-complement $K$. Let $H$ be a nonidentity $p$-subgroup of $G$ and set $N=N_{G}(H)$. Since $N / N \cap K$ and $N K / K$ are isomorphic, we have that $N / N \cap K$ is a $p$-group. But $N \cap K$ is a $p^{\prime}$-group and therefore $N \cap K$ is a normal $p$-complement in $N$. Furthermore, $[H, N \cap K] \subseteq H \cap K=1$ as $H \triangleleft N$ and $N \cap K \triangleleft N$. Thus $N \cap K \subseteq C=C_{G}(H)$. Hence $N / C$ is a homomorphic image of the $p$-group $N / N \cap K$ and so is itself a $p$-group. We conclude that conditions (a) and (b) both hold.

Conversely suppose (a) or (b) holds. If (b) holds, then $N=N_{G}(H)$ has a normal $p$-complement for any $p$-subgroup $H \neq 1$ of $G$. But then by the argument of the preceding paragraph, $N / C$ is a $p$-group, where $C=C_{G}(H)$. Hence (b) implies (a) and consequently we need only show that $G$ has a normal $p$-complement under assumption (a).

We argue by induction on $G$ and suppose first that $G$ has a proper normal subgroup $G_{1}$ such that $G / G_{1}$ is a $p$-group. Let $H$ be a nontrivial $p$-subgroup of $G_{1}$ and set $N=N_{G}(H)$ and $C=C_{G}(H)$, so that by assumption $N / C$ is a $p$-group. But $N \cap G_{1}=N_{G_{1}}(H)$ and $C \cap G_{1}=C_{G_{1}}(H)$. Since
$N / C$ is a $p$-group, so also is $N \cap G_{1} / C \cap G_{1}=N_{G_{1}}(H) / C_{G_{1}}(H)$. Thus $G_{1}$ satisfies condition (a) and so by induction $G_{1}$ possesses a normal p-complement $K_{1}$. Since $K_{1}$ char $G_{1} \triangleleft G, K_{1} \triangleleft G$. But $G / G_{1}$ and $G_{1} / K_{1}$ are each $p$-groups and hence so is $G / K_{1}$. We conclude at once that $K_{1}$ is a normal $p$-complement in $G$.

Thus to complete the proof of the theorem, it will suffice to show that $G$ has a nontrivial $p$-factor group under assumption (a). This is equivalent, we know, to proving that $P \cap G^{\prime} \subset P$, where $P$ is an $S_{p}$-subgroup of $G$. We shall show, in fact, that $P \cap G^{\prime}=P^{\prime}$. This will follow at once from Theorem 4.1 provided we prove that $[H, N] \subseteq P^{\prime}$ for every nontrivial tame intersection $H=P \cap Q$, where $Q$ is an $S_{p}$-subgroup of $G$ and $N=N_{G}(H)$. By assumption $N / C$ is a $p$-group, where $C=C_{G}(H)$. On the other hand, as $H$ is a tame intersection, $P \cap N$ is an $S_{p}$-subgroup of $N$, whence $N=(P \cap N) C$. But then $[H, N]=[H,(P \cap N) C]=[H, P \cap N]$ as $C$ centralizes $H$. Since $H$ and $P \cap N$ lie in $P$, we conclude that $[H, N] \subseteq P^{\prime}$, as required.

In Chapter 8, using other methods, we shall show that for odd $p$ there exists a single nontrivial $p$-subgroup $H$ of $G$ such that the existence of a normal $p$-complement in $N_{G}(H)$ suffices to imply the existence of one in $G$.

We conclude with two other results of some interest.

## Theorem 4.6

If the $S_{p}$-subgroup $P$ of $G$ has trivial intersection with its distinct conjugates, then any two elements of $P$ that are conjugate in $G$ are conjugate in $N_{G}(P)$.

## Proof

Let $x, y \in P$ with $x$ conjugate to $y$ in $G$ and let $x=x_{0}, x_{1}, x_{2}, \ldots, x_{m}=y$, $H_{i}=P \cap Q_{i}$, and $y_{i}$ be as in the proof of Theorem 4.1. Since $x_{i-1}$ and $x_{i}$ are in $H_{i}, P \cap Q_{i} \neq 1$ and consequently $P=Q_{i}, 1 \leqslant i \leqslant m$. Thus $H_{i}=P$ and $y_{i} \in N_{G}(P)$ for all $i$, whence $u=y_{1} y_{2} \cdots y_{m} \in N_{G}(P)$. Since $x^{u}=y$, the theorem follows.

## Theorem 4.7

Let $P \cap Q$ be an intersection of maximal order of two distinct $S_{p}$-subgroups of $G$. Then the only conjugates of $P \cap Q$ in $G$ contained in $P$ are conjugates of $P \cap Q$ in $N_{G}(P)$.

## Proof

Set $A=P \cap Q$ and suppose $B=A^{x} \subseteq P$. Then by Theorem 2.7, we have $A=A_{0}, A_{1}, A_{2} \ldots, A_{m}=B, H_{i}=P \cap Q_{i},\left\langle A_{i-1}, A_{i}\right\rangle \subseteq H_{i}$, and $A_{i}=A_{i-1}^{Y_{i}}$
for suitable $y_{i}$ in $N_{G}\left(H_{i}\right)$, where each $H_{i}$ is a tame intersection. Now if $Q_{i} \neq P$, then $H_{i}=P \cap Q_{i}=A_{i-1}=A_{i}$, since otherwise $\left|P \cap Q_{i}\right|>\left|A_{i}\right|=$ $|A|=|P \cap Q|$, contrary to the fact that $P \cap Q$ is an intersection of $S_{p}$-subgroups of maximal order. Thus $A_{i-1}=A_{i}$ whenever $P \neq Q_{i}$ and consequently $B=A^{y}$, where $y=y_{i_{1}} y_{i_{2}} \cdots y_{i_{r}}$ with $i_{j}$ running over those indices for which $Q_{i_{j}}=P$, proving the theorem.

## 5. WEAK CLOSURE AND p-NORMALITY

In this section we derive some additional consequences of Alperin's theorem which relate to the basic concept of weak closure. If $H$ and $K$ are subgroups of $G$, the weak closure of $K$ in $H$ with respect to $G$ is by definition the subgroup of $H$ generated by all conjugates of $K$ in $G$ which lie in $H$ and is denoted by

$$
V\left(\operatorname{ccl}_{G}(K) ; H\right) .
$$

(Here "ccl" is an abbreviation of "conjugate class").
Thus, for example, in this terminology a corollary of Theorem 4.7 is the assertion

$$
V\left(\operatorname{ccl}_{G}(P \cap Q) ; P\right)=V\left(\operatorname{ccl}_{N}(P \cap Q) ; P\right),
$$

where $P, Q$ are as in the theorem and $N=N_{G}(P)$.
If $K=V\left(\operatorname{ccl}_{G}(K) ; H\right)$, we say that $K$ is weakly closed in $H$ (with respect to $G$ ). Clearly in this case $K$ must be a subgroup of $H$ and the only conjugate of $K$ contained in $H$ is $K$ itself; for if $K^{x} \subseteq H$, then $K^{x} \subseteq K$ as $K$ is weakly closed in $H$. But then $K=K^{x} \subseteq H$ as $\left|K^{x}\right|=|K|$. Obviously $H$ is weakly closed in itself.

We shall be concerned here with some results in the case that $H=P$ is an $S_{p}$-subgroup of $G$ and $K$ is a characteristic subgroup of $P$. We first prove

## Theorem 5.1

Let $K$ be a characteristic subgroup of the $S_{p}$-subgroup $P$ of $G$. Then $K$ is weakly closed in $P$ if and only if $K$ is normal in every $S_{p}$-subgroup of $G$ in which it lies.

## Proof

Suppose $K \subseteq Q=P^{x}$, equivalently $K^{x^{-1}} \subseteq P, x \in G$. Then by definition $K$ is weakly closed in $P$ if and only if $K^{x^{-1}} \subseteq K$ and hence if and only if $K^{x^{-1}}=K$ for any such $x$.

But then if $K$ is weakly closed in $P, K^{x}=K$ and so $K=K^{x} \operatorname{char} P^{x}=Q$. Conversely, suppose $K \triangleleft Q$. Since $K$ char $P, K^{x}$ char $P^{x}=Q$ and so $K, K^{x}$
are two normal subgroups of $Q$ that are conjugate in $G$. But then by Burnside's theorem (Theorem 1.1), $K^{x y}=K$ for some $y$ in $N_{G}(Q)$. On the other hand, $K^{x y}=K^{x}$ as $K^{x}$ char $Q$. Thus $K^{x}=K$, whence $K$ is weakly closed in $P$.

We remark that the proof shows that $K$ need not be characteristic, but need only satisfy the weaker condition $K \triangleleft N_{G}(P)$.

Of particular interest is the case $K=Z(P)$. If $Z(P)$ is weakly closed in $P$, we say that $G$ is p-normal. (Clearly this concept depends only upon the prime $p$ and not upon the particular $S_{p}$-subgroup $P$ of $G$.)

If $P$ is abelian, then $P=Z(P)$ and certainly $G$ is $p$-normal. Grün's second theorem, which we now prove, extends Theorem 4.4 on groups with abelian $S_{p}$-subgroups to arbitrary $p$-normal groups.
Theorem 5.2 (Grün)
If $P$ is an $S_{p}$-subgroup of the p-normal group $G$ and if $N=N_{G}(Z(P))$, then

$$
P \cap G^{\prime}=P \cap N^{\prime} .
$$

## Proof

Set $H=N_{G}(P)$. Since $Z(P)$ char $P, H$ normalizes $Z(P)$ and so $H \subseteq N$, whence $P \cap H^{\prime} \subseteq P \cap N^{\prime}$. Furthermore, by Grün's first theorem,
$P \cap G^{\prime}=\left\langle P \cap H^{\prime}, P \cap Q^{\prime}\right| Q$ ranging over all $S_{p}$-subgroups of $\left.G\right\rangle$.
Hence to prove that $P \cap G^{\prime} \subseteq P \cap N^{\prime}$, it will suffice to show that $P \cap Q^{\prime} \subseteq P \cap N^{\prime}$, fór all $S_{p}$-subgroups $Q$ of $G$. Since obviously

$$
P \cap N^{\prime} \subseteq P \cap G^{\prime},
$$

this will be enough to establish the theorem.
Set $D=P \cap Q^{\prime}$ with $Q=P^{x}, x \in G$, and let $M=N_{G}(D)$. Since $D \subseteq P$, we have $Z(P) \subseteq M$, and since $D \subseteq Q^{\prime} \subseteq Q$, we also have $Z(P)^{x} \subseteq M$. Let $R, S$ be $S_{p}$-subgroups of $M$ containing $Z(P)$ and $Z(P)^{x}$, respectively. If $S^{u}=R$, $u \in M$, we have $Z(P)^{x u} \subseteq R$. Hence if $T$ is an $S_{p}$-subgroup of $G$ containing $R$, we see that both $Z(P)$ and $Z(P)^{x u}$ lie in $T$. But $G$ is $p$-normal and consequently $Z(T)$ is weakly closed in $T$. Since $Z(P)$ and $Z(P)^{x u}$ are conjugates of $Z(T)$ contained in $T$, it follows that $Z(P)=Z(P)^{x u}=Z(T)$. We conclude therefore that $y=x u \in N=N_{G}(Z(P))$.

Now $u \in M=N_{G}(D)$ and consequently

$$
D=D^{u}=\left(P \cap Q^{\prime}\right)^{u}=\left(P \cap\left(P^{\prime}\right)^{x}\right)^{u}=P^{u} \cap\left(P^{\prime}\right)^{y} .
$$

Thus $D \subseteq\left(P^{\prime}\right)^{y} \subseteq N^{\prime}$ since both $P$ and $y$ lie in $N$. Since also $D \subseteq P$, it follows that $D=P \cap Q^{\prime} \subseteq P \cap N^{\prime}$ and the theorem is proved.

There exist other deeper results, notably the Hall-Wielandt theorem, which give conditions on weakly closed subgroups $W$ of $P$ other than $Z(P)$ for $P \cap G^{\prime}$ to equal $P \cap N^{\prime}$ with $N=N_{\mathrm{G}}(W)$. (See M. Hall [1], pp. 206212.) This theorem does not seem to be a direct consequence of Alperin's theorem; and, as we do not require it, we shall not prove it here.

We conclude with a well-known result of Burnside related to nonweakly closed subgroups of $P$.

## Theorem 5.3 (Burnside)

Let $K$ be a normal subgroup of the $S_{p}$-subgroup $P$ of $G$ and assume $K$ is contained as a nonnormal subgroup of some $S_{p}$-subgroup of $G$. Then there is a p-subgroup $H$ of $P$ containing $K$ such that if $r$ is the number of distinct conjugates of $K$ contained in $N_{G}(H)$, then $(r, p)=1$ and $r>1$.

## Proof

We have $K \subseteq P^{x}$ and $K \not P^{x}$ for some $x$ in $G$. Thus $K^{x-1} \subseteq P$ and $K^{x^{-1}} \not \otimes P$. We know from Alperin's theorem that we can conjugate $K^{x^{-1}}$ into $K$ in a finite number of steps $K^{x^{-1}}=K_{0}, K_{1}, K_{2}, \ldots, K_{m}=K$ involving only tame intersections. Hence at some stage we must have $K_{i-1} \notin P$ and $K_{i} \triangleleft P$. Set $L_{0}=K_{i-1}$ and $L_{1}=K_{i}$. Then our results imply that $\left\langle L_{0}, L_{1}\right\rangle \subseteq P \cap Q$, where $Q$ is an $S_{p}$-subgroup of $G$ with $P \cap Q$ a tame intersection, that $L_{0}, L_{1}$ are conjugate in $N=N_{G}(P \cap Q)$, and that there exists an element $y$ in $G$ such that $L_{1}^{y}=K$ and $(P \cap Q)^{y} \subseteq P$.

Since $P \cap Q$ is a tame intersection, $R=N_{P}(P \cap Q)$ is an $S_{p}$-subgroup of $N$. Now $L_{1} \triangleleft R$ as $L_{1} \triangleleft P$ and $R \subseteq P$. On the other hand, $L_{1} \nrightarrow N$, for otherwise $L_{0}=L_{1}$ and $L_{0} \triangleleft P$, which is not the case. But then $r=\left|N: N_{N}\left(L_{1}\right)\right|>1$ and is prime to $p$. Now $r$ is the number of conjugates of $L_{1}$ in $N$; and, furthermore, as $L_{1} \subseteq P \cap Q$ and $P \cap Q \triangleleft N$, these conjugates all lie in $P \cap Q$. Finally if we set $H=(P \cap Q)^{y}$, we see that $L_{1}^{y}=K \subseteq H \subseteq P$ and that $r$ is the number of conjugates of $K$ in $N_{G}(H)$. Since $(r, p)=1$ and $r>1$, the theorem is proved.

## 6. ELEMENTARY APPLICATIONS

We shall apply some of the preceding results to establish a number of important specialized theorems:

## Theorem 6.1

Let $P$ be an $S_{p}$-subgroup of $G$, where $p$ is the smallest prime in $\pi(G)$. If $p>2$, assume $d_{n}(P) \leqslant 2$, while if $p=2$, assume $P$ is cyclic. Then $G$ has $a$ normal $p$-complement.

## Proof

Suppose first that $p$ is odd. If $H$ is a nontrivial $p$-subgroup of $G, H \subseteq Q$ for some $S_{p}$-subgroup $Q$ of $G$. Since $d_{n}(Q)=d_{n}(P) \leqslant 2$, Theorem 5.4.15(i) implies that $d(H) \leqslant 2$, whence certainly $d_{n}(H) \leqslant 2$. Set $N=N_{G}(H)$ and $C=C_{G}(H)$, so that $\bar{N}=N / C$ is isomorphic to a subgroup of Aut $H$. We argue that $\bar{N}$ is a $p$-group. Indeed if not, then $\bar{N}$ would contain an element $y$ of prime order $q \neq p$ which determines an automorphism of $H$ of order $q$. But since $d_{n}(H) \leqslant 2$, Theorem 5.4.15(ii) implies that $q<p$. However, $q \in \pi(G)$ under these conditions, contrary to the fact that $p$ is the smallest prime in $\pi(G)$. Thus $\bar{N}$ is a $p$-group for any $p$-subgroup $H \neq 1$ of $G$ and now Theorem 4.5 yields that $G$ possesses a normal $p$-complement.

Suppose now that $p=2$, in which case $P$ is cyclic. Setting $N=N_{G}(P)$ and $C=C_{C}(P)$, we have that $N / C$ is a $2^{\prime}$-group of automorphisms of $P$. But Aut $P$ is a 2 -group by Lemma 5.4.1 and consequently $N=C$. Thus $P \subseteq Z(N)$ and the desired conclusion follows in this case from Burnside's normal $p$-complement theorem.

In view of Theorem 5.4.11 concerning regular groups of automorphisms, it is of interest to know the structure of groups whose Sylow subgroups are all cyclic. This we can derive as a consequence of Theorem 6.1.

## Theorem 6.2

If the Sylow subgroups of $G$ are all cyclic, then $G$ is metacyclic. In particular, $G$ is solvable.

## Proof

By induction on $|G|$, we first prove that $G$ is solvable. Let $P$ be an $S_{p}$-subgroup of $G$, where $p$ is the smallest prime in $\pi(G)$. Since $P$ is cyclic, certainly $d_{n}(P) \leqslant 2$. Hence $G$ possesses a normal $p$-complement $K$ by Theorem 6.1. Since the Sylow subgroups of $K$ are also all cyclic, $K$ is solvable by induction. Since $G=P K$ with $K \oslash G$, we conclude that $G$ is solvable.

Now set $F=F(G)$. The Sylow subgroups of $F$, being subgroups of those of $G$, are cyclic. Since $F$ is nilpotent, it follows that $F$ is abelian, and hence, by Theorem 1.3.1(ii), that $F$ is cyclic. But $C_{G}(F) \subseteq F$ by Theorem 6.1.3 and consequently $G / F$ is isomorphic to a subgroup of Aut $F$. But Aut $F$ is abelian as $F$ is cyclic. Since the Sylow subgroups of $G / F$ are also all cyclic, another application of Theorem 1.3.1(ii) yields that $G / F$ is cyclic. Thus $G$ is metacyclic, as asserted.

A group $G$ is said to possess a Sylow tower if there exists a normal series $G=G_{0} \supset G_{1} \supset \cdots \supset G_{n}=1$ in $G$ such that each $G_{i} / G_{i+1}, 0 \leqslant i \leqslant n-1$, is
isomorphic to a Sylow subgroup of $G$. Clearly such a group $G$ is necessarily solvable. As a second consequence of Theorem 6.1, we have

## Theorem 6.3

Let $G$ be a group of odd order such that for every prime $p$ in $\pi(G)$, we have $d_{n}(P) \leqslant 2$, where $P$ is an $S_{p}$-group of $G$. Then $G$ possesses a Sylow tower.

## Proof

If $p$ is the smallest prime in $\pi(G)$, we can apply Theorem 6.1 , since $p$ is odd, to conclude that $G$ has a normal $p$-complement $G_{1}$. Then $G_{1}$ satisfies the same conditions as $G$; so by induction $G_{1}$ possesses a normal series with the required properties. Since $G / G_{1}$ is an $S_{p}$-subgroup of $G$, it follows at once that $G$ has a Sylow tower.

A further consequence of the same type is the following:

## Theorem 6.4

A simple nonabelian group has order divisible either by the cube of its smallest prime or by 12.

## Proof

Let $P$ be an $S_{p}$-subgroup of $G$, where $p$ is the smallest prime and suppose $|P| \leqslant p^{2}$. Then $P$ is either cyclic or abelian of type ( $p, p$ ). In either case $d_{n}(P) \leqslant 2$. Hence if $p>2$ or $p=2$ and $P$ is cyclic, $G$ has a normal $p$-complement and so is not simple.

Consider the remaining case that $p=2$ and $P$ is of type $(2,2)$ and set $N=N_{G}(P), C=C_{G}(P)$. If $N=C$, then Burnside's theorem applies to yield that $G$ has a normal 2-complement; and again $G$ is not simple. On the other hand, if $N \supset C$, then $N / C$, being of odd order, must contain an element of order 3 which cyclically permutes the three elements of $P^{*}$. In this case, 12 divides $|G|$ and the theorem is proved.

In view of the solvability of groups of odd order, a simple group, in fact, has order divisible by 8 or 12 . Thompson's work on minimal simple groups shows that actually the order of a simple group is divisible by either $2^{6} \cdot 5$ or 12 .

The preceding results deal with groups whose Sylow subgroups are of very restricted types. We conclude with a general consequence of Burnside's transfer theorem:

## Theorem 6.5

If $P$ is an $S_{p}$-subgroup of $G$ and $A$ is a maximal abelian normal subgroup of $P$, then

$$
C_{G}(A)=A \times D,
$$

where $D$ is a $p^{\prime}$-group.

## Proof

Set $C=C_{G}(A)$. Since $A \triangleleft P, P$ normalizes $C$ and consequently $P \cap C$ is an $S_{p}$-subgroup of $C$ by Theorem 1.3.8. But $P \cap C=C_{P}(A)=A$ by Lemma 5.3.12. Thus $A$ is an $S_{p}$-subgroup of $C$. Since $A \subseteq Z(C)$, Burnside's theorem applies to yield that $C$ possesses a normal $p$-complement $D$. Hence $C=A D$, where $D$ is a $p^{\prime}$-group. Since $D$ centralizes $A$, we have, in fact, $C=A \times D$ and the theorem is proved.

## 7. GROUPS WITH DIHEDRAL SYLOW 2-SUBGROUPS

As an application of Grün's first theorem we shall analyze the fusion of 2 -elements in groups with dihedral Sylow 2-subgroups. Of particular importance is the fusion of elements of order 2 . In any group $G$, an element of order 2 is customarily called an involution and we shall use this term for such an element. It will also be convenient to call an abelian group of type ( 2,2 ) a four-group. Thus a four-group is another name for a dihedral group of order 4 . We first treat the case of dihedral groups of order 4 , which is considerably easier.

## Theorem 7.1

Let $G$ be a group in which an $S_{2}$-subgroup $S$ is a four-group. Then one of the following holds:
(i) $N_{G}(S) \supset C_{G}(S), G$ has no normal subgroups of index 2 , and $G$ has one conjugate class of involutions.
(ii) $N_{G}(S)=C_{G}(S), G$ has a normal 2-complement, and $G$ has three conjugate classes of involutions.
In particular, $C_{G}(x)$ has a normal 2-complement for any involution $x$ of $G$.

## Proof

Set $N=N_{G}(S)$ and $C=C_{G}(S)$. If $N=C$, Burnside's transfer theorem implies that $G$ has a normal 2-complement $K$. Since $G / K$ is isomorphic to $S$ and $S$ has three classes of involutions, it follows that the involutions of $S$ lie in distinct conjugate classes in $G$. Since every involution of $G$ is conjugate to one in $S$ by Sylow's theorem, $G$ has three classes of involutions, proving (ii).

Suppose, on the other hand, that $N \supset C$, in which case $N / C$ must contain an element of order 3 which cyclically permutes the three involutions of $S$. But then $S \cap Z(N)=1$, whence $G$ has no normal subgroups of index 2 by Theorem 4.4. Furthermore, since the involutions of $S$ are conjugate to each other in $N, G$ has only one class of involutions. Thus (i) also holds.

Finally, let $x$ be an involution of $G$ and set $G_{1}=C_{G}(x)$. Then $x$, being in the center of $G_{1}$, is conjugate only to itself in $G_{1}$. On the other hand, $G_{1}$ contains a conjugate of $S$ and so $G_{1}$ has more than one class of involutions. But then $G_{1}$ has a normal 2 -complement by (ii).

Theorem 7.1 tells us that either $G$ has a normal 2-complement or else the three conjugate classes of involutions of $S$ are fused to a single class in $G$.

We turn now to the case of dihedral groups of order at least 8 and first prove the following preliminary result which augments the conclusions obtained in Theorem 5.4.3.

Lemma 7.2
Let $S=\left\langle x, y \mid y^{2}=x^{2 n}=1, x^{y}=x^{-1}, n \geqslant 2\right\rangle$ be a dihedral group of order at least 8 . Set $z=x^{2 n-1}, H=\langle x\rangle, T_{0}=\langle y, z\rangle$, and $T_{1}=\langle x y, z\rangle$. Then we have
(i) $\langle z\rangle=Z(S),\left\langle x^{2}\right\rangle=S^{\prime}=\Phi(S)$, and $\Omega_{1}\left(S^{\prime}\right)=Z(S)$.
(ii) $\langle z\rangle=\Omega_{1}(H)$ and $H$ contains every cyclic subgroup of $S$ of order at least 4.
(iii) $T_{0}$ and $T_{1}$ are four-groups and are not conjugate in $S$. Furthermore, any four-subgroup of $S$ is conjugate to $T_{0}$ or $T_{1}$.
(iv) $\left|N_{S}\left(T_{i}\right): C_{S}\left(T_{i}\right)\right|=2$ and $C_{S}\left(T_{i}\right)=T_{i}, 0 \leqslant i \leqslant 1$.
(v) $S$ has three conjugate classes of involutions, represented by the elements $z, y$, and $y x$, respectively.
(vi) Aut $S$ is a 2 -group.

## Proof

First of all, (i) has been proved in Theorem 5.4.3. For the same reason we know that the elements of $S-H$ are all involutions, which implies (ii) as well as the fact that $T_{0}, T_{1}$ are four-groups.
Let $u \in S$ and set $y^{u}=v$. Since $u=y x^{j}$ or $x^{j}$ for some $j$, we have $y^{u}=y^{x j}=x^{-j} y x^{j}=y x^{2 j}$ in either case. Thus $v=y x^{2 j}$ and, for each choice of $j, v$ is conjugate to $y$. Similarly, $y x$ is conjugate to $y x^{2 j+1}$ for all $j$. Furthermore, $z$ is conjugate only to itself in $S$. Since the elements $y x^{i}$ and $z$ include all the involutions of $S$, we conclude that $S$ has three classes of involutions, proving (v). Moreover, $T_{0}$ and $T_{1}$ cannot be conjugate in $S$, for otherwise $y \in T_{0}$ would be conjugate to one of the involutions $z, y x$, and $y x z=y x^{1+2^{n-1}}$ of $T_{1}$, which is not the case.

Next let $T$ be an arbitrary four-subgroup of $S$. Since $|S / H|=2$, $T \cap H \neq 1$, whence $z \in T$. Hence $T=\left\langle z, y x^{i}\right\rangle$ for some $i$. By the preceding paragraph there exists $u$ in $S$ such that $\left(y x^{i}\right)^{u}=y$ or $y x$ according as $i$ is even or odd. Since $u$ centralizes $z$, we conclude correspondingly that $T^{u}=T_{0}$ or $T_{1}$. Thus (iii) holds.

The preceding analysis shows that for $u$ in $S, y^{u}=y$ only if $u=y, z$, or $y z$, while $(y x)^{u}=y x$ only if $u=y x, z$, or $y x z$, so $C_{S}(y)=T_{0}$ and $C_{S}(y x)=T_{1}$. It follows at once that $C_{s}\left(T_{i}\right)=T_{i}, 0 \leqslant i \leqslant 1$. On the other hand, $N_{i}=N_{s}\left(T_{i}\right) \supset T_{i}$ by Theorem 1.2 .11 (ii) since $S \supset T_{i}, 0 \leqslant i \leqslant 1$. Since $N_{i} / T_{i}$ acts as a group of linear transformations of $T_{i}$ as a vector space over $Z_{2}$, Theorem 2.8.1 implies that $\left|N_{i} / T_{i}\right|=2,0 \leqslant i \leqslant 1$, and so (iv) also holds.

Finally, $H$ is the unique cyclic subgroup of $S$ of order more than 2 , whence $H$ char $S$. But then if $\phi$ is a $2^{\prime}$-automorphism of $S, \phi$ acts trivially on both $H$ and $S / H$ by Lemma 5.4 .1 and consequently $\phi$ stabilizes the normal series $S \supset H \supset 1$ of $S$. But then $\phi=1$ by Theorem 5.3.2. Thus Aut $S$ is a 2 -group, which establishes (vi) and completes the proof.

We now prove

## Theorem 7.3

Let $G$ be a group with a dihedral $S_{2}$-subgroup $S$ of order at least 8 and let $T_{0}, T_{1}$ be representatives of the two conjugate classes of four-groups in $S$. Then one of the following holds:
(i) $G$ has no normal subgroups of index $2, G$ has one conjugate class of involutions, and $\left|N_{G}\left(T_{i}\right): C_{G}\left(T_{i}\right)\right|=6$ for both $i=0$ and 1 .
(ii) $G$ has a normal subgroup of index 2 , but no normal subgroup of index $4, G$ has two conjugate classes of involutions, and $\left|N_{G}\left(T_{i}\right): C_{G}\left(T_{i}\right)\right|$ is 6 for one value of $i$ and 2 for the other value of $i, 0 \leqslant i \leqslant 1$.
(iii) $G$ has a normal 2-complement, $G$ has three conjugate classes of involutions, and $\left|N_{G}\left(T_{i}\right): C_{G}\left(T_{i}\right)\right|=2$ for both $i=0$ and 1.
In particular, if $z$ is the involution of $Z(S)$, then $C_{G}(z)$ has a normal 2-complement.

## Proof

We shall determine $S \cap G^{\prime}$ by means of Grün's theorem. First of all, if $N=C_{G}(S)$ and $C=C_{G}(S)$, then $N / C$ is a 2 -group by part (vi) of the preceding lemma. Since $S$ is an $S_{2}$-subgroup of $N$, we thus have $N=S C$. Since $C \triangleleft N, S \cap C=Z(S)$ is an $S_{2}$-subgroup of $C$. But $Z(S)$, being of order 2 , is cyclic and so $C$ possesses a normal 2 -complement $K$ by Theorem 6.1. Since $K \subset C$ centralizes $S$, it follows that $N=S \times K$, whence $S \cap N^{\prime}=S^{\prime}$. We conclude therefore from Grün's first theorem that

$$
\begin{equation*}
\left.S \cap G^{\prime}=\left\langle S \cap Q^{\prime}\right| Q \text { ranging over all } S_{2} \text {-subgroups of } G\right\rangle \tag{7.1}
\end{equation*}
$$

Let the notation for the elements and subgroups of $S$ be as in the preceding lemma. Hence if $Q=S^{u}, u \in G$, we have $Q^{\prime}=\left\langle x^{2}\right\rangle^{\prime \prime}$, so $S \cap Q^{\prime}$ is cyclic of order at most $2^{n-1}$. Thus for any single $S_{2}$-subgroup $Q$ of $G$, we never
have $H=S \cap Q^{\prime}$. Furthermore, if $\left|S \cap Q^{\prime}\right|>2$, then $S \cap Q^{\prime} \subset H$ by Lemma 7.2(ii). Finally, if $\left|S \cap Q^{\prime}\right|=2$, then either $S \cap Q^{\prime}=\langle z\rangle \subset H$ or $S \cap Q^{\prime}=y x^{i}$ for some $i$. We conclude that either $S \cap G^{\prime}=\left\langle x^{2}\right\rangle=S^{\prime}$ or that

$$
\begin{equation*}
S \cap G^{\prime}=\left\langle x^{2}, y x^{i_{1}}, y x^{i_{2}}, \ldots, y x^{i_{r}}\right\rangle \tag{7.2}
\end{equation*}
$$

for suitable integers $i_{j}$ and $S_{2}$-subgroups $Q_{j}$ of $G$ such that $S \cap Q_{j}^{\prime}=$ $\left\langle y x^{i_{j}}\right\rangle, 1 \leqslant j \leqslant r$. Moreover, if (7.2) holds, $S \cap G^{\prime}=\left\langle x^{2}, y\right\rangle$ if all $i_{j}$ are even, $S \cap G^{\prime}=\left\langle x^{2}, y x\right\rangle$ if all $i_{j}$ are odd, and $S \cap G^{\prime}=\left\langle x^{2}, y, y x\right\rangle=S$ in the remaining case.

Consider first the case $S \cap G^{\prime}=S$. Then (7.2) holds and $i_{j}$ is even, $i_{k}$ is odd for suitable $j, k$, say, $j=1$ and $k=2$. Then $y x^{i_{1}}, y x^{i_{2}}$ are conjugate in $S$ to $y$ and $y x$. Hence replacing $Q_{1}, Q_{2}$ by appropriate conjugates, we can assume without loss that

$$
\begin{equation*}
S \cap Q_{1}^{\prime}=\langle y\rangle \quad \text { and } \quad S \cap Q_{2}^{\prime}=\langle y x\rangle . \tag{7.3}
\end{equation*}
$$

Thus $\langle y\rangle=\Omega_{1}\left(Q_{1}^{\prime}\right)=Z\left(Q_{1}\right)$ and $\langle y x\rangle=\Omega_{1}\left(Q_{2}^{\prime}\right)=Z\left(Q_{2}\right)$. Since $Z(S)$ is conjugate to $Z\left(Q_{i}\right)$ for each $i$, it follows that both $y$ and $y x$ are conjugate to $z$ in $G$. In particular, $G$ has only one class of involutions.

Furthermore, by the preceding lemma, $\left|N_{S}\left(T_{0}\right): C_{5}\left(T_{0}\right)\right|=2$, so there exists an element $u$ in $N_{S}\left(T_{0}\right)$ such that

$$
\begin{equation*}
z^{u}=z \quad y^{u}=y z \quad(y z)^{u}=y . \tag{7.4}
\end{equation*}
$$

On the other hand, $\langle y\rangle=Z\left(Q_{1}\right)$, so $C_{1}=C_{6}(y)$ contains both $Q_{1}$ and $T_{0}$. Hence if $S_{1}$ is an $S_{2}$-subgroup of $C_{1}$ containing $T_{0}$, then $S_{1}$ is an $S_{2}$-subgroup of $G$ and $\langle y\rangle=Z\left(S_{1}\right)$. But then, as with $S$, we have $\left|N_{S_{1}}\left(T_{0}\right): C_{S_{1}}\left(T_{0}\right)\right|=2$, so there must exist an element $v$ in $N_{S_{1}}\left(T_{0}\right)$ such that

$$
\begin{equation*}
y^{v}=y \quad z^{v}=y z \quad(y z)^{v}=z \tag{7.5}
\end{equation*}
$$

Setting $w=u v$, it follows at once from (7.4) and (7.5) that

$$
\begin{equation*}
z^{w}=y z \quad(y z)^{w}=y \quad y^{w}=z . \tag{7.6}
\end{equation*}
$$

Thus $w \in N_{G}\left(T_{0}\right)$ and $w$ cyclically permutes the three involutions of $T_{0}$, whence $w^{3}$ is the least power of $w$ contained in $C_{G}\left(T_{0}\right)$. We conclude at once that $\left|N_{G}\left(T_{0}\right): C_{G}\left(T_{0}\right)\right|=6$.

A similar calculation with $y x$ and $T_{1}$ in place of $y$ and $T_{0}$ yields also $\left|N_{G}\left(T_{1}\right): C_{G}\left(T_{1}\right)\right|=6$. Thus all parts of (i) hold when $S \cap G^{\prime}=S$.

Suppose next that $\left|S: S \cap G^{\prime}\right|=2$. Then $G$ possesses a normal subgroup $K$ of index 2, but no normal subgroup of index 4 (inasmuch as the factor group by such a normal subgroup would necessarily be abelian). In this
case $S \cap G^{\prime}=\left\langle x^{2}, y x^{i}\right\rangle$ with $i=0$ or 1 . For definiteness, assume $i=0$. Then the preceding argument shows that $y$ is conjugate to $z$ in $G$ and that $\left|N_{G}\left(T_{0}\right): C_{G}\left(T_{0}\right)\right|=6$. Furthermore, $v x$ is not conjugate to $z$ in this case, for if $y^{\prime} x=z^{u}$ with $u$ in $G$, then $y x \in S \cap Q^{\prime}$, where $Q=S^{u}$, whence $S \cap G^{\prime}=S$, contrary to our present assumption. Thus $G$ has two classes of involutions in this case. In addition, we must also have $\left|N_{G}\left(T_{1}\right): C_{G}\left(T_{1}\right)\right|=2$, otherwise this index would be 6 and $N_{G}\left(T_{1}\right)$ would contain an element which cyclically permutes the involutions of $T_{1}$. But then $y x$ and $z$ would be conjugate in $G$, which we have just shown is not the case. Thus (ii) holds when $\left|S: S \cap G^{\prime}\right|=2$.

Now assume that $\left|S: S \cap G^{\prime}\right| \geqslant 4$, whence $S^{\prime}=S \cap G^{\prime}$. By Theorem 3.1 there exists a normal subgroup $K$ of $G$ such that $S^{\prime}=S \cap G^{\prime}=S \cap K$ and $G / K$ is isomorphic to $S / S \cap G^{\prime}$. But then $S^{\prime}$ is an $S_{2}$-subgroup of $K$ and, being cyclic, $K$ possesses a normal 2 -complement $L$ by Theorem 6.1. Since $L$ char $K \triangleleft G, L \triangleleft G$ and $G / L$ is a 2 -group. Since $|L|$ is odd, we conclude that $L$ is a normal 2-complement in $G$. The remaining parts of (iii) follow at once from this.

Finally, if $G_{1}=C_{6}(z)$, then $S \subseteq G_{1}$ and $z$ is conjugate only to itself in $G_{1}$. But now the preceding proof shows that condition (iii) must hold in $G_{1}$, since otherwise $z$ would be conjugate to $y$ or $y x$ in $G_{1}$. Hence $G_{1}$ has a normal 2 -complement by (iii) and the theorem is proved.

## EXERCISES

1. Let $G=S L(3, p), p$ odd, set $P=\left\{\left.\left(\begin{array}{lll}1 & 0 & 0 \\ a & 1 & 0 \\ b & c & 1\end{array}\right) \right\rvert\, a, b, c \in Z_{p}\right\}, x_{1}=\left(\begin{array}{lll}1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$, $x_{2}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 1\end{array}\right), z=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1\end{array}\right)$, and $P_{i}=\left\langle x_{i}, z\right\rangle, 1 \leqslant i \leqslant 2$. Prove
(i) $P$ is an $S_{p}$-subgroup of $G$ and is extra-special of order $p^{3}$ with center $\langle z\rangle$.
(ii) $P_{i}$ is a tame intersection, $1 \leqslant i \leqslant 2$.
(iii) $x_{i}$ and $z$ are conjugate in $N_{G}\left(P_{i}\right), 1 \leqslant i \leqslant 2$, and hence $x_{1}$ and $x_{2}$ are conjugate in $G$.
(iv) $x_{1}$ and $x_{2}$ are not conjugate in the normalizer of any subgroup of $P$ containing them.
2. Let $G$ be a group with cyclic Sylow subgroups. Prove that $G=\langle x, y\rangle$ with $x^{m}=y^{n}=1, x^{y}=x^{r}, r^{n} \equiv 1(\bmod m),|G|=m n$, and $(n(r-1), m)=1$.
3. Let $G$ be a group with no normal subgroup of index 2 and let $P$ be an $S_{2}$-subgroup of $G$. Prove
(i) If $Q$ is a maximal subgroup of $P$, then $Q$ contains a representative of every conjugate class of involutions of $G$. (Consider the transfer of $G$ into $P / Q$.)
(ii) If $A$ is an elementary abelian normal subgroup of $P$ of order 4 and $x$ is an involution of $G$, then $C_{G}(A)$ contains a conjugate of $x$.
4. Let $G$ be a group with a generalized quaternion $S_{2}$-subgroup. Prove that either $G$ has a normal 2 -complement or else $S L(2,3)$ is involved in $G$.
5. Let $H_{1}, H_{2}$ be subgroups of $G$ with $H_{2} \subseteq H_{1}$ and let $\tau_{i}, \tau$ denote, respectively, the transfer of $G$ into $H_{i} / H_{i}^{\prime}$ and of $H_{1}$ into $H_{2} / H_{2}^{\prime}$ with respect to the natural maps of $H_{i}$ on $H_{i} / H_{i}^{\prime}$. Prove that

$$
(G) \tau_{1} \tau=(G) \tau_{2}
$$

By analogy with Lemma 7.2 and Theorem 7.3, the next two exercises describe the possible fusion in a group with semi-dihedral $S_{2}$-subgroups.
6. Let $P=\left\langle x, y \mid y^{2}=x^{2 n}=1, y^{-1} x y=x^{-1+2^{n-1}}\right\rangle$ be semi-dihedral of order $2^{n+1}, n \geqslant 3$. Prove
(i) The elements of order 2 in $P$ are $z=x^{2 n-1}$ and $y x^{j}, j$ even. The elements of order 4 in $P$ are $x^{2 n-2}$ and $y x^{j}, j$ odd.
(ii) $\Phi(P)=P^{\prime}$ and $Z(P)=\langle z\rangle$.
(iii) If $A=\langle x\rangle$, then $\langle z\rangle=\Omega_{1}(A)$ and any cyclic subgroup of $P$ order at least 4 intersects $A$ nontrivially.
(iv) $P$ has two conjugate classes of involutions represented by $y$ and $z$.
(v) Every four subgroup of $P$ is conjugate to $T_{0}=\langle y, z\rangle$. Moreover, $T_{1}=\langle y . x, z\rangle$ and $T_{2}=\left\langle x^{2 n-2}\right\rangle$ are nonconjugate cyclic subgroups of $P$ of order 4.
(vi) Aut $P$ is a 2-group.
(vii) $\left|N_{P}\left(T_{i}\right): C_{P}\left(T_{i}\right)\right|=2,0 \leqslant i \leqslant 1$.
7. Let $G$ be a group with semi-dihedral $S_{2}$-subgroups $P$ and let $T$ be a representative of the conjugate class of four groups in $P$. Show that exactly one of the following statements holds:
(i) $G$ has no normal subgroups of index $2, G$ has one conjugate class of involutions and of elements of order 4 and $\left|N_{G}(T): C_{G}(T)\right|=6$.
(ii) $G$ has a normal subgroup of index 2, but no normal subgroup of index 4, and either
(a) $G$ has one conjugate class of involutions and two of elements or order 4 and $\left|N_{G}(T): C_{G}(T)\right|=6$, or
(b) $G$ has two conjugate classes of involutions and one of elements of order 4 and $\left|N_{G}(T): C_{G}(T)\right|=2$.
(iii) $G$ has a normal 2-complement, $G$ has two conjugate classes of involutions and two of elements of order 4 and $\left|N_{G}(T): C_{G}(T)\right|=2$.
8. Let $G$ be a group with $S_{2}$-subgroup $\left\langle P=x_{1}, x_{2}, y\right| x_{1}^{4}=x_{2}^{4}=y^{2}=1$, $x_{2} x_{1}=x_{1} x_{2}, x_{1}^{y}=x_{2}$, and $\left.x_{2}^{y}=x_{1}\right\rangle$. Discuss the possible fusion of 2-elements in $G$.
9. Let $K$ be a pronormal subgroup of $G$ with $K \subseteq P, P$ an $S_{p}$-subgroup of $G$. Prove that $K$ is weakly closed in $P$ with respect to $G$. (Compare Exercise 1.4.)
10. Let $H$ be a strongly $p$-solvable subgroup of $G$ with $O_{p^{\prime}}(H)=1$, let $P$ be an $S_{p}$-subgroup of $H$ and $B$ be a noncyclic elementary abelian normal subgroup of $P$, and let $L$ be the largest normal subgroup of $H$ which centralizes $B$. Assume that for every $x$ in $B^{\#},\left[C_{G}(x), B, B\right]=1$. Prove
(i) $V=V\left(\operatorname{ccl}_{G}(B) ; P\right) \subseteq P \cap L$.
(ii) $H=L N_{G}(V)$.
11. Let $G$ be a group in which the normalizer of every nonidentity $p$-subgroup is $p$-solvable for some prime $p$ and let $P$ be an $S_{p}$-subgroup of $G$. Assume that $Z(P)$ is noncyclic and that $P$ normalizes no nontrivial $p^{\prime}$-subgroups of $G$. Prove that $Z(P)$ centralizes every $p^{\prime}$-subgroup of $G$ that it normalizes.
12. If the $S_{p}$-subgroups of $G$ are nonabelian and metacyclic, $p$ odd, show that $G$ has a normal subgroup of index $p$.
13. Let $H$ be an abelian Hall subgroup of $G$ with $H \subseteq Z\left(N_{\mathrm{G}}(H)\right)$. Prove that $G$ possesses a normal $H$-complement.

## $p$-CONSTRAINED AND p-STABLE GROUPS

In this chapter we shall discuss a number of closely related topics which embody the central ideas of Chapter IV of the Odd Order paper and which have far-reaching applications in classification problems. In Chapter 15 we shall give one such application to the study of groups with a self-centralizing Sylow 2-subgroup of order 4. Some recent work of Glauberman on one of these topics enables us to give a uniform, general treatment of the entire material so that the results hold for any group $G$ such that the normalizer of every nonidentity $p$-subgroup of $G, p$ odd, is both $p$-constrained and p-stable.

The general concepts of $p$-constraint and $p$-stability arose out of the attempt to carry over the ideas of the Odd Order paper to the analysis of groups with dihedral Sylow 2 -subgroups, but it appears now that they will be useful in the study of simple groups in general. Basic definitions and properties are discussed in Section 1.

In Section 2 we prove Glauberman's theorem, which gives a universal property of $p$-constrained and $p$-stable groups which sharpens some earlier results of Thompson. This result is then applied to obtain a condition for a group to have a normal $p$-complement, for odd $p$, which considerably strengthens Frobenius' criterion. In Section 4 we generalize Alperin's
theorem in order to study the conjugacy of $p$-elements in groups in which the normalizer of every nonidentity $p$-subgroup is both $p$-constrained and $p$-stable, or, more generally, is what we call of Glauberman type. This is followed by a fundamental result of Thompson, the so-called transitivity theorem, which deals with the set of all $q$-subgroups of a given group $G$ which are normalized by a fixed $p$-subgroup $A$ of $G$ having certain specified properties, $p, q$ being distinct primes.

The chapter culminates in the so-called Maximal Subgroup theoren, which considers the set $N(P)$ of all normalizers of nonidentity subgroups of a fixed Sylow $p$-subgroup $P$ of the group $G$ and provides a sufficient condition for $N(P)$ [more precisely for a certain well-defined subset $N^{*}(P)$ of $N(P)$ ] to possess a unique maximal element.

## 1. $p$-CONSTRAINT AND p-STABILITY

Theorems 6.3 .3 and 6.5 .3 show that a strongly $p$-solvable group $G$ has the following two properties:
(A) If $P$ is an $S_{p}$-subgroup of $O_{p^{\prime}, p}(G)$, then

$$
C_{G}(P) \subseteq O_{p^{\prime}, p}(G)
$$

(B) Let $P$ be a $p$-subgroup of $G$ such that $O_{p}(G) P \triangleleft G$. Then if $A$ is a $p$-subgroup of $N_{G}(P)$ with the property $[P, A, A]=1$, we have

$$
A C_{G}(P) / C_{G}(P) \subseteq O_{p}\left(N_{G}(P) / C_{G}(P)\right) .
$$

In the study of groups of odd order and groups with dihedral $S_{2}$-subgroups, one is dealing with a situation in which, for suitable primes $p$, the normalizers of every nonidentity $p$-subgroup satisfy both conditions (A) and (B). In the case of groups of odd order, this will be a consequence of the fact that these normalizers are strongly $p$-solvable. However, for groups with dihedral $S_{2}$-subgroups, these normalizers need not even be $p$-solvable. What is remarkable is that many of the arguments that one must carry out depend solely upon the fact that these normalizers satisfy conditions (A) and (B). It is therefore natural to introduce terms for groups which satisfy one or the other of these conditions.

A group $G$ which satisfies condition (A) will be called p-constrained.
As noted at the end of the proof of Theorem 6.5.3, condition (B) holds
for any group $G$ which involves no non- $p$-stable groups. Now, the notion of $p$-stability has thus far been defined only for groups with no nontrivial normal $p$-subgroups. Hence no confusion will arise if we take condition (B) itself as the definition of $p$-stability for groups which do have a nontrivial normal $p$-subgroup. Since we want this concept primarily for the normalizers of nonidentity $p$-subgroups of a given group, it will be entirely sufficient for our purposes to limit the definition to such groups. Hence we define:

A group $G$ in which $O_{p}(G) \neq 1$ which satisfies condition (B), where $p$ is an odd prime, will be called $p$-stable.

Throughout the balance of the chapter, $p$-stability will be used only in the above sense. In the present section we shall derive some elementary properties of $p$-constrained and $p$-stable groups.

## Theorem 1.1

Let $G$ be a p-constrained group. Then we have
(i) If $G \supset O_{p^{\prime}}(G)$, then $O_{p^{\prime}, p}(G) \supset O_{p}(G)$. In particular, $G$ is not simple.
(ii) If $\bar{G}=G / O_{p^{\prime}}(G)$, then $C_{\bar{G}}\left(O_{p}(\bar{G})\right) \subseteq O_{p}(\bar{G})$.
(iii) If $P$ is an $S_{p}$-subgroup of $O_{p^{\prime}, p}(G)$, then every $P$-invariant $p^{\prime}$-subgroup of $G$ is contained in $O_{p^{\prime}}(G)$.

## Proof

First of all, (i) is an immediate consequence of the definition of $p$-constraint. Next let $P$ be an $S_{p}$-subgroup of $O_{p^{\prime}, p}(G)$ and set $N=N_{G}(P)$. Then $G=O_{p}(G) N$ by Theorem 1.3.7 and consequently $N$ maps onto $\bar{G}$. This implies that there exists a subgroup $C$ of $N$ whose image is $C_{\bar{G}}\left(O_{p}(\bar{G})\right)$. Since $P$ maps onto $O_{p}(\bar{G})$ and $P \triangleleft N$, it follows that $[C, P] \subseteq$ $O_{p}(G) \cap P=1$. Thus $C \subseteq C_{G}(P) \subseteq O_{p^{\prime}, p}(G)$ as $G$ is $p$-constrained, whence $C_{\bar{\sigma}}\left(O_{p}(\bar{G})\right) \subseteq O_{p}(\bar{G})$, proving (ii).
Finally, let $K$ be a $P$-invariant $p^{\prime}$-subgroup of $G$ and let $\bar{K}, \bar{P}$ be the images of $K, P$ in $\bar{G}$. Then $\bar{P}=O_{p}(\bar{G})$, so $[\bar{K}, \bar{P}]$ is both a $p$-group and a $p^{\prime}$-group. Hence $\bar{K}$ centralizes $\bar{P}$. Since $C_{\bar{\sigma}}(\bar{P})$ is a $p$-group by (ii), it follows that $\bar{K}=\overline{1}$, whence $K \subseteq O_{p}(G)$.

In view of Theorem 3.8.4 and the remark following Theorem 6.5 .3 we have the following result:

## Theorem 1.2

Assume that $G$ does not involve $\operatorname{SL}(2, p), p$ odd; and, in particular, is either strongly p-solvable or has dihedral $S_{2}$-subgroups. Then $G$ is p-stable.

Finally we have the following extension of Theorem 6.5.2:

Theorem 1.3
Let $G$ be a group in which $O_{p}(G) \neq 1$ which is both p-constrained and p-stable. If $P$ is an $S_{p}$-subgroup of $G$ and $A$ is an abelian normal subgroup of $P$, then $A \subseteq O_{p^{\prime}, p}(G)$.

## Proof

Set $Q=P \cap O_{p^{\prime} p}(G)$, so that $O_{p^{\prime}}(G) Q \triangleleft G$. Our conditions on $A$ imply that $A \subseteq N_{G}(Q)$ and that $[Q, A, A]=1$. Since $G$ is $p$-stable, $A C_{G}(Q) / C_{G}(Q)$ $\subseteq O_{p}\left(N_{G}(Q) / C_{G}(Q)\right)$. Also $C_{G}(Q) \subseteq O_{p^{\prime} p}(G)=O_{p^{\prime}}(G) Q$ as $G$ is $p$ constrained. But $G=O_{p^{\prime}}(G) N_{G}(Q)$ by Theorem 1.3.7. Hence if we set $\bar{G}=$ $G / O_{p^{\prime}}(G)$, then $N_{G}(Q)$ maps on $\bar{G}$ and so $\overline{A Q} / \bar{Q} \subseteq O_{p}(\bar{G} / \bar{Q})$. Since $\bar{Q}=$ $O_{p}(G), O_{p}(\bar{G} / \bar{Q})=1$ and so $\overline{A Q} \subseteq \bar{Q}$. Thus $\bar{A} \subseteq \bar{Q}$ and we conclude that $A \subseteq Q$, proving the theorem.
Theorem 1.3 is usually applied in the following slightly more general form:

## Corollary 1.4

Let $G$ be a group, $P$ an $S_{p}$-subgroup of $G$, and $Q$ a nontrivial p-subgroup of $P, p$ odd. Assume that $H=N_{G}(Q)$ is $p$-constrained and $p$-stable and also that $Q$ is an $S_{p}$-subgroup of $O_{p^{\prime}, p}(H)$. Then $Q$ contains every abelian normal subgroup of $P$.

## Proof

Let $A$ be an abelian normal subgroup of $P$. Then $A \cap H \triangleleft P \cap H$ and so [ $Q, A \cap H, A \cap H]=1$. The argument of the preceding theorem shows that the conclusion $A \cap H \subseteq O_{p^{\prime}, r}(H)$ follows (under the assumption of constraint and stability) from the above commutator condition together with the fact that $Q$ is an $S_{p}$-subgroup of $O_{p^{\prime}, p}(H)$, but does not require that $P \cap H$ be an $S_{P}$-subgroup of $H$. Hence $A \cap H=A \cap Q=N_{A}(Q)$. On the other hand, $A Q=R$ is a $p$-group; so if $Q \subset R$, then $N_{R}(Q)=A_{0} Q \supset Q$ by Theorem 1.2.11(ii), where $A_{0} \subseteq A$. But then $A_{0}=N_{A}(Q) \nsubseteq Q$. Thus in the present case we must have $A Q=Q$, whence $A \subseteq Q$.

## 2. GLAUBERMAN'S THEOREM

We have seen in Theorem 1.3 that in a $p$-constrained and $p$-stable group $G, O_{p^{\prime}, p}(G)$ contains every normal abelian subgroup $A$ of an $S_{p}$-subgroup $P$ of $G$. One may ask whether, among all such normal abelian subgroups of $P$, there exists a characteristic one, $X$, such that $G=O_{p}(G) N_{G}(X)$; and, in particular, if $O_{p}(G)=1$, if there exists one which is normal in $G$. The remarkable fact is that such a characteristic subgroup $X$ of $P$ always exists and, moreover, can be constructed from $P$ alone, independently of the $p$-constrained, $p$-stable group $G$ of which $P$ is an $S_{p}$-subgroup. We shall
establish this difficult theorem in the present section. Its proof is due to Glauberman and depends, in part, upon some results and concepts of Thompson. As we shall see in succeeding sections and chapters, this result is of great importance in the study of simple groups.

To define this subgroup $X$ requires two definitions. For any $p$-group $P$, we first let $A(P)$ be the set of abelian subgroups of $P$ of maximal order.

The elements of $A(P)$ have the following basic property, analogous to Lemma 5.3.12.

## Lemma 2.1

If $A \in A(P)$, then $A=C_{P}(A)$; in particular, $Z(P) \subseteq A$.

## Proof

Indeed, as $A$ is abelian, so is $\langle A, x\rangle$ for any $x$ in $C_{P}(A)$ by Lemma 1.3.4. The maximality of $A$ forces $x \in A$ and the lemma follows.

We now define

$$
J(P)=\langle A \mid A \in A(P)\rangle
$$

$J(P)$ is called the Thompson subgroup of $P$.
It is the subgroup $Z(J(P))$ which turns out to be our desired subgroup $X$.
Since any automorphism of $P$ clearly permutes the elements of $A(P)$ among themselves, it leaves $J(P)$ invariant and so $J(P)$ is a characteristic subgroup of $P$. Hence also $Z(J(P)$ ) char $P . J(P)$ has a number of interesting properties which we shall need:

## Lemma 2.2

Let $P$ be an $S_{p}$-subgroup of $G$. Then we have
(i) If $R$ is a subgroup of $P$ which contains an element of $A(P)$, then $A(R) \subseteq A(P)$ and $J(R) \subseteq J(P)$.
(ii) If $Q$ is an $S_{p}$-subgroup of $G$ containing $J(P)$, then $J(Q)=J(P)$.
(iii) If $Q=P^{x}, x \in G$, then $J(Q)=J(P)^{x}$.
(iv) $J(P)$ is characteristic in any p-subgroup of $G$ in which it lies.

## Proof

If $A \subseteq R \subseteq P$ with $A \in A(P)$, then obviously $A \in A(R)$. Thus the elements of $A(R)$ are of the same order as those of $A(P)$ and so $A(R) \subseteq A(P)$, whence $J(R) \subseteq J(P)$. In particular, $J(P)=J(R)$, if $J(P) \subseteq R$.

If $Q=P^{x}, x \in G$, then clearly $A(Q)=\left\{A^{x} \mid A \in A(P)\right\}$, so $J(Q)=J(P)^{x}$. If $J(P) \subseteq Q$, then certainly $A \subseteq Q$ for $A$ in $A(P)$, whence $A(P) \subseteq A(Q)$. Thus $J(P) \subseteq J(Q)$. But as $J(P)$ and $J(Q)$ have the same orders, this yields $J(P)=J(Q)$.

Finally, if $J(P) \subseteq S, S$ a $p$-subgroup of $G$, and if $Q$ is an $S_{p}$-subgroup of $G$ containing $S$, then $J(P)=J(Q)$ by the preceding paragraph. But then $J(Q)=J(S)$ by the first paragraph, whence $J(P)=J(S)$. Since $J(S)$ char $S$, all parts of the lemma hold.

In the literature another slightly different definition of $J(P)$ also appears, in which $A(P)$ consists of the abelian subgroups $A$ of $P$ for which $m(A)$ rather than $|A|$ is maximal and $J(P)$ is generated by the elements of the corresponding set $A(P)$. This alternative Thompson subgroup has the same properties listed in Lemma 2.2.

Glauberman's theorem depends upon some nontrivial properties of the set $A(P)$, which we proceed now to establish. We first prove a simple lemma:

## Lemma 2.3

Let $A \in A(P)$ and let $B$ be a subgroup of $P$. Then $B$ normalizes $A$ if and only if

$$
[B, A, A]=1
$$

## Proof

If $B$ normalizes $A$, then $[B, A] \subseteq A$, so $[B, A, A]=1$ as $A$ is abelian. Conversely, if $[B, A, A]=1$, then $[B, A]$ centralizes $A$, whence $[B, A] \subseteq A$ by Lemma 2.1. This implies that $B$ normalizes $A$.

## Theorem 2.4 (Thompson)

Let $A \in A(P)$ and suppose that $M=[x, A]$ is abelian for the element $x$ of $P$. Then $M C_{A}(M) \in A(P)$.

## Proof

Set $C=C_{A}(M)$. Since $M$ is abelian, clearly $M C$ is an abelian group. Hence we need only show that $|M C| \geqslant|A|$. for then $M C \in A(P)$ by definition of $A(P)$. Since $C_{P}(A)=A$ and $M$ is abelian, we have $C \cap M=$ $A \cap M=C_{M}(A)$. Hence

$$
\begin{equation*}
|M C|=|M||C| /|C \cap M|=|M|\left|C_{A}(M)\right| /\left|C_{M}(A)\right| . \tag{2.1}
\end{equation*}
$$

Hence the desired conclusion $|M C| \geqslant|A|$ will follow from (2.1) provided we can prove that

$$
\begin{equation*}
\left|M / C_{M}(A)\right| \geqslant\left|A / C_{A}(M)\right| . \tag{2,2}
\end{equation*}
$$

To establish (2.2), it will clearly suffice to show that whenever $u, v$ are elements of $A$ lying in distinct cosets of $C_{A}(M)$, then the clements $[x, u]$
and $[x, v]$ of $M$ lie in distinct cosets of $C_{M}(A)$. Suppose then that

$$
\begin{equation*}
[x, u] \equiv[x, v]\left(\bmod C_{M}(A)\right) . \tag{2.3}
\end{equation*}
$$

Then $y=[x, u]^{-1}[x, v] \in C_{M}(A)$. But

$$
\begin{equation*}
y=\left(x^{-1} x^{u}\right)^{-1}\left(x^{-1} x^{v}\right)=\left(x^{u}\right)^{-1} x^{v} \tag{2.4}
\end{equation*}
$$

and $y$ centralizes $A$, so that

$$
\begin{equation*}
y=y^{u-1}=\left(\left(x^{u}\right)^{-1} x^{v}\right)^{u^{-1}}=x^{-1} x^{v u-1}=\left[x, v u^{-1}\right] . \tag{2.5}
\end{equation*}
$$

Since $y$ centralizes $A$, it follows that $\left[x, v u^{-1}, a\right]=1$ for every $a$ in $A$. But then $\left[x, a, v u^{-1}\right]=1$ by Lemma 2.2.5(i) as $A$ and $[x, A]$ are abelian. Thus $v u^{-1}$ centralizes $[x, a]$ for all $a$ in $A$ and we conclude that $v u^{-1} \in C_{A}(M)$, contrary to the fact that $u$ and $v$ lie in distinct cosets of $C_{A}(M)$ in $A$.

We remark that in the applications $A$ will normalize $M$ and $M$ will normalize $A$. In this case, $A / C_{A}(M)$ is isomorphic to a subgroup of Aut $M$, while $M / C_{M}(A)$ is isomorphic to a subgroup of Aut $A$. Thus the theorem asserts in this case a property of the corresponding subgroups of Aut $M$ and Aut $A$.

## Theorem 2.5 (Thompson Replacement Theorem)

Let $A \in A(P)$ and let $B$ be an abelian subgroup of $P$. Assume $A$ normalizes $B$, but $B$ does not normalize $A$. Then there exists an element $A^{*}$ in $A(P)$ with the following properties:
(i) $A \cap B \subset A^{*} \cap B$.
(ii) $A^{*}$ normalizes $A$.

## Proof

Now $A B$ is a group in which $B$ is a normal subgroup. Since $B$ is abelian, $N=N_{B}(A)$ normalizes $B$ as well as $A$, so also $N \triangleleft A B$. Furthermore, since $B$ does not normalize $A$ by hypothesis, $N \subset B$. Since $B / N \triangleleft A B / N$, $B / N \cap Z(A B / N) \neq 1$ by Theorem 2.6.4 and so we can choose $x$ in $B-N$ so that its image lies in $Z(A B / N)$. Then $[x, A] \subseteq N$. Setting $M=[x, A]$, we have that $M$ is abelian as $N \subseteq B$ is abelian by assumption. Therefore $A^{*}=M C_{A}(M) \in A(P)$, by the preceding theorem. We show that $A^{*}$ has the required properties.

First of all, $M$ normalizes $A$ as $M \subseteq N=N_{B}(A)$. Since $C_{A}(M) \subseteq A$, it follows that $A^{*}$ normalizes $A$. Furthermore, $A \cap B$ centralizes both $x$ and $A$, so $A \cap B \subseteq A^{*}$. On the other hand, $M=[x, A] \nsubseteq A$ as $x \notin N$, so
$M(A \cap B) \supset A \cap B$. But $M \subseteq N \subseteq B$ and also $M \subseteq A^{*}$. Thus ${ }^{*}$

$$
A^{*} \cap B \supseteq M(A \cap B) \supset A \cap B,
$$

completing the proof.
As a corollary, we have

## Theorem 2.6

Let $B$ be an abelian normal subgroup of $P$. Then there exists an element $A$ in $A(P)$ such that $B$ normalizes $A$.

## Proof

In this case every element of $A(P)$ normalizes $B$. But then if we choose $A$ in $A(P)$ so that $A \cap B$ is maximal, Thompson's replacement theorem implies that $B$ must normalize $A$.

The proof of Glauberman's theorem requires an extension of Thompson's results to the case that $B$ is a normal subgroup of $P$ of class at most 2 such that $B^{\prime}=[B, B] \subseteq Z(J(P))$.

## Theorem 2.7 (Glauberman Replacement Theorem)

Let $P$ be a p-group, $p$ odd, and let B be a normal subgroup of $P$ of class at most 2 such that $B^{\prime} \subseteq Z(J(P))$. If $A$ is an element of $A(P)$ which is not normalized by $B$, then there exists an element $A^{*}$ of $A(P)$ with the following properties:
(i) $A \cap B \subset A^{*} \cap B$.
(ii) $A^{*}$ normalizes $A$.

## Proof

Set $Q=A B$. Since $A \subseteq Q, A(Q) \subseteq A(P)$ and $J(Q) \subseteq J(P)$ by Lemma 2.2(i). Furthermore, $Z(J(P)$ ) centralizes $A \subseteq J(P)$, so $Z(J(P)) \subseteq A$ by Lemma 2.1. Since $A \subseteq J(Q)$, it follows that $Z(J(P)) \subseteq Z(J(Q))$. Hence $B^{\prime} \subseteq Z(J(Q))$. Thus the hypothesis of the theorem holds also for $Q$. Since $A(Q) \subseteq A(P)$, it will suffice to show that there exists an element $A^{*}$ in $A(Q)$ with the required properties. Hence without loss we can assume that $P=A B$.

Since $B$ is of class at most $2, B^{\prime} \subseteq Z(B)$. But $B^{\prime} \subseteq Z(J(P)) \subseteq A$ and consequently $B^{\prime} \subseteq Z(P)$ in this case.

For the sake of clarity, we incorporate a portion of the proof into an independent lemma. It will be convenient to introduce the symbol $[B, A ; i]$ which we define inductively as follows:

$$
[B, A ; i]=[[B, A ; i-1], A]
$$

for $i>0$ with $[B, A ; 0]=B$.

## Lemma 2.8

Let $P$ be a p-group of the form $P=B A$ with $B \triangleleft P, B^{\prime} \subseteq Z(P)$, and $A$ abelian; and let $n$ be the least positive integer such that $[B, A ; n]$ is abelian. Then the following conditions hold:
(i) $L_{i}(P) \equiv[B, A ; i-1]\left(\bmod B^{\prime}\right)$ for all $i \geqslant 2$.
(ii) $[B, A ; i+1] \subseteq[B, A ; i]$ for all $i \geqslant 0$.
(iii) If $[B, A ; n+1]=1$, then $n \leqslant 2$ and $\mathrm{cl}(P) \leqslant 4$.

## Proof

Note, first of all, that $[B, A ; k]=1$ for $k$ sufficiently large as $P$ is nilpotent; so that the integer $n$ is well defined.

Since (i) is a property of $P / B^{\prime}$ and since $B / B^{\prime}$ is abelian, we need clearly prove (i) only in the case that $B$ is abelian. Now $L_{i}(P) \subseteq B$ for all $i \geqslant 2$, as $P / B$ is abelian. Since $B$ is abelian, it follows that for any $x$ in $L_{i}(P), b$ in $B$, and $a$ in $A$, we have $[b a, x]=a^{-1} b^{-1} x^{-1} b a x=a^{-1} x^{-1} a x=[a, x]$. This implies that

$$
\begin{equation*}
L_{i+1}(P)=\left[P, L_{i}(P)\right]=\left[B A, L_{i}(P)\right]=\left[A, L_{i}(P)\right]=\left[L_{i}(P), A\right] \tag{2.6}
\end{equation*}
$$

for all $i \geqslant 2$. We see then that (i) will follow at once from (2.6) by induction once we prove that $P^{\prime}=L_{2}(P)=[B, A]$.

By Theorem 2.2.1(i), we have for $a$ in $A, b$ in $B$, and $x$ in $P$,

$$
\begin{equation*}
[a b, x]=[a, x]^{b}[b, x] . \tag{2.7}
\end{equation*}
$$

But $[a, x] \in B$ and $B$ is abelian, whence (2.7) reduces to

$$
\begin{equation*}
[a b, x]=[a, x][b, x], \tag{2.8}
\end{equation*}
$$

which implies that $P^{\prime} \subseteq[A, P][B, P]$. However, $[B, P]=[B, A]$ by the argument of the preceding paragraph; and a similar argument shows that $[A, P]=[A, B]=[B, A]$. Thus $P^{\prime}=[B, A]$ and (i) holds.

As for (ii), it follows immediately from Theorem 2.2.1(iii) by induction on $i$ that $A$ normalizes each $[B, A ; i]$. This in turn implies that $[B, A ; i] \supseteq$ $[B, A ; i+1]$.

Assume now that $[B, A ; n+1]=1$. Then by (i), $L_{n+2}(P) \subseteq B^{\prime}$. But $B^{\prime} \subseteq Z(P)$ and consequently $L_{n+3}(P)=1$.

Let $m$ be the greatest integer not exceeding $\frac{1}{2}(n+4)$. Since $n \geqslant 1$, we have $m \geqslant 2$. Furthermore, by its definition $2 m \geqslant n+3$. Now by Lemma 5.6.1(i),

$$
\begin{equation*}
\left[L_{m}(P), L_{m}(P)\right] \subseteq L_{2 m}(P) \subseteq L_{n+3}(P)=1, \tag{2.9}
\end{equation*}
$$

whence $L_{m}(P)$ is abelian. But then $[B, A ; m-1]$ must be abelian by (i).

Since $m-1$ is positive, it follows therefore from our definition of $n$ that $m-1 \geqslant n$. Thus

$$
n \leqslant m-1 \leqslant \frac{1}{2}(n+4)-1=\frac{n}{2}+1,
$$

so $n \leqslant 2$. Since $L_{n+3}(P)=1$, this yields $L_{5}(P)=1$ and consequently $\mathrm{cl}(P) \leqslant 4$, proving (iii).

With the aid of Lemma 2.8, we now prove Theorem 2.7. We again let $n$ be the least positive integer such that $[B, A ; n]$ is abelian. We distinguish two cases:

Case 1. $[B, A ; n+1] \neq 1$. Let $r$ be the least positive integer such that $[B, A ; r]=1$. Then $r \geqslant n+2 \geqslant 3$ as $n \geqslant 1$. Hence $[B, A ; r-3]$ is well defined. Furthermore, $[B, A ; r-2]$ does not centralize $A$, since otherwise $[B, A ; r-1]=1$, which is not the case. Hence we can choose $x$ in $[B, A ; r-3]$ such that $A$ does not centralize $[x, A]$. Let $M=[x, A]$. Since $r \geqslant n+2$, we have

$$
\begin{equation*}
M \subseteq[B, A ; r-2] \subseteq[B, A ; n] \tag{2.10}
\end{equation*}
$$

by Lemma 2.8 (ii) and therefore $M$ is abelian by our choice of $n$. Hence $A^{*}=M C_{A}(M) \in A(P)$ by Thompson's theorem, 2.4.

Now $[B, A \cap B, A] \subseteq[B, B, A] \subseteq[Z(P), A]=1$ and $[A \cap B, A, B] \subseteq$ $[A, A, B]=1$, so $[A, B, A \cap B]=1$ by the three-subgroup lemma. Hence $A \cap B$ centralizes $[B, A]$ and so $A \cap B$ centralizes [ $B, A ; i]$ for all $i \geqslant 1$ by Lemma 2.8(ii). In particular, $A \cap B$ centralizes $M$ and hence $A^{*}$ by (2.10). On the other hand, $M \nsubseteq A$, since $A$ does not centralize $M$. But $M \subseteq B$. Thus $A^{*} \cap B \supseteq M(A \cap B) \supset A \cap B$.

Furthermore, since $C_{A}(M)$ centralizes $A$, we have $\left[A^{*}, A, A\right]=$ $\left[M C_{A}(M), A, A\right]=[M, A, A] \subseteq[B, A ; r]=1$, so $A^{*}$ normalizes $A$ by Lemma 2.3. Therefore $A^{*}$ has the required properties.

Case 2. $[B, A ; n+1]=1$. Then $n \leqslant 2$ by Lemma 2.8(iii). But $[B, A ; 2] \neq 1$, as $B$ does not normalize $A$, so $n=2$. We shall prove that $[x, A]$ is abelian for any $x$ in $B$. Let $u, v \in A$ and apply Theorem 2.2.3(i) with $x, u^{-1}$, and $w=[x, v]$ in the roles of $x, y$, and $z$, respectively, to obtain

$$
\begin{equation*}
[x, u, w]^{u^{-1}}\left[u^{-1}, w^{-1}, x\right]^{w}\left[w, x^{-1}, u^{-1}\right]^{x}=1 . \tag{2.11}
\end{equation*}
$$

Since $B^{\prime} \subseteq Z(P)$, each of these three commutators can be seen to lie in $Z(P)$, while the third is, in fact, 1 . Hence (2.11) reduces to

$$
\begin{equation*}
[x, u, w]\left[u^{-1}, w^{-1}, x\right]=1 \tag{2.12}
\end{equation*}
$$

Furthermore, since $\left[u^{-1}, w^{-1}\right]$ and $x$ are in $B$ and $B^{\prime} \subseteq Z(P)$, it follows from Lemmas 2.2.4(iii) and 2.2.5(ii) that

$$
\begin{equation*}
\left[u^{-1}, w^{-1}, x\right]^{-1}=\left[\left[u^{-1}, w^{-1}\right], x\right]^{-1}=\left[\left[u^{-1}, w^{-1}\right]^{-1}, x\right]=\left[\left[w^{-1}, u^{-1}\right], x\right] . \tag{2.13}
\end{equation*}
$$

Now (2.12) and (2.13) together with $w=[x, v]$ give

$$
\begin{equation*}
[[x, u],[x, v]]=\left[\left[[x, v]^{-1}, u^{-1}\right], x\right] . \tag{2.14}
\end{equation*}
$$

We shall simplify the term $\left[[x, v]^{-1}, u^{-1}\right]$. Set $\bar{P}=P / B^{\prime}, \bar{A}=A B^{\prime} / B^{\prime}$, and $\bar{B}=B / B^{\prime}$. Since $[B, A ; 3]=1,[\bar{B}, \bar{A}, \bar{A}]$ commutes with $\bar{A}$. But it also commutes with $\bar{B}$, as $\bar{B}$ is abelian. Hence $[\bar{B}, \bar{A}, \bar{A}] \subseteq Z(\bar{P})$. We can therefore apply Lemma $2.2 .5($ ii) twice to the group $[\bar{B}, \bar{A}] \bar{A}$ to obtain that

$$
\begin{equation*}
\left[[x, v]^{-1}, u^{-1}\right] \equiv\left[[x, v], u^{-1}\right]^{-1} \equiv[x, v, u]\left(\bmod B^{\prime}\right) \tag{2.15}
\end{equation*}
$$

Since $v$ and $u$ commute and $[x, A] B^{\prime} / B^{\prime} \subseteq B / B^{\prime}$ is abelian, Lemma 2.2.5(i) also yields that

$$
\begin{equation*}
[x, v, u] \equiv[x, u, v]\left(\bmod B^{\prime}\right) . \tag{2.16}
\end{equation*}
$$

Since $B^{\prime} \subseteq Z(P)$, it follows finally from (2.14), (2.15), and (2.16) that

$$
\begin{equation*}
[[x, u],[x, v]]=[[x, v, u], x]=[[x, u, v], x] . \tag{2.17}
\end{equation*}
$$

By symmetry, we also have

$$
\begin{equation*}
[[x, v],[x, u]]=[[x, v, u], x]=[[x, u, v], x] . \tag{2.18}
\end{equation*}
$$

Since $[[x, v],[x, u]]=[[x, u],[x, v]]^{-1}$ by Lemma 2.4(iii), we conclude that

$$
\begin{equation*}
[[x, u],[x, v]]^{2}=1 \tag{2.19}
\end{equation*}
$$

and, as $p$ is odd, this yields $[[x, u],[x, v]]=1$. Since $u$ and $v$ are arbitrary elements of $A$, we have thus proved that $[x, A]$ is abelian for any $x$ in $B$.
Since $B$ does not normalize $A,[B, A]$ does not centralize $A$ and so we can choose $x$ in $B$ so that $[x, A]$ does not centralize $A$. We set $M=[x, A]$ and apply Theorem 2.4 to obtain that $A^{*}=M C_{A}(M) \in A(P)$. As in case 1 , $A \cap B$ centralizes $[B, A]$ and so $A \cap B \subseteq C_{A}(M)$ as $M \subseteq[B, A]$. Since $[x, A]$ does not centralize $A$ and $M \subseteq B$, we again have $A^{*} \supseteq M(A \cap B) \supset A \cap B$. Since $[B, A ; 3]=1$, we also have $\left[A^{*}, A, A\right]=\left[M C_{A}(M), A, A\right]=1$; again $A^{*}$ has the required properties.

We remark that the oddness of $p$ was used only in case 2 , where we had $[B, A ; 3]=1$. Hence Theorem 2.7 is valid for $p=2$ under the stronger assumption $[B, A ; 3] \neq 1$.

As in the case of Theorem 2.6, we also have the following corollary:

## Theorem 2.9

Under the assumptions of Theorem 2.7, there exists an element $A$ of $A(P)$ such that $B$ normalizes $A$.

Our main objective will be obtained as a corollary of the following theorem, which is a consequence of Glauberman's replacement theorem.

## Theorem 2.10 (Giauberman)

Let $B$ be a nontrivial normal p-subgroup of the p-stable group $G, p$ odd. If $P$ is an $S_{p}$-subgroup of $G$, then $B \cap Z(J(P))$ is a normal subgroup of $G$.

## Proof

Assume the theorem is false for $G$ and suppose $B$ is a normal $p$-subgroup of $G$ of least order for which the theorem is false. Set $Z=Z(J(P))$ and let $B_{1}$ be the normal closure of $Z \cap B$ in $G$. Since $B \triangleleft G$, we have $B_{1} \subseteq B$ and, as $Z \cap B \subseteq B_{1}$, we also have $Z \cap B_{1}=Z \cap B$. Hence by our minimal choice of $B$, we must have $B=B_{1}$.

Now $B^{\prime}=[B, B] \subset B$, so $Z \cap B^{\prime}$ is a normal subgroup of $G$. Since $Z \triangleleft P$, we have that $[Z \cap B, B] \subseteq Z \cap B^{\prime}$. But then for any $x$ in $G$ we have

$$
\begin{equation*}
\left[(Z \cap B)^{x}, B\right]=[Z \cap B, B]^{x} \subseteq\left(Z \cap B^{\prime}\right)^{x}=Z \cap B^{\prime}, \tag{2.20}
\end{equation*}
$$

as $B$ and $Z \cap B^{\prime}$ are each normal in $G$. Since $B$ is generated by all such $(Z \cap B)^{x}$, it follows that $B^{\prime}=[B, B] \subseteq Z \cap B^{\prime}$. Thus $B^{\prime} \subseteq Z$ and, in particular, $B \cap Z$ centralizes $B^{\prime}$. Since $B^{\prime}$ char $B, B^{\prime} \triangleleft G$ and so every conjugate of $Z \cap B$ in $G$ also centralizes $B^{\prime}$. But then we see that $B$ itself centralizes $B^{\prime}$, whence $B^{\prime} \subseteq Z(B)$. We conclude therefore that $\mathrm{cl}(B) \leqslant 2$ and that $B^{\prime} \subseteq Z(J(P)$ ). Thus $B$ has the structure required for application of Glauberman's replacement theorem and its corollary.

Let $L$ be the largest normal subgroup of $G$ which normalizes $Z \cap B$. Then $P \cap L$ is an $S_{p}$-subgroup of $L$ by Theorem 1.3.8. Since $J(P \cap L)$ char $P \cap L$, it follows therefore from Theorem 1.3.7 that $G=L N$, where $N=N_{G}(J(P \cap L)$ ). If $J(P) \subseteq P \cap L$, then $J(P)=J(P \cap L)$ by Lemma 2.2(ii). In this case $N$ normalizes $Z=Z(J(P))$ and so normalizes $Z \cap B$. But then $G=L N$ normalizes $Z \cap B$ and $Z \cap B \triangleleft G$. Thus we may assume that $J(P) \nsubseteq L \cap P$.

By Theorem 2.9 and Lemma 2.3, there exists an element $A$ in $A(P)$ such that $[B, A, A]=1$. Since $B \triangleleft G$ and $G$ is $p$-stable, it follows from the definition that $A C / C \subseteq O_{p}(G / C)$, where $C=C_{G}(B)$. But also $C$ centralizes $Z \cap B$. Hence $L C$ is a normal subgroup of $G$ which normalizes $Z \cap B$. Our maximal choice of $L$ forces $C \subseteq L$. Hence certainly $A L / L \subseteq O_{p}(G / L)$. However, we claim that $O_{p}(G / L)=1$. Indeed, let $K$ be the inverse image of
$O_{p}(G / L)$ in $G$. Then $P \cap K$ is an $S_{p}$-subgroup of $K$ and so maps onto $O_{p}(G / L)$. Hence $K=L(P \cap K)$. But $P \cap K$ normalizes both $Z$ and $B$ and so normalizes $Z \cap B$. Thus $P \cap K \subseteq L$, whence $K=L$ and the desired conclusion $O_{p}(G / L)=1$ follows. Since $A$ maps into $O_{p}(G / L)$, we conclude that $A \subseteq L$.

It follows now from Lemma $2.2(\mathrm{i})$ that $J(P \cap L) \subseteq J(P)$. Since $Z \subseteq A \subseteq J(P \cap L)$, this implies that $Z \cap B \subseteq Z(J(P \cap L))$. Setting $X=Z(J(P \cap L))$ and applying Theorem 1.3.7, we obtain that $G=L N_{G}(X)$. Since $L$ normalizes $Z \cap B$, it follows that the normal closure $B$ of $Z \cap B$ in $G$ lies in $X$. In particular, $B$ is abelian.

Since $J(P) \nsubseteq L \cap P$, there exists an element $A_{1}$ in $A(P)$ such that $A_{1} \nsubseteq L$. We claim that $\left[B, A_{1}, A_{1}\right] \neq 1$. Indeed, if $\left[B, A_{1}, A_{1}\right]=1$, then the argument carried out above on $A$ can now be repeated for $A_{1}$ to yield that $A_{1} \subseteq L$, contrary to our choice of $A_{1}$.

Finally, among all such choices of $A_{1}$, choose $A_{1}$ so that $\left|A_{1} \cap B\right|$ is maximal. By Lemma 2.3, $B$ does not normalize $A_{1}$ and so Thompson's replacement theorem can be applied to yield that there exists an element $A^{*}$ in $A(P)$ such that $A_{1} \cap B \subset A^{*} \cap B$ and $A^{*}$ normalizes $A_{1}$. Because of our maximal choice of $A_{1}$, it follows that $A^{*} \subseteq P \cap L$. Hence $X=Z(J(P \cap L)) \subseteq A^{*}$. But $B \subseteq X$. Therefore,

$$
\left[B, A_{1}, A_{1}\right] \subseteq\left[X, A_{1}, A_{1}\right] \subseteq\left[A^{*}, A_{1}, A_{1}\right]=1
$$

as $A^{*}$ normalizes $A_{1}$, contrary to the fact that $\left[B, A_{1}, A_{1}\right] \neq 1$. The proof is complete.

We now obtain at once

## Theorem 2.11 (Glauberman)

Let $G$ be a group with $O_{p}(G) \neq 1$ which is p-constrained and p-stable, $p$ odd. If $P$ is an $S_{p}$-subgroup of $G$, then

$$
G=O_{p}(G) N_{G}(Z(J(P)))
$$

In particular, if $O_{p^{\prime}}(G)=1$, then $Z(J(P)) \triangleleft G$.

## Proof

By Theorems 1.1(ii) and 1.3.7, it will suffice to prove the corresponding assertion in $G / O_{p^{\prime}}(G)$. Hence without loss may assume to begin with that $O_{p^{\prime}}(G)=1$ and argue that $Z(J(P)) \triangleleft G$. By Theorem 1.3 $Z(J(P)) \subseteq O_{p}(G)$, inasmuch as $Z(J(P))$ is a normal abelian subgroup of $P$. Taking $O_{p}(G)$ as $B$ in Theorem 2.10, it follows that $Z(J(P))=$ $Z(J(P)) \cap B \triangleleft G$, as required.

## 3. THE GLAUBERMAN-THOMPSON NORMAL $p$-COMPLEMENT THEOREM

For odd $p$, or if $|G|$ is prime to 3 , Thompson has shown that there exist two characteristic subgroups of an $S_{p}$-subgroup $P$ of $G$ such that the existence of normal $p$-complements in both their normalizers implies that $G$ itself has a normal $p$-complement. Glauberman's theorem gives a refinement of this result for odd $p$ and, in fact, implies that the existence of a normal $p$-complement in $N_{G}(Z(J(P)))$ is enough to guarantee one in $G$.

## Theorem 3.1 (Glauberman-Thompson)

If $P$ is an $S_{p}$-subgroup of $G, p$ odd, and if $N_{G}(Z(J(P))$ has a normal $p$-complement, then so also does $G$.

## Proof

We proceed by induction on $|G|$, so that, in particular, any proper subgroup of $G$ containing $P$ possesses a normal $p$-complement. Suppose the theorem false. Then by Frobenius' theorem, there exists a nontrivial $p$-subgroup $H$ of $G$ such that $N_{G}(H)$ does not have a normal $p$-complement. Among all such subgroups, choose $H$ so that an $S_{p}$-subgroup of $N=N_{G}(H)$ has maximal order. Without loss we can clearly assume that $P \cap N$ is an $S_{p}$-subgroup of $N$.

We argue that $P \subseteq N$. If not, set $R=P \cap N, L=N_{N}(Z(J(R)))$, and $M=N_{G}(Z(J(R)))$, so that $L \subseteq M$ and $R \subset P$. But then $R \subset N_{P}(R)$. Since $Z(J(R))$ char $J(R)$ char $R$, we have $N_{P}(R) \subseteq M$ and consequently $P \cap M \supset R$. Thus an $S_{p}$-subgroup of $M$ has order greater than that of $N$ and so $M$ has a normal $p$-complement by our maximal choice of $H$. Since $L \subseteq M$, it follows at once that $L$ has a normal $p$-complement. On the other hand, $N \subset G$ as $P \nsubseteq N$ and we conclude from our induction assumption that $N$ possesses a normal $p$-complement, contrary to our choice of $H$. Thus $P \subseteq N$, as asserted. This forces $N=G$, since otherwise $N$ would again have a normal $p$-complement by induction.

Clearly our hypothesis carries over to $G / O_{p} \cdot(G)$. Hence if $O_{p}(G) \neq 1$, $G / O_{p^{\prime}}(G)$ would have a normal $p$-complement by induction and so $G$ would have one as well. Thus $O_{p^{\prime}}(G)=1$. Since $G=N_{G}\left(O_{p}(G)\right)$, we can assume $H=O_{p}(G)$ without loss. If $H=P$, then $Z(J(P))$ char $P \triangleleft G$, so $G=N_{G}(Z(J(P)))$ has a normal $p$-complement by our hypothesis. Hence also $H \subset P$.

Now set $\bar{G}=G / H$ and let $\bar{P}$ be the image of $P$ in $\bar{G}$, so that $\bar{P} \neq 1$. Set
$\bar{N}_{1}=N_{G}(Z(J(\bar{P})))$ and let $N_{1}, H_{1}$ be the inverse images of $N_{1}$ and $Z(J(\bar{P}))$, respectively, in $G$. Then $N_{1}=N_{G}\left(H_{1}\right)$ and $H \subset H_{1}$. Also $P \subset N_{1}$, as $\bar{P} \subseteq \bar{N}_{1}$. Since $H=O_{p}(G)$ and $H \subset H_{1}$, we have $N_{1} \subset G$. Since $N_{1}$ contains $P, N_{1}$ thus has a normal $p$-complement by induction and consequently so also does $\bar{N}_{1}$. But now applying induction to $\bar{G}$, we conclude that $\bar{G}$ possesses a normal $p$-complement.

Thus $\bar{G}=O_{p^{\prime}, p}(\bar{G})$ and so $G=O_{p, p^{\prime}, p}(G)$. In particular, $G$ is $p$-solvable. If $G$ is strongly $p$-solvable, then $G$ is $p$-constrained and $p$-stable, so Glauberman's theorem applies. Since $O_{p^{\prime}}(G)=1$, we conclude that $Z(J(P)) \triangleleft G$. But then $G$ has a normal $p$-complement by hypothesis. On the other hand, it follows at once from the definition that $G$ is strongly $p$-solvable if $p \geqslant 5$ or if $p=3$ and the $S_{2}$-subgroups of $G$ are abelian. Hence to complete the proof, we need only show that the $S_{2}$-subgroups of $G$ are, in fact, abelian when $p=3$.

By Theorem 6.2.2, $\bar{P}$ normalizes an $S_{q}$-subgroup $\bar{Q}$ of $O_{p^{\prime}}(\bar{G})$ for each prime $q$ and so normalizes $Z(\bar{Q})$. Let $G_{1}$ be the inverse image of $\bar{P} Z(\bar{Q})$ in $G$, so that $G_{1}=P Q_{1}$, where $Q_{1}$ is an abelian $q$-group isomorphic to $Z(\bar{Q})$. If $G_{1} \subset G$, then by induction $G_{1}$ has a normal $p$-complement, which in this case must be $Q_{1}$ itself. But then $\left[H, Q_{1}\right] \subseteq H \cap Q_{1}=1$ and so $Q_{1}$ centralizes $H$. However, $C_{G}(H) \subseteq H$ as $H=O_{p}(G)$ and $O_{p}(G)=1$, by Theorem 6.3.2. This contradiction shows that $G=G_{1}=P \cdot Q_{1}$. Thus $S_{2}$-subgroups of $G$ are indeed abelian and so $G$ is strongly $p$-solvable when $p=3$. The theorem is proved.

## 4. GROUPS WITH SUBGROUPS OF GLAUBERMAN TYPE

In this section we shall establish a fundamental conjugation property for the $p$-elements of a group $G, p$ odd, in which the normalizer of every nonidentity $p$-subgroup is both $p$-constrained and $p$-stable. This result is based upon a generalization of Alperin's theorem. However, it turns out that the proof does not require the full force of these assumptions but only the consequence of them, which is given by Glauberman's theorem.

For this reason we shall say that a group $G$ is of Glauberman type (with respect to the prime $p$ ) provided

$$
\begin{equation*}
G=O_{p^{\prime}}(G) N_{G}(Z(J(P))) \tag{4.1}
\end{equation*}
$$

where $P$ is an $S_{p}$-subgroup of $G$. We note that we do not require $p$ to be odd.
To motivate our conjugation theorem, we first prove:

## Theorem 4.1

Let $G$ be of Glauberman type for the prime $p$ and let $P$ be an $S_{p}$-subgroup of $G$. Then two subsets of $P$ conjugate in $G$ are already conjugate in $N_{G}(Z(J(P)))$.

## Proof

Suppose $B=A^{x}$ with $A, B$ subsets of $P$ and $x \in G$. Set $N=N_{G}(Z(J(P)))$. Then $G=O_{P}(G) N$ since $G$ is of Glauberman type and consequently $N$ maps onto $\bar{G}=G / O_{p}(G)$. But the images $\bar{A}, \bar{B}$ of $A, B$ in $\bar{G}$ are conjugate in $\bar{G}$ and hence the preimages $C, D$ of $\bar{A}, \bar{B}$, respectively, in $N$ are conjugate in $N$. Thus $C^{y}=D$ for some $y$ in $N$, whence $\mathcal{A}^{y} \subseteq D$.

On the other hand, by the third isomorphism theorem, $\langle D\rangle=\left(O_{p^{\prime}}(G) \cap N\right)\langle B\rangle$ and so also $D=\left(O_{p^{\prime}}(G) \cap N\right) B$. Furthermore, it is immediate that $\langle B\rangle \cap D=B$ and that elements of $O_{p^{\prime}}(G) \cap N$ conjugate subsets of $D$ into $D$. Now $\left\langle A^{y}\right\rangle$ and $\langle B\rangle$ have the same order since $A^{y}$ and $B$ are conjugate in $G$ and hence each is an $S_{p}$-subgroup of $\langle D\rangle$. Thus $\left\langle A^{y z}\right\rangle=\langle B\rangle$ for some $z$ in $O_{p}(G) \cap N$. Since $A^{y} \subseteq D$, it follows that $A^{y z} \subseteq D$, whence $A^{y z} \subseteq\langle B\rangle \cap D=B$. Therefore $A^{y z}=B$. Since $z \in D \subseteq N$, we have $y z \in N$ and the theorem follows.

We shall express the conclusion of Theorem 4.1 by saying that the functor $Z(J)$ controls $p$-fusion in $G$.

Suppose now that $G$ denotes a group in which the normalizer of every nonidentity $p$-subgroup is of Glauberman type, so that by the preceding theorem the functor $Z(J)$ controls $p$-fusion in all such normalizers. These are "local" conditions; and it is natural to ask the "global" question whether $Z(J)$ controls $p$-fusion in $G$; that is, are any two subsets of an $S_{p}$-subgroup $P$ of $G$ that are conjugate in $G$ already conjugate in $N_{G}(Z(J(P)))$ ? We emphasize that $G$ itself need not be of Glauberman type -indeed, $G$ may very well be simple.

The following theorem shows that the answer to this question is affirmative:

## Theorem 4.2

If the normalizer of every nonidentity p-subgroup of $G$ is of Glauberman type, then the functor $Z(J)$ controls p-fusion in $G$.

Before turning to the proof of this theorem, we should like to derive two important consequences of it.

## Theorem 4.3

If the normalizer of every nonidentity p-subgroup of $G$ is of Glauberman type, then

$$
P \cap G^{\prime}=P \cap N^{\prime},
$$

where $P$ is an $S_{p}$-subgroup of $G$ and $N=N_{G}(Z(J(P)))$.

## Proof

Obviously $P \cap N^{\prime} \subseteq P \cap G^{\prime}$. On the other hand, $P \cap G^{\prime}=\left\langle x^{-1} x^{u}\right| x \in P$, $\left.u \in G, x^{u} \in P\right\rangle$ by Theorem 7.3.4. But by Theorem 4.2, if $x \in P$ and $x^{u} \in P$, $u \in G$, then $x^{u}=x^{y}, y \in N$, so $x^{-1} x^{u}=x^{-1} x^{y} \in N$. Thus $P \cap G^{\prime} \subseteq P \cap N^{\prime}$, proving the theorem.

Hence the largest abelian $p$-factor group of $G$ is determined by that of $N$. In the particular case that $N$ has a normal $p$-complement, we know this fact already by the Glauberman-Thompson normal $p$-complement theorem. For this reason Theorem 4.3 can be regarded as a generalization (under the given hypotheses) of the Glauberman-Thompson normal $p$-complement theorem.

Our next result will be needed in Section 6 in the proof of the Maximal Subgroup theorem.

## Theorem 4.4

Assume that the normalizer of every nonidentity p-subgroup of $G$ is p-constrained and p-stable. Let $P$ be an $S_{p}$-subgroup of $G$, let $A$ be an abelian normal subgroup of $P$, and set $N=N_{G}(Z(J(P)))$ and $V=V\left(\operatorname{ccl}_{G}(A) ; P\right)$. Then we have

$$
N=O_{p}(N) N_{\aleph}(V) .
$$

## Proof

Since $N$ is $p$-constrained and $p$-stable, $A \subseteq O_{p^{\prime}, p}(N)$ by Theorem 1.3. Suppose $A^{x} \subseteq P$ for some $x$ in $G$. By Glauberman's theorem the normalizer of every nonidentity $p$-subgroup of $G$ is of Glauberman type, so Theorem 4.2 can be applied to yield that $A^{x}=A^{y}$ with $y \in N$. Since $A \subseteq O_{p^{\prime}, p}(N)$, it follows that also $A^{x} \subseteq O_{p}^{\prime} ; p(N)$. Since $V$ is generated by its subgroups $A^{x}$ with $A^{x} \subseteq P$, we conclude that $V \subseteq Q=P \cap O_{p^{\prime}, p}(N)$. But $N=O_{p},(N) N_{N}(Q)$ by Theorem 1.3.7. By the definition of $V, N_{G}(Q)$ normalizes $V$ and so the desired conclusion $N=O_{p}(N) N_{N}(V)$ follows.

The proof of Theorem 4.2 will be derived as a consequence of a generalization of Alperin's theorem. To state this result we need some preliminary definitions.

Let $P$ be an $S_{p}$-subgroup of $G$. For any subgroup $H$ of $P$, we set

$$
W_{1}(H)=H \quad P_{1}(H)=N_{P}(H) \quad N_{1}(H)=N_{G}(H)
$$

and define recursively

$$
\begin{gathered}
W_{i+1}(H)=Z\left(J\left(P_{i}(H)\right)\right) \quad P_{i+1}(H)=N_{P}\left(W_{i+1}(H)\right) \\
N_{i+1}(H)=N_{G}\left(W_{i+1}(H)\right) .
\end{gathered}
$$

With this notation, we shall say that $H$ is well-placed in $P$ provided each $P_{i}(H)$ is an $S_{p}$-subgroup of $N_{i}(H)$. If $H$ is not well-placed in $P$, we define the height of $H$ to be the least positive integer $d$ such that $P_{d}(H)$ is not an $S_{p}$-subgroup of $N_{d}(H)$.

Note that both $P$ and 1 are well-placed in $P$, as follows readily from the definition.

Since $W_{i+1}(H)=Z\left(J\left(P_{i}(H)\right)\right)$ char $P_{i}(H), W_{i+1}(H) \triangleleft N_{G}\left(P_{i}(H)\right)$ and so $P_{i+1}(H)=N_{P}\left(W_{i+1}(H)\right) \supseteq N_{P}\left(P_{i}(H)\right)$. But $N_{P}\left(P_{i}(H)\right) \supseteq P_{i}(H)$ and, as $P$ is a p-group, the inclusion is proper whenever $P_{i}(H) \subset P$. Hence $P_{i}(H) \subseteq P_{j}(H)$ for all $i \leqslant j$ and $P_{i}(H) \subset P_{j}(H)$ if $i<j$ and $P_{i}(H) \subset P$. Thus the sequence $P_{i}(H)$ is strictly increasing until it stabilizes at $P$. Note also that if $P_{i}(H)=P$, then $W_{i+1}(H)=Z(J(P))$, so that the sequence $W_{i}(H)$ stabilizes at $Z(J(P))$. On the other hand, no statement concerning inclusions can in general be made about the portion of the sequence $W_{i}(H)$ which precedes those terms equal to $Z(J(P)$ ).

Furthermore, if $n$ is the least positive integer such that $P_{n}(H)=P$, then certainly $n \leqslant r$, where $|P|=p^{r}$. As a result, it follows, if $H$ is not well-placed in $P$ and has height $d$, that $d \leqslant r$. Thus the height of any non-well-placed subgroup of $P$ is bounded by $r$. These observations will be used repeatedly in the ensuing discussion.

Alperin's theorem states, in effect, that the fusion of elements of $P$ is completely determined by the normalizers of tame intersections $P \cap Q$, $Q$ on $S_{p}$-subgroup of $G$. Our generalization of Alperin's theorem asserts that, in fact, it is completely determined by the normalizers of well-placed tame intersections. Thus we have

## Theorem 4.5

If $A$ and $B$ are subsets of the $S_{P}$-subgroup $P$ of $G$ that are conjugate in $G$, then there exist $S_{p}$-subgroups $Q_{i}$ of $G$ with $P \cap Q_{i}$ a well-placed tame intersection, $1 \leqslant i \leqslant m$, and subsets $A=A_{0}, A_{1}, A_{2}, \ldots, A_{m}=B$ such that
(i) $A_{i-1} \subseteq P \cap Q_{i}, A_{i} \subseteq P \cap Q_{i}$.
(ii) $A_{i}=A_{i-1}^{y_{i}}$ for some $y_{i}$ in $N_{G}\left(P \cap Q_{i}\right), 1 \leqslant i \leqslant m$.

Now both forms of Alperin's theorem (Theorems 7.2.6 and 7.2.7) were established as a direct consequence of Theorem 7.2 .5 , which asserted that for any $S_{p}$-subgroups $P$ and $Q$ of $G$, we have $Q \sim_{P} P$, where the definition of " $\sim$ with respect to $P$ " is given in Section 7.2. To derive Theorem 4.5, we introduce a new relation among $S_{p}$-subgroups $Q, R$ of $G$,
" $\approx$ with respect to $P, "$ which we denote by $\approx_{p}$ or simply by $\approx$, and which differs from the previous relation in the following regard only: Where the term " tame intersection" appears in condition (a) of the definition of $\sim$, the term "well-placed tame intersection" appears in condition (a) of $\approx$. Moreover, we no longer require that the elements $x_{i} \in N_{G}\left(P \cap Q_{i}\right)$ be $p$-elements.
If we can establish the fact that $Q \approx_{p} P$ for any $S_{p}$-subgroups $P$ and $Q$ of $G$, then Theorem 4.5 above will follow in exactly the same way as Theorems 7.2.6 and 7.2.7 followed from Theorem 7.2.5. Thus Theorem 4.5 will be a consequence of

## Theorem 4.6

For any $S_{P}$-subgroups $P$ and $Q$ of $G$, we have $Q \approx_{P} P$.
Now the proof of Theorem 4.6 is in turn entirely similar to that of Theorem 7.2.5, which was based upon Lemmas 7.2.1 to 7.2.4. The proofs of Lemmas 7.2.1 to 7.2.3 and the proof of Theorem 7.2.5 from Lemmas 7.2.1 to 7.2 .4 are completely formal in nature and go through without change when the symbol $\sim$ is replaced by $\approx$. Thus the entire discussion hinges on Lemma 7.2.4, which we must generalize.

Therefore Theorem 4.6 and consequently also Theorem 4.5 will follow once we establish the following lemma:

## Lemma 4.7

Let $Q$ be an $S_{p}$-subgroup of $G$ such that $P \cap Q$ is a tame intersection. If $S \approx_{P} P$ for all $S_{P}$-subgroups $S$ of $G$ with the property $|S \cap P|>|Q \cap P|$, then $Q \approx_{P} P$.

## Proof

For convenience, we let $\mathscr{S}=\mathscr{S}(P \cap Q)$ be the set of $S_{p}$-subgroups $S$ of $G$ such that $|S \cap P|>|Q \cap P|$. Thus we are given that $S \approx P$ for all $S$ in $\mathscr{S}$. It will suffice to prove the following statement:

$$
\begin{equation*}
Q \approx S \quad \text { for some } S \text { in } \mathscr{S} . \tag{4.2}
\end{equation*}
$$

Indeed, if this is the case, then both $Q \approx S$ and $S \approx P$ and the desired conclusion $Q \approx P$ will follow from the generalized form of Lemma 7.2.1. Clearly we need only consider the case $Q \neq P$.

Suppose first that $H=P \cap Q$ is a well-placed tame intersection. In this case, $N_{P}(H)$ and $N_{Q}(H)$ are $S_{P}$-subgroups of $N_{G}(H)$, whence $N_{P}(H)=$ $N_{Q}(H)^{x}$ for some $x$ in $N_{G}(H)$. Then $Q \approx Q^{x}$ by the meaning of the symbol $\approx$ (as this tame intersection is well-placed). But $Q^{x} \in \mathscr{S}$, since $P \cap Q^{x} \supseteq$ $P \cap N_{Q}(H)^{x}=N_{P}(H) \supset H$, as $H$ is a proper subgroup of $P$. Thus (4.2) holds.

Hence we may assume that $H$ is not well-placed in $P$. Let its height be $n$. Our argument will be inductive and so we shall assume that (4.2) has been proved for all non-well-placed tame intersections whose heights exceed $n$.

By definition of the height, we have that $P_{i}(H)$ is an $S_{p}$-subgroup of $N_{i}(H)$ for $i<n$, but $P_{n}(H)$ is not an $S_{p}$-subgroup of $N_{n}(H)$. Let then $T$ be an $S_{p}$-subgroup of $N_{n}(H)$ containing $P_{n}(H)$ and let $R$ be an $S_{p}$-subgroup of $G$ containing $T$. Since $P \cap R \supseteq P_{n}(H) \supset H, R \in \mathscr{S}$ and so $R \approx P$ via some element $x$ of $G$ by the hypothesis of the lemma.

We shall prove the lemma by establishing the following result:
Either $Q^{x} \in \mathscr{S}$ or we have:
(i) $P \cap Q^{x}=(P \cap Q)^{x}$.
(ii) $P \cap Q^{x}$ is a tame intersection.
(iii) Either $P \cap Q^{x}$ is well-placed in $P$ or has height exceeding $n$.

Indeed, assume that (4.3) holds. Since $P \cap R \supseteq P \cap Q$ and $R \approx P$ via $x$, it follows from the generalized form of Lemma 7.2.2 that $Q \approx Q^{x}$. Hence (4.2) holds if $Q^{x} \in \mathscr{S}$. On the other hand, assume (i), (ii), and (iii) hold. Set $K=P \cap Q^{x}$, so that $|K|=|H|$ by $(\mathrm{i})$. Hence $\mathscr{S}=\mathscr{S}(H)=\mathscr{S}(K)$. Thus $S \approx P$ for all elements $S$ of $\mathscr{S}(K)$ by the hypothesis of the lemma. Hence if the height of $P \cap Q^{x}$ exceeds $n$, it follows from our induction assumption that $Q^{x} \approx S$ for some $S$ in $\mathscr{S}(K)$, while if $P \cap Q^{x}$ is well-placed in $P$, the sameconclusion has been established at the beginning of the lemma. Since $Q \approx Q^{x}$, the generalized form of Lemma 7.2 .1 now yields that $Q \approx S$. Since $S \in \mathscr{F}(K)=\mathscr{S}$, (4.2) will thus hold.
Finally we prove (4.3). We may assume that $Q^{x} \notin \mathscr{S}$ and then verify (i), (ii), and (iii). First, $(P \cap Q)^{x} \subseteq P \cap Q^{x}$ inasmuch as $(P \cap Q)^{x} \subset Q^{x}$ and $(P \cap Q)^{x} \subseteq R^{x}=P$. Since $Q^{x} \notin \mathscr{S}$, we have $\left|P \cap Q^{x}\right| \leqslant|P \cap Q|$, and so $\left|P \cap Q^{x}\right| \leqslant\left|(P \cap Q)^{x}\right|$, forcing $(P \cap Q)^{x}=P \cap Q^{x}$. Thus (i) holds.

Because of (i), we have

$$
N_{Q x}\left(P \cap Q^{x}\right)=N_{Q x}\left((P \cap Q)^{x}\right)=\left(N_{Q}(P \cap Q)\right)^{x} .
$$

However, $N_{Q}(P \cap Q)$ is an $S_{p}$-subgroup of $N_{G}(P \cap Q)$ as $P \cap Q$ is tame, so $N_{Q x}\left(P \cap Q^{x}\right)$ is an $S_{p}$-subgroup of $\left(N_{G}(P \cap Q)\right)^{x}=N_{G}\left((P \cap Q)^{x}\right)=$ $N_{G}\left(P \cap Q^{x}\right)$. Thus $P \cap Q^{x}$ is tame "on one side." Now observe that

$$
\begin{equation*}
\left(N_{P}(P \cap Q)\right)^{x}=P_{1}(H)^{x} \subseteq P_{n}(H)^{x} \subseteq R^{x}=P \tag{4.4}
\end{equation*}
$$

by our choice of $R$ and $x$. Furthermore, $N_{P}(P \cap Q)$ is an $S_{p}$-subgroup of $N_{G}(P \cap Q)$ as $P \cap Q$ is tame, so that $\left(N_{P}(P \cap Q)\right)^{x}$ is an $S_{p}$-subgroup of $\left(N_{G}(P \cap Q)\right)^{x}=N_{G}\left(P \cap Q^{x}\right)$. Since $\left(N_{P}(P \cap Q)\right)^{x} \subseteq P$ by (4.4), we have $N_{P}\left(P \cap Q^{x}\right)=\left(N_{P}(P \cap Q)\right)^{x}$ and is an $S_{P}$-subgroup of $N_{G}\left(P \cap Q^{x}\right)$. Thus
$P \cap Q^{x}$ is tame " on both sides," proving (ii). Note that we have also shown that $P_{1}(H)^{x}=P_{1}\left(H^{x}\right)$.

To prove (iii), it will suffice to prove

$$
\begin{array}{ll}
P_{i}(H)^{x} \text { is an } S_{p} \text {-subgroup of } N_{i}\left(H^{x}\right) & 1 \leqslant i \leqslant n  \tag{4.5}\\
P_{i}(H)^{x}=P_{i}\left(H^{x}\right) & 1 \leqslant i \leqslant n .
\end{array}
$$

Indeed, since $H^{x}=P \cap Q^{x}$, the first statement of (4.5) will imply that either $H^{x}$ is well-placed in $P$ or else has height exceeding $n$. We prove (4.5) by induction on $i$, the case $i=1$ having been established in the preceding paragraph. We thus assume (4.5) for $i-1$ and verify it for $i$.

First consider the case $i<n$. Using induction and the fact that $Z\left(J\left(K^{x}\right)\right)=Z(J(K))^{x}$ for any subgroup $K$ of $P$, we have

$$
\begin{equation*}
W_{i}\left(H^{x}\right)=Z\left(J\left(P_{i-1}\left(H^{x}\right)\right)\right)=Z\left(J\left(P_{i-1}(H)\right)\right)^{x}=W_{i}(H)^{x} \tag{4.6}
\end{equation*}
$$

Furthermore, as $i<n, P_{i}(H)$ is an $S_{p}$-subgroup of $N_{i}(H)$, so using (4.6), $P_{i}(H)^{x}$ is an $S_{p}$-subgroup of

$$
N_{G}\left(W_{i}(H)\right)^{x}=N_{G}\left(W_{i}(H)^{x}\right)=N_{G}\left(W_{i}\left(H^{x}\right)\right) .
$$

But $P_{i}(H)^{x} \subseteq R^{x}=P$, so $P_{i}(H)^{x}=N_{P}\left(W_{i}\left(H^{x}\right)\right)=P_{i}\left(H^{x}\right)$, whence $P_{i}\left(H^{x}\right)$ is an $S_{p}$-subgroup of $N_{i}\left(H^{x}\right)$, giving the desired conclusions.

Now consider the case $i=n$. The same argument establishes (4.6) for $i=n$. Recall that $P_{n}(H) \subset T \subseteq R$ and that $T$ is an $S_{p}$-subgroup of $N_{n}(H)$. Thus $T^{x}$ is an $S_{p}$-subgroup of

$$
N_{G}\left(W_{n}(H)^{x}\right)=N_{G}\left(W_{n}\left(H^{x}\right)\right)=N_{n}\left(H^{x}\right)
$$

However, $T^{x} \subseteq R^{x}=P$, so

$$
T^{x}=N_{P}\left(W_{n}\left(H^{x}\right)\right)=P_{n}\left(H^{x}\right)
$$

and $P_{n}\left(H^{x}\right)$ is an $S_{p}$-subgroup of $N_{n}\left(H^{x}\right)$. Thus (4.5) holds in this case as well and the proof of the lemma is complete. This completes the proof of Theorems 4.5 and 4.6.

We are at last in a position to attain our main objective, which is to prove Theorem 4.2. We need the following lemma:

## Lemma 4.8

Assume that the functor $Z(J)$ controls p-fusion in the normalizer of every nonidentity $p$-suhgroup of $G$ and let $P \cap Q$ be a well-placed tame intersection of $S_{p}$-subgroups. $P$ and $Q$ of $G$. Then if $A, B$ are subsets of $P \cap Q$ conjugate in $N_{\sigma}(P \cap Q)$, they are conjugate in $N_{G}(Z(J(P)))$.

## Proof

Set $W_{i}=W_{i}(P \cap Q), P_{i}=P_{i}(P \cap Q)$, and $N_{i}=N_{i}(P \cap Q)$. We prove by induction on $i$ that $A$ and $B$ are conjugate in $N_{i}$. Since $N_{i}=N_{G}(Z(J(P)))$ for all $i$ sufficiently large, this will establish the lemma. Since $N_{1}=$ $N_{G}(P \cap Q)$, the desired conclusion holds for $i=1$ by hypothesis.

Assume now that $A$ and $B$ are conjugate in $N_{i}$. First of all, $A$ and $B$ are contained in $P_{i}$ since they are contained in $W_{1}=P \cap Q$ and $W_{1} \subseteq P_{i}$. Furthermore, since $P \cap Q$ is well-placed in $P, P_{i}$ is an $S_{p}$-subgroup of $N_{i}$. But $Z(J)$ controls $p$-fusion in $N_{i}$ and consequently $A$ and $B$ are conjugate in $N_{N_{i}}\left(Z\left(J\left(P_{i}\right)\right)\right)=N_{N_{i}}\left(W_{i+1}\right)$. Thus $A$ and $B$ are conjugate in $N_{i+1}=N_{G}\left(W_{i+1}\right)$, completing the induction.

We can now quickly complete the proof of Theorem 4.2. Let the assumptions be as in that theorem and let $A, B$ be two subsets of $P$ conjugate in $G$. Then by Theorem 4.5 there exist subsets $A_{1}, A_{2}, \ldots, A_{m}$ of $P$ with $A=A_{1}$ and $B=A_{m}$ such that for each $i, 1 \leqslant i \leqslant m-1, A_{i}$ and $A_{i+1}$ are contained in a well-placed tame intersection $P \cap Q_{i}, Q_{i}$ an $S_{p}$-subgroup of $G$, and are conjugate by an element of $N_{G}\left(P \cap Q_{i}\right)$. But then $A_{i}$ and $A_{i+1}$ are conjugate by an element $y_{i}$ of $N_{G}(Z(J(P)))$ by the preceding lemma. Setting $y=y_{1} y_{2}^{\prime} \cdots y_{m-1}^{\prime}$, we have $A^{y}=B$ and $y \in N_{G}(Z(J(P))$ ), thus completing the proof.

Remark We note that only the following two properties of $Z(J)$ have been used in the entire proof of Theorem 4.2:
(a) $Z(J(H)) \subseteq H$,
(b) $Z\left(J\left(H^{x}\right)\right)=(Z(J(H)))^{x}$,
for any $p$-subgroup $H$ of $G$ and any element $x$ of $G$. This means that if $W$ is any functor on the $p$-subgroups of $G$ such that $W(H) \subseteq H$ and $W\left(H^{x}\right)=W(H)^{x}$ for all $H$ and $x$, we can consider a group $G$ in which the functor $W$ controls $p$-fusion in the normalizer of every nonidentity $p$-subgroup (giving this term the obvious meaning) and can then conclude by the identical argument as in the case of $Z(J)$ that any two subsets of $P$ conjugate in $G$ are already conjugate in $N_{G}(W(P)), P$ an $S_{p}$-subgroup of $G$.

This observation is of some interest, since other functors besides $Z(J)$, in particular $J$ itself, are used in the study of simple groups.

## 5. THE THOMPSON TRANSITIVITY THEOREM

We have had occasion to consider maximal abelian normal subgroups of a $p$-group $P$. Since any such subgroup is self-centralizing, following Feit-Thompson, we denote the set of all such subgroups of $P$ by $S C N(P)$.

Furthermore, if $A \in S C N(P)$ and $m(A) \geqslant t$ for some integer $t$, we write $A \in S C N_{t}(P)$. In general, for a particular $t, S C N_{t}(P)$ may be empty or nonempty. Clearly $S C N_{t}(P)$ is empty if and only if $d_{n}(P)<t$. In addition, for any group $G$, we say $A \in S C N(p)$ (in $G$ ) if $A \in \operatorname{SCN}(P)$ for some $S_{p}$-subgroup $P$ of $G$, with a similar meaning for $S C N_{t}(p)$. We also say that $S C N_{t}(p)$ is empty or nonempty in $G$ according as $S C N_{t}(P)$ is empty or nonempty.

We observe that in this notation, Theorem 7.6.5 reads: If $A \in S C N(p)$, then $C_{6}(A)=A \times D$, where $D$ is a $p^{\prime}$-group.

Under the assumption that the normalizer of every nonidentity solvable subgroup of $G$ is solvable, Thompson has shown that for any element $A$ of $S C N_{3}(p)$ and any prime $q \neq p, C_{6}(A)$ permutes the set of all maximal $A$-invariant $q$-subgroups of $G$ transitively under conjugation. It turns out that the proof of this theorem goes through with no essential changes under the weaker assumption that the normalizer of every nonidentity $p$-subgroup of $G$ is $p$-constrained.

This transitivity theorem is of fundamental importance in the study of groups of odd order and in the study of simple groups in general. Because of it the subdivision of $\pi(G)$ into the sets of those primes $p$ for which $S^{S C N}(p)$ is nonempty and those for which it is empty [equivalently $d_{n}(P) \geqslant 3$ and $d_{n}(P) \leqslant 2, P$ an $S_{p}$-subgroup of $\left.G\right]$ is a significant one. We have seen in Section 5.4 that for odd $p$ the structure of $P$ is extremely restricted when $S C N_{3}(P)$ is empty and have remarked that all such $p$-groups have been completely classified for odd $p$.

To prove the transitivity theorem, we require a preliminary result of interest:

## Theorem 5.1

Let $G$ be a group in which the normalizer of every nonidentity p-subgroup of $G$ is $p$-constrained. Let $A \in S C N_{2}(p)$ and let $Q$ be an $A$-invariant $q$-subgroup of $G, q$ a prime distinct from $p$. Then if $H$ is any subgroup of $G$ with $O_{p}(H) \neq 1$ which contains $A Q$, we have $Q \subseteq O_{p}(H)$.

To establish this theorem, we first prove two preliminary lemmas:

## Lemma 5.2

Let $G$ he a p-constrained group, let $P$ be an $S_{p}$-subgroup of $G$, and let $A \in S C N(P)$. Then every $A$-invariant $p^{\prime}$-subgroup of $G$ lies in $O_{p} \cdot(G)$.

## Proof

If $K$ is an $A$-invariant $p^{\prime}$-subgroup of $G$, it will suffice to show that the image $\bar{K}$ of $K$ in $\bar{G}=G / O_{p}(G)$ centralizes $O_{p}(\bar{G})$, for then $\bar{K}=\overline{1}$ by

Theorem 1.1(ii), whence $K \subseteq O_{p^{\prime}}(G)$, as desired. Hence without loss we may assume that $O_{p}(G)=1$ and prove that $K$ centralizes $Q=O_{p}(G)$.

Now $C_{G}(A)=A \times D$, where $D$ is a $p^{\prime}$-group. Since $P$ normalizes $C_{G}(A)$, it normalizes $D$. Hence if $K$ centralizes $A$, we have $K \subseteq D$ and $[K, Q] \subseteq D$, so $[K, Q]$ is both a $p^{\prime}$-group and a $p$-group. Thus $K$ centralizes $Q$ in this case. Hence we can suppose that $A$ does not centralize $K$. Let $R$ be an $A$ invariant subgroup of $K$ of least order not centralized by $A$. Since $A$ leaves invariant an $S_{r}$-subgroup of $K$ for each prime $r$ in $\pi(K)$ by Theorem 6.2.2(i), $R$ is a special $r$-group for some prime $r$ and $A$ acts irreducibly and nontrivially on $R / \Phi(R)$ by Theorem 5.3.7. In particular, $[R, A]=R$.
We have $[R, Q \cap A] \subseteq R \cap Q=1$, so $R$ centralizes $A \cap Q$. On the other hand, $[A, Q] \subseteq A$ as $A \triangleleft P$ and $Q \subseteq P$. Hence $[A, Q] \subseteq A \cap Q$ and so $A$ centralizes $\bar{Q}=Q / A \cap Q$. Since $R$ centralizes $A \cap Q, R$ also acts on $\bar{Q}$. Thus $C=C_{R A}(\bar{Q}) \triangleleft R A$ and $A \subseteq C$. But then $R=[R, A] \subseteq C$ and therefore $R$ centralizes $\bar{Q}$. We conclude that $R$ stabilizes the normal series $Q \supseteq A \cap Q \supseteq 1$ and consequently $R$ centralizes $Q$ by Theorem 5.3.2, completing the proof.

## Lemma 5.3

Let $G$ be a p-constrained group, let $P$ be of index at most p in an $S_{p}$-subgroup of $G$, and let $A$ be an abelian subgroup of $P$ containing $Z(P)$. Then $O_{p}(G)$ contains every $A$-invariant $p^{\prime}$-subgroup $K$ of $G$ with the property $[K, B]=K$ for some subgroup $B$ of $Z(P)$.

## Proof

As in the preceding lemma, it will suffice to consider the case $O_{p^{\prime}}(G)=1$ and then to prove that $K$ centralize $Q=O_{p}(G)$. Let $S$ be an $S_{p}$-subgroup of $G$ containing $P$, so that $|S: P|=1$ or $p$ by hypothesis. Then $P \triangleleft S$ and consequently $Z(P)$, being characteristic in $S$, is also normal in $S$. Since $B \subseteq Z(P)$, we have $[B, S] \subseteq Z(P)$, whence $[B, S] \subseteq A$. Since $Q \subseteq S$, it follows that $[Q, B, K] \subseteq[A, K] \cap Q \subseteq K \cap Q=1$. Thus $K$ centralizes $[Q, B]$. But now $K B$ acts on $\bar{Q}=Q /[Q, B]$ and $B$ centralizes $\bar{Q}$. Since $K=[K, B]$, we conclude at once as in the preceding lemma that $K$ centralizes $\bar{Q}$, whence $K$ centralizes the normal series $Q \supseteq[Q, B] \supseteq 1$. Thus $K$ centralizes $Q$ by another application of Theorem 5.3.2.

With these lemmas at our disposal, we turn now to the proof of Theorem 5.1. If $L=N_{G}\left(O_{p}(H)\right)$, then $H \subseteq L$; so if $Q \subseteq O_{p^{\prime}}(L)$, then $Q \subseteq H \cap O_{p^{\prime}}(L) \subseteq O_{p^{\prime}}(H)$. Thus it suffices to prove the theorem for $L$. By hypothesis, $L$ is $p$-constrained.
Since $A \in S C N_{2}(p), A \in S C N_{2}(P)$ for some $S_{p}$-subgroup $P$ of $G$ and, in
particular, $A$ is noncyclic. Since $C_{P}(A) \subseteq A, A$ contains $Z(P)$. If $Z(P)$ is noncyclic, let $B$ be a subgroup of $Z(P)$ of type ( $p, p$ ). On the other hand, if $Z(P)$ is cyclic, let $B$ be any normal abelian subgroup of $P$ of type ( $p, p$ ) contained in $A$. That $A$ contains such a normal subgroup follows directly from Theorem 2.6.4. In either case, $B \triangleleft P$ and $B \cap Z(P) \neq 1$. Since $B$ is a 2-dimensional vector space over $Z_{p}$, it contains exactly $p+1$ distinct subgroups $B_{i}$ of order $p, 0 \leqslant i \leqslant p$; and we may assume that $B_{0} \subseteq Z(P)$. For $1 \leqslant i \leqslant p$, set $Q_{i}=C_{Q}\left(B_{i}\right)$ and $R_{i}=\left[Q_{i}, B\right]$, while for $i=0$, set $R_{0}=C_{Q}\left(B_{0}\right)$.
We claim that $Q=\left\langle R_{i} \mid 0 \leqslant i \leqslant p\right\rangle$. Indeed, $Q=\left\langle R_{0}, Q_{i} \mid 1 \leqslant i \leqslant p\right\rangle$ by Theorem 5.3.16. But $Q_{i}=R_{i} C_{Q_{i}}(B) \subseteq R_{i} R_{0}, \mathrm{l} \leqslant i \leqslant \mathrm{p}$, by Theorem 5.3.5, and the desired conclusion follows. Thus it will suffice to prove that each $R_{i} \subseteq O_{p}(L), 0 \leqslant i \leqslant p$. We note that $R_{i}=\left[R_{i}, B\right], 1 \leqslant i \leqslant p$, by Theorem 5.3.6 and also that each $R_{i}$ is $A$-invariant as $A$ is abelian and $B \subseteq A$.

Set $N_{i}=N_{G}\left(B_{i}\right), 0 \leqslant i \leqslant p$. We shall first argue that it is enough to prove that $R_{i} \subseteq O_{p} \cdot\left(N_{i}\right)$. Indeed, assume this to be true and suppose that some $R_{i} \nsubseteq O_{p^{\prime}}(L)$. For simplicity put $R=R_{i}$ and $N=N_{i}$. Set $\bar{L}=L / O_{p^{\prime}}(L)$ and let $\bar{R}, \bar{A}, \bar{B}_{i}$ be the images of $R, A, B_{i}$ in $L$. Then $\bar{R} \neq 1$. Since $L$ is $p$-constrained, $\bar{R}$ does not centralize $O_{p}(\bar{L})$ by Theorem 1.1(ii). Let $\bar{D}$ be an $\bar{A} \bar{R}$-invariant subgroup of minimal order in $O_{p}(\bar{L})$ which is not centralized by $\bar{R}$. Now $\bar{B}_{i}$ centralizes $\bar{R}$ and hence $C_{\bar{D}}\left(\bar{B}_{i}\right)$ is also $\bar{R} \bar{A}$-invariant. But by Theorem 5.3.4, $\bar{R}$ does not centralize $C_{D}\left(\bar{B}_{i}\right)$; otherwise $\bar{R}$ would centralize $\bar{D}$. Thus $C_{D}\left(\bar{B}_{i}\right)=\bar{D}$ by our minimal choice of $\bar{D}$ and so $\bar{B}_{i}$ centralizes $\bar{D}$.

Now $B_{i} \subseteq S$ for some $S_{p}$-subgroup $S$ of $L$ and $T=S \cap O_{p^{\prime}, p}(L)$ is an $S_{p}$-subgroup of $O_{p^{\prime}, p}(L)$. Since $T B_{i}$ maps isomorphically onto $O_{p}(\bar{L}) \bar{B}_{i}, T$ contains a subgroup $D$ which is centralized by $B_{i}$ and whose image is $\bar{D}$. Thus $D \subseteq N$. But by assumption $R \subseteq O_{p^{\prime}}(N)$, so $[D, R]$ is a $p^{\prime}$-group. Hence $[\bar{D}, \bar{R}]$ is both a $p^{\prime}$-group and a $p$-group, forcing $\bar{R}$ to centralize $\bar{D}$, a contradiction. Thus it will suffice to show that each $R_{i} \subseteq O_{p}\left(N_{i}\right)$, $0 \leqslant i \leqslant p$, as asserted.

Now $R_{i}$ is an $A$-invariant $p^{\prime}$-subgroup of the $p$-constrained group $N_{i}$. For $i=0, N_{0}$ contains $P$ and consequently $R_{0} \subseteq O_{p}\left(N_{0}\right)$ by Lemma 5.2. On the other hand, for $1 \leqslant i \leqslant p$, we have that $P^{*}=C_{P}(B) \subseteq N_{i}, A \subseteq P^{*}$, $Z\left(P^{*}\right) \subseteq A, B \subseteq Z\left(P^{*}\right)$, and $\left[R_{i}, B\right]=R_{i}$. Furthermore, since $B \triangleleft P$ and $B$ is elementary abelian of type $(p, p),\left|P: P^{*}\right|=1$ or $p$ by Theorem 2.8.1. Since $P$ is an $S_{p}$-subgroup of $G, P^{*}$ thus has index at most $p$ in an $S_{p}$-subgroup of $N_{i}$. But now all the hypotheses of Lemma 5.3 hold in $N_{i}$ and we conclude that $R_{i} \subseteq O_{p}\left(N_{i}\right) .1 \leqslant i \leqslant p$. This completes the proof of Theorem 5.1.

## We now prove

## Theorem 5.4 (Thompson Transitivity Theorem)

Let $G$ be a group in which the normalizer of every nonidentity p-subgroup is $p$-constrained. Then if $A \in S C N_{3}(p), C_{G}(A)$ permutes transitively under conjugation the set of all maximal $A$-invariant $q$-subgroups of $G$ for any prime $q \neq p$.

For the proof we need the following elementary lemma, which will reveal how the assumption that $m(A) \geqslant 3$ is used in the proof of the theorem.

## Lemma 5.5

Let $A$ be an abelian p-group, $p$ a prime, which acts as a group of automorphisms of each of two $p^{\prime}$-groups $R$ and $S$. If $m(A) \geqslant 3$, then there exists an element $u$ in $A^{\#}$ such that both $C_{R}(u)$ and $C_{S}(u)$ are nontrivial.

## Proof

Since $m(A) \geqslant 3, A$ possesses an elementary abelian subgroup $B$ of type ( $p, p, p$ ). By Theorem 5.3.16 $R_{0}=C_{R}(y) \neq 1$ for some $y$ in $B^{*}$. Since $R_{0}$ is $B$-invariant and $B /\langle y\rangle$ is abelian of type ( $p, p$ ), the same theorem yields that $R_{1}=C_{R_{0}}(z) \neq 1$ for some $z$ in $B-\langle y\rangle$. We see then that $R_{1}$ is a nontrivial $B$-invariant subgroup of $R$ centralized by the elementary abelian subgroup $B_{1}=\langle y, z\rangle$ of type ( $p, p$ ). Hence by the same reasoning $S_{1}=C_{5}(u) \neq 1$ for some $u$ in $B_{1}^{*}$. Since $u \in A^{\#}$, and $u$ centralizes $R_{1}$, the lemma follows.

We now prove Theorem 5.4. Let $\mathscr{S}_{1}, \mathscr{S}_{2}, \ldots, \mathscr{S}_{t}$ be the sets of transitivity of maximal $A$-invariant $q$-subgroups of $G$ under the action of $C_{G}(A)$ and suppose by way of contradiction that $t>1$. Clearly then 1 is not a maximal $A$-invariant $q$-subgroup of $G$.

We first argue that $Q_{1} \cap Q_{2}=1$ whenever $Q_{1} \in \mathscr{S}_{i}, Q_{2} \in \mathscr{S}_{j}$, and $i \neq j$. Suppose false. Then among all choices of $Q_{1}, Q_{2}$ violating this conclusion, choose $i, j$ with $1 \leqslant i, j \leqslant t$ and $i \neq j$ and $Q_{1} \in \mathscr{S}_{i}, Q_{2} \in \mathscr{S}_{j}$ in such a way that $D=Q_{1} \cap Q_{2}$ has maximal order. Because $Q_{1}, Q_{2}$ are maximal $A$-invariant $q$-subgroups of $G$, certainly $D$ is a proper subgroup of both $Q_{1}$ and $Q_{2}$. Set $N=N_{G}(D)$ and let $R_{i}=N_{Q_{i}}(D), 1 \leqslant i \leqslant 2$. Then $A$ and $R_{i}$ are contained in $N, R_{i}$ is $A$-invariant, and $R_{i} \supset D, 1 \leqslant i \leqslant 2$. Set $\bar{R}_{i}=R_{i} / D$, so that $A$ acts as a group of automorphisms of each $\bar{R}_{i}$. Since each $\bar{R}_{i} \neq 1$, it follows from Lemma 5.5 that $C_{R_{i}}(u) \neq 1$ for some $u$ in $A^{\#}, 1 \leqslant i \leqslant 2$. But then $S_{i}=C_{R_{i}}(u) \nsubseteq D$ by Theorem 5.3.15, whence $S_{i} D \supset D, 1 \leqslant i \leqslant 2$.

Now set $H=C_{6}(\langle u\rangle)$. Then $H$ is $p$-constrained by hypothesis. Since each $S_{i}$ is an $A$-invariant $q$-subgroup of $H$, Theorem 5.1 yields that $S_{i} \subseteq O_{p^{\prime}}(H)$, $1 \leqslant i \leqslant 2$. Since also each $S_{i} \subseteq N$, we conclude at once that $S_{i} \subseteq O_{p}(L)$, where $L=D(N \cap H)$. Since $A$ normalizes $K=O_{p}(L)$, it follows therefore from Theorem 6.2.2(ii) and (iii) that $S_{i} D$ is contained in an $A$-invariant $S_{q}$-subgroup $T_{i}$ of $K, 1 \leqslant i \leqslant 2$, and that $T_{2}=T_{1}^{x}$ for some elcment $x$ in $C_{K}(A)$. Finally, let $Q$ be a maximal $A$-invariant $q$-subgroup of $G$ containing $Q_{1}$. Then $Q_{1} \cap Q \supseteq S_{1} D \supset D$, whence $Q \in \mathscr{S}_{i}$ by our maximal choice of $D=Q_{1} \cap Q_{2}$. However, $Q^{x}$ contains $T_{2}$ and consequently $Q^{x} \cap Q_{2} \supseteq$ $S_{2} D \supset D$, whence $Q^{x} \in \mathscr{S}_{j}$, again by our maximal choice of $D$. Since $x \in C_{G}(A)$, we conclude that $Q \in \mathscr{S}_{j}$, whence $i=j$, a contradiction.

Now choose $Q_{1}$ in $\mathscr{S}_{1}$ and $Q_{2}$ in $\mathscr{S}_{2}$. Applying Lemma 5.5 once again, it follows that there exists an element $u$ in $A^{*}$ such that $R_{i}=C_{Q i}(u) \neq 1$, $1 \leqslant i \leqslant 2$. We set $H=N_{G}(\langle u\rangle)$ and apply Theorem 5.1 to obtain that both $R_{1}$ and $R_{2}$ lie in $O_{p}(H)$. As in the preceding paragraph, there exists an $A$-invariant $S_{q}$-subgroup $S_{1}$ of $O_{p} \cdot(H)$ containing $R_{1}$ and $R_{2}^{x}$ for some element $x$ in $C_{6}(A)$. But now if $Q$ denotes a maximal $A$-invariant $q$-subgroup of $G$ containing $S_{1}$, we have $Q \cap Q_{1} \supseteq R_{1} \neq 1$, so $Q \in \mathscr{S}_{1}$ by the argument of the preceding paragraph. Since $Q \cap Q_{2}^{x} \supseteq R_{2}^{\mathrm{r}} \neq 1$, it follows for the same reason that $Q_{2}^{\times} \in \mathscr{S}_{1}$. Since $x \in C_{6}(A)$, this yields $Q_{2} \in \mathscr{S}_{1}$, contrary to our choice of $Q_{2}$. Theorem 5.4 is thus proved.

The transitivity theorem has the following important corollary.

## Theorem 5.6

Let $G$ be a group in which the normalizer of every nonidentity p-subgroup is p-constrained. Let $P$ be an $S_{p}$-subgroup of $G$ and let $A$ be an element of $S C N_{3}(P)$. Then for any prime $q \neq p, P$ normalizes some maximal $A$-invariant $q$-subgroup of $G$. In particular, if $P$ normalizes no nontrivial $p$ '-subgroups of $G$, then neither does $A$.

## Proof

Let $Q$ be a maximal $A$-invariant $q$-subgroup of $G$ and set $K=N_{G}(Q)$. Also set $N=N_{G}(A)$ and $C=C_{G}(A)$. We shall argue that

$$
\begin{equation*}
N=(N \cap K) C . \tag{5.1}
\end{equation*}
$$

Indeed, suppose $x \in N$. Then $Q^{x}$ is also clearly a maximal $A$-invariant $q$-subgroup of $G$, so $Q^{x}=Q^{y}$ for some $y$ in $C$ by the Thompson transitivity theorem. Thus $z=x y^{-1}$ normalizes $Q$ and so lies in $K$. Since $C \subseteq N$, we also have $z \in N$. Hence $x=z y$ with $z \in N \cap K$ and $y \in C$, proving (5.1).

Now $A \subseteq N \cap K$ and so there exists an $S_{p}$-subgroup $R$ of $N \cap K$ with
$A \subseteq R$. But $A$ is an $S_{p}$-subgroup of $C$ as $C=A \times D$, where $D$ is a $p^{\prime}$-group. Thus $R$ contains an $S_{p}$-subgroup of $C$, while by (5.1) $R C / C$ is an $S_{p}$-subgroup of $N / C$. It follows at once that $R$ is an $S_{p}$-subgroup of $N$. But $P$ is also an $S_{p}$-subgroup of $N$, so $P=R^{u}$ for some $u$ in $N$. On the other hand, $R$ normalizes $Q$, as $R \subseteq K$, and consequently $P$ normalizes $Q^{u}$, which is also a maximal $A$-invariant $q$-subgroup of $G$.

Remark If either the assumption of $p$-constraint or the assumption that $m(A) \geqslant 3$ is dropped, the transitivity theorem is in general false (see Exercises 7 and 8 below). We note, however, that the assumption of $p$-constraint is required only on the normalizers of those nonidentity $p$-subgroups of $G$ which contain $A$.

## 6. THE MAXIMAL SUBGROUP THEOREM

Under what circumstances does the set $N(P)$ of normalizers of all nonidentity subgroups of a fixed $S_{p}$-subgroup $P$ of $G$ possess a unique maximal element? If $P$ is disjoint from its conjugates, it is trivial to verify that $N_{\mathrm{G}}(P)$ itself is the unique maximal element of $N(P)$. Thus there are at least some conditions under which this is the case.

The Maximal Subgroup theorem, which is concerned with this question, provides a sufficient condition for a suitable large subset of $N(P)$ to possess a unique maximal element in the case that $S C N_{3}(P)$ is nonempty. To define this subset of $N(P)$, we first introduce the following terminology:

Let $P$ be a $p$-group in which $S C N_{3}(P)$ is nonempty. Then by definition: $A_{1}(P)=\left\{Q \mid Q \subseteq P, Q\right.$ contains an element of $\left.S C N_{3}(P)\right\} ;$ and for $i>1$,
$A_{i}(P)=\{Q \mid Q \subseteq P, Q$ contains an abelian subgroup $R$ of type ( $p, p$ ) such that $C_{P}(x) \in A_{i-1}(P)$ for all $x$ in $\left.R^{\#}\right\}$.
In practice the sets $A_{i}(P)$ are needed only for $1 \leqslant i \leqslant 4$. That these constitute a fairly large collection of subsets of $P$ can be seen by the following result:

## Lemma 6.1

If $P$ is a p-group in which $\operatorname{SCN}_{3}(P)$ is nonempty, then any subgroup $Q$ of $P$ which contains an abelian subgroup of type $(p, p, p)$ lies in $A_{3}(P)$.

## Proof

Let $A \in S C N_{3}(P)$. Then $\Omega_{1}(A)$ is an elementary abelian normal subgroup of $P$ of order at least $p^{3}$. By Theorem 2.6.4 there exists a subgroup $B$ of order $p^{2}$ in $\Omega_{1}(A)$ with $B \triangleleft P$. Now if $x \in B^{*}$, then $C_{P}(x) \supseteq A$ and so
$C_{P}(x) \in A_{1}(P)$. Hence by definition $B \in A_{2}(P)$. On the other hand, $Q$ normalizes $B$, so $Q / C_{Q}(B)$ is isomorphic to a subgroup of Aut $B$. Since $\mid$ Aut $\left.B\right|_{p}=p$ by Theorem 2.8.1, we have $\left|Q: C_{Q}(B)\right| \leqslant p$. But $Q$ contains an elementary abelian subgroup $T$ of order $p^{3}$, so $T \cap C_{Q}(B)$ must contain an elementary abelian subgroup $R$ of type ( $p, p$ ). Then $C_{P}(.1)$ contains $B$ for each $y$ in $R^{\#}$. Since $B \in A_{2}(P)$ and $R \subseteq Q$, we conclude that $Q \in A_{3}(P)$.

Since $Z(P) \subseteq A$ for any element $A$ of $S C N_{3}(P)$, we notc also, if $Z(P)$ is noncyclic, that $Z(P) \in A_{2}(P)$.

Now let $P$ be an $S_{p}$-subgroup of the group $G$ and assume that $\operatorname{SCN}_{3}(P)$ is nonempty. Then by definition
$N^{*}(P)=\left\{H \subseteq G \mid H=N_{G}(Q), Q \subseteq P, Q \neq 1\right.$, and $H$ contains an element of $A_{i}(P)$ for some $\left.i\right\}$.
Thus $N^{*}(P)$ is a subset of $N(P)$. By Lemma 6.1, if $Q \subseteq P, Q \neq 1$, and $N_{P}(Q)$ contains an abelian subgroup of type $(p, p, p)$, then $N_{G}(Q) \in N^{*}(P)$. Moreover, since $N_{P}(Q) \supseteq Z(P), N_{G}(Q)$ will always lie in $N^{*}(P)$ if $Z(P)$ is noncyclic. Hence in this case $N^{*}(P)=N(P)$. However, there do exist cases in which $N^{*}(P) \subset N(P)$, as the following lemma illustrates:

## Lemma 6.2

Let $P$ be a p-group in which $\operatorname{SCN}_{3}(P)$ is nonempty which contains a subgroup $Q$ of order $p$ such that $N_{p}(Q)$ is elementary abelian of type $(p, p)$. Then for no value of $i$ does $N_{P}(Q) \in A_{i}(P)$.

## Proof

Since $Q=\langle y\rangle$ has order $p, N=N_{P}(Q)=\dot{C_{P}}(y)$. Since $|N|=p^{2}$, certainly $N \notin A_{1}(P)$. Suppose $N \in A_{i}(P)$ for some $i$ and choose $i$ minimal. Since $i>1, N$ must possess an abelian subgroup $R$ of type ( $p, p$ ) such that $C_{P}(x) \in A_{i-1}(P)$ for all $x$ in $R^{*}$. Since $|N|=p^{2}$, the only possibility is that $R=N$. Taking $y=x$, we see that $N=C_{P}(y) \in A_{i-1}(P)$, a contradiction.

One can easily verify that the symmetric group on $p^{2}$ letters has $S_{p}$-subgroups with this property, $p$ odd. Furthermore, we leave as an exercise the fact that any $p$-group satisfying the hypothesis of the lemma is of maximal class. Blackburn [1] has shown that conversely, for odd $p$, any $p$-group $P$ of maximal class contains a subgroup $Q$ of order $p$ such that $N_{P}(Q)$ is elementary abelian of type ( $p, p$ ).

With these preliminaries, we can now state our main result:

## Theorem 6.3 (The Maximal Subgroup Theorem)

Let $P$ be an $S_{p}$-subgroup of $G$ in which $S C N_{3}(P)$ is nonempty, $p$ odd. Assume that the following conditions hold:
(a) Every element of $N^{*}(P)$ is p-constrained and p-stable.
(b) P possesses a nontrivial normal subgroup which centralizes every $P$-invariant $p^{\prime}$-subgroup of $G$.
Then $N^{*}(P)$ has a unique maximal element.
For the sake of clarity, we break the proof into two parts.

## Lemma 6.4

If $M^{*}(P)$ is the subset of $N^{*}(P)$ consisting of those elements which contain $P$, then $M^{*}(P)$ has a unique maximal element.

## Proof

We first consider the case that $P$ normalizes no nontrivial $p^{\prime}$-subgroup of $G$. Then if $H \in M^{*}(P)$, we have $O_{p^{\prime}}(H)=1$. But now Glauberman's theorem implies that $Z(J(P)) \triangleleft H$, whence $H \subseteq N_{G}(Z(J(P)))$. Hence in this case $N_{\mathrm{G}}(Z(J(P)))$ is the unique maximal element of $M^{*}(P)$.

Hence we may assume that $P$ normalizes some nonidentity $p^{\prime}$-subgroup of $G$. Let $B$ be a normal subgroup of $P$ which satisfies condition (b) and set $H=N_{G}(B)$, so that $H \in M^{*}(P)$ as $P \subseteq H$. We claim, first of all, that $K=O_{p^{\prime}}(H)$ contains every $p^{\prime}$-subgroup of $G$ normalized by $P$. Indeed, let $Y$ be such a subgroup. Then $Y$ centralizes $B$ and so $Y \subseteq H$. But $H$ is $p$-constrained and $Y$ is invariant under $P \cap O_{p^{\prime}, p}(H)$, which is an $S_{p}$-subgroup of $O_{p^{\prime}, p}(H)$. Hence $Y \subseteq K$ by Theorem 1.1(iii), proving the assertion. In particular, our conditions imply that $K \neq 1$.

Now let $A \in S C N_{3}(P)$. We next argue that $K$ contains every $A$-invariant $p^{\prime}$-subgroup of $G$. Indeed, if $Y$ is such a subgroup, $A$ leaves invariant an $S_{q}$-subgroup of $Y$ for each $q$ in $\pi(Y)$. Thus it suffices to prove that $K$ contains any maximal $A$-invariant $q$-group $Q, q$ any prime distinct from $p$. But by Theorems 5.4 and $5.6, Q^{x}$ is $P$-invariant for some $x$ in $C_{G}(A)$. On the other hand, $C_{G}(A)=A \times D$, where $D$ is a $p^{\prime}$-group, and we can assume without loss that $x \in D$. But $D$ char $C_{G}(A) \triangleleft N_{G}(A)$ and $N_{G}(A)$ contains $P$. Thus $D$ is also $P$-invariant. Hence by the preceding paragraph both $Q^{x}$ and $D$ are contained in $K$. Since $x \in D$, we conclude that $Q \subseteq K$.

Now set $V=V\left(\operatorname{ccl}_{G}(A) ; P\right)$ and $L=N_{G}(V)$. We have that $K$ is $V$-invariant. Hence for $x$ in $L, K^{x}$ is also $V$-invariant. But as $A \subseteq V, K^{x}$ is thus an $A$-invariant $p^{\prime}$-subgroup of $G$, whence $K^{x}=K$ by the preceding paragraph. Thus $L$ normalizes $K$. But by Theorem 4.4, $N=O_{p^{\prime}}(N)(N \cap L)$, where $N=N_{G}(Z(J(P)))$. Since $O_{p^{\prime}}(N) \subseteq K$ while $N \cap L$ normalizes $K$, we conclude that $N$ normalizes $K$.

Finally, observe that $B \cap Z(P) \neq 1$ as $B \triangleleft P$ and $B \neq 1$. Since $Z(J(P))$ contains $Z(P)$ and $B$ centralizes $K$, it follows that $Q=C_{Z(J(P))}(K) \neq 1$. Now $Q \triangleleft N$ since $Z(J(P)) \triangleleft N$ and $N$ normalizes $K$. Thus $M=N_{G}(Q)$ contains
both $K$ and $N$. In particular, $P \subseteq M$ and so $M \in M^{*}(P)$. But now if $H$ is any element of $M^{*}(P)$, we have

$$
H=O_{p^{\prime}}(H)(H \cap N),
$$

as $H$ is of Glauberman type. Since $O_{p}(H) \subseteq K \subset M$ and $N \subseteq M$, we conclude that $H \subseteq M$. Thus $M$ is the unique maximal element of $M^{*}(P)$, completing the proof.

Now let $M$ be the unique maximal element of $M^{*}(P)$. To prove Theorem 6.3, we must show that, in fact, $M$ is the unique maximal element of $N^{*}(P)$. To this end, we now define:
$A_{1}^{*}(P)=\left\{Q \mid Q \subseteq P, Q\right.$ contains $A^{y}$ for some $A$ in $S C N_{3}(P)$ and suitable $y$ in $M$; and for $i>1$,
$A_{i}^{*}(P)=\{Q \mid Q \subseteq P, Q$ contains an abelian subgroup $R$ of type $(p, p)$ such that $C_{P}(x)^{y} \in A_{i-1}^{*}(P)$ for all $x$ in $R^{\#}$ and suitable $y$ in $M\}$.
Clearly $A_{i}^{*}(P) \supseteq A_{i}(P)$ for all $i \geqslant 1$. Hence the desired conclusion will follow from the following stronger assertion:

## Lemma 6.5

If $H$ is the normalizer of a nontrivial p-subgroup of $G$ and $H$ contains an element of $A_{i}^{*}(P)$ for some $i$, then $H \subseteq M$.

## Proof

Suppose false and let $j$ be the least value of $i$ for which there exists such a subgroup $H$ of $G$ which contains an element $Q$ of $A_{j}^{*}(P)$ and is such that $H \not \equiv M$. Furthermore, among all such subgroups, choose $H$ so that $|Q|$ is maximal. Let $T$ be an $S_{p}$-subgroup of $H$ containing $Q$. Now $Q \neq P$, for then $H \subseteq M$ by the preceding lemma. Hence $Q \subset P$ and consequently $N_{P}(Q) \supset Q$ by Theorem 1.2.11(ii). Clearly $N_{P}(Q) \in A_{j}^{*}(P)$ since it contains $Q$, so $N_{G}(Q) \subseteq M$ by our choice of $Q$. In particular, $N_{T}(Q) \subseteq M$ and it follows therefore from the definition that $N_{T}(Q) \in A_{j}^{*}(P)$. But now our choice of $Q$ implies that $N_{T}(Q)=Q$ and we conclude that $Q=T$ is an $S_{p}$-subgroup of $H$.

Applying Glauberman's theorem, we have $H=O_{p^{\prime}}(H) N_{H}(Z(J(Q)))$. However, since $N_{P}(Z(J(Q))) \supset Q$, the same reasoning as in the preceding paragraph yields that $N_{G}(Z(J(Q))) \subseteq M$. Thus $K=O_{p} \cdot(H) \nsubseteq M$.

Suppose now that $j>1$. Let $R$ be an abelian subgroup of $Q$ of type $(p, p)$ such that $C_{P}(x)^{v} \in A_{j-1}^{*}(P)$ for each $x$ in $R^{*}$ and suitable $y$ in $M$. By our choice of $j$, it follows that $C_{G}(x) \subseteq M$ for each $x$ in $R^{*}$.

But $K=\left\langle C_{K}(x) \mid x \in R^{\#}\right\rangle$ by Theorem 6.2.4 and consequently $K \subseteq M$, a contradiction. Thus $j=1$.

Hence $Q \supseteq A^{y}$ for some element $A$ of $S C N_{3}(P)$ and suitable $y$ in $M$. To derive a contradiction, it will suffice to show that $L=K^{y-1} \subseteq M$. But $L$ is $A$-invariant and in the course of the proof of Lemma 6.4 we have argued that $M$ contains every $A$-invariant $p^{\prime}$-subgroup of $G$. This completes the proof of the lemma and also of Theorem 6.3.

We note that condition (b) of the theorem is automatically fulfilled if $P$ normalizes no nontrivial $p^{\prime}$-subgroups of $G$. This is an important special case of the theorem.

Whenever $N^{*}(P)$ possesses a unique maximal element $M$, we shall say that $G$ satisfies the uniqueness condition for the prime p. (By Sylow's theorem this property is independent of the particular $S_{p}$-subgroup $P$ of $G$.) We shall also refer to $M$ as a uniqueness subgroup for $p$.

## EXERCISES

1. Let $p \in \pi\left(A_{n}\right)$, where $n \geqslant 2 p$ if $p \geqslant 5$ and $n \geqslant p+5$ if $p<5$. Show that the normalizer of some nontrivial $p$-subgroup of $A_{n}$ is not $p$-constrained.
2. Assume $S C N_{3}(p)$ is nonempty in $A_{n}$, let $P$ be an $S_{p}$-subgroup of $A_{n}$, and let $B$ be an element of $S C N_{3}(P)$. Prove that $N_{G}(B)$ is $p$-constrained.
3. Let $P$ be a $p$-group, let $A^{*}(P)$ be the set of abelian subgroups $A$ of $P$ such that $m(A)$ is maximal, and set $J^{*}(P)=\left\langle A \mid A \in A^{*}(P)\right\rangle$. Show that the conclusions of Lemma 2.2 hold with $A^{*}(P)$ and $J^{*}(P)$ in place of $A(P)$ and $J(P)$.
4. Thompson has established the following theorem: Let $G$ be strongly $p$-solvable with $O_{p^{\prime}}(G)=1$ and let $P$ be an $S_{p^{\prime}}$-subgroup of $G$. Then

$$
G=C_{G}(Z(P)) N_{G}\left(J^{*}(P)\right)
$$

On the basis of this result, show that a group $G$ with $S_{p}$-subgroup $P$, $p$ odd, possesses a normal $p$-complement provided $C_{G}(Z(P))$ and $N_{G}\left(J^{*}(P)\right)$ both have normal $p$-complements (the Thompson normal $p$-complement theorem).
5. Show that Theorem 4.2 holds under the weaker assumption that $N_{C}(H)$ is of Glauberman type for every $p$-subgroup $H$ of $G$ such that $Z(P) \subseteq H$, where $P$ is an $S_{P}$-subgroup of $G$ containing $H$.
6. Let $P$ be an $S_{p}$-subgroup of $G$ and $H$ a subgroup of $P$. Prove that some conjugate of $H$ is well-placed in $P$.
7. Let $G=L_{1} \times L_{2} \times L_{3}$, where $L_{i}$ is isomorphic to $L_{2}(7), 1 \leqslant i \leqslant 3$, and let $A$ be an $S_{3}$-subgroup of $G$. Prove
(i) $A$ is elementary abelian of order $3^{3}$ and $C_{G}(A)=A$.
(ii) $A$ normalizes eight distinct $S_{7}$-subgroups $Q_{i}$ of $G, 1 \leqslant i \leqslant 8$, no two of which are conjugate under the action of $C_{G}(A)$.
(iii) The $Q_{i}$ are all conjugate under the action of $N_{G}(A)$.
(iv) The normalizer of some nontrivial 3-subgroup of $G$ is not 3-constrained.
8. Let $G=L_{2}$ (13) and let $A$ be an $S_{2}$-subgroup of $G$. Prove
(i) $A$ is abelian of type $(2,2)$ and $C_{G}(A)=A$.
(ii) $A$ normalizes three distinct $S_{3}$-subgroups $Q_{i}$ of $G, 1 \leqslant i \leqslant 3$, no two of which are conjugate under the action of $C_{G}(A)$.
(iii) The $Q_{i}$ are all conjugate under the action of $N_{G}(A)$.
(iv) The normalizer of every nontrivial 2-subgroup of $G$ is 2-constrained.
9. Let $G$ be a group, let $p$ and $q$ be distinct primes, and let $A$ be a $p$-subgroup of $G$ such that $m(Z(A)) \geqslant 3$. If $H$ is the normalizer of any nonidentity $p$ - or $q$-subgroup of $G$ and if $A \subseteq H$, assume that $C_{H}(A)$ permutes transitively under conjugation the set of all maximal $A$-invariant $q$-subgroups of $H$. Prove that $C_{G}(A)$ permutes transitively under conjugation the set of all maximal $A$-invariant $q$-subgroups of $G$.
10. Let $P$ be an $S_{p}$-subgroup of $G$, set $Q=P \cap O_{p^{\prime}, p}(G), N=N_{G}(Q)$, and $K=O_{p}(G)$. Prove
(i) If $x$ is a $p$-element of $N$ and $x^{y} \in N$ with $y \in K$, then $y=y_{1} y_{2}$, where $y_{1} \in C_{K}(x)$ and $y_{2} \in C_{K}(Q)$.
(ii) Two elements of $P$ are conjugate in $G$ if and only if they are conjugate in $N$.
11. Let $G$ be a group in which the normalizer of every nonidentity $p$-subgroup is $p$-constrained, let $P$ be an $S_{p}$-subgroup of $G$ and $A$ an element of $S C N_{3}(P)$, let $Q$ be a maximal $P$-invariant $q$-subgroup of $G, q$ a prime, $q \neq p$, and set $N=N_{G}(Q)$. Prove that

$$
V\left(\operatorname{ccl}_{G}(A) ; P\right)=V\left(\operatorname{ccl}_{N}(A) ; P\right)
$$

12. Let $P$ be an $S_{p}$-subgroup of $G$ in which $S C N_{3}(P)$ is nonempty, $p$ odd. Assume that the following two conditions hold:
(a) Every element of $N^{*}(P)$ is $p$-constrained and $p$-stable.
(b) $P$ possesses a noncyclic elementary abelian subgroup which centralizes every $P$-invariant $\{p, q\}^{\prime}$-subgroup of $G$ for some fixed prime $q$.
(c) $O_{q}(G)=1$.

Prove that there exists a proper subgroup $M$ of $G$ which contains every element of $N^{*}(P)$.

## GROUPS OF EVEN ORDER

The global structure of a group of even order appears to be intimately connected with local properties of its involutions. A number of results and techniques have developed for studying and exploiting this relationship. We first establish some elementary properties of involutions and, on the basis of these, derive a striking result of Brauer and Fowler which bounds the order of a group (of even order) in terms of the orders of the centralizers of its real elements. In Section 2 we analyze a situation of great importance in the study of simple groups: a group $G$ which possesses a proper subgroup $M$ of even order containing the centralizer in $G$ of each of its involutions as well as the normalizer in $G$ of each of its Sylow 2 -subgroups. In Section 3 we consider two fundamental applications of the results we derive concerning $M$. In the first of these, we assume in addition that $G$ satisfies the uniqueness condition for some odd prime $p$ and that $M$ is a uniqueness subgroup for $p$. In Section 4 we discuss a procedure for determining the order of a group from information about its characters and carry this out in detail for a class of groups with a self-centralizing Sylow 2 -subgroup of order 4.

## 1. ELEMENTARY PROPERTIES OF INVOLUTIONS

The following simple property of involutions is fundamental:

## Theorem 1.1

If $x$ and $y$ are involutions of $G$, then $x$ and $y$ invert the product $x y$ and so $\langle x, y\rangle$ is a dihedral group.

## Proof

Since $x$ and $y$ are involutions, $y x$ is the inverse of $x y$ and consequently $x^{-1}(x y) x=y x=(x y)^{-1}$. Similarly, $y$ inverts $x y$. Since $\langle x, y\rangle=\langle x, x y\rangle$, it follows at once that $\langle x, y\rangle$ is a dihedral group.

For elements $x, y$ of odd prime order in $G$, no general statement concerning the structure of $\langle x, y\rangle$ can be made. It is largely because of this fact that the results we shall obtain concerning involutions have no general analogues for odd primes.

Theorem 1.1 has the following important corollary:

## Theorem 1.2

If $x, y$ are involutions of $G$, then either $x$ and $y$ are conjugate in $\langle x, y\rangle$ or there exists an involution $z$ of $\langle x, y\rangle$ which commutes with both $x$ and $y$.

## Proof

Set $H=\langle x, y\rangle, u=x y$ and $m=|u|$. Since $H=\langle x, u\rangle$ and $x$ inverts $u$, $|H|=2 m$. But then if $m$ is odd, $\langle x\rangle$ and $\langle y\rangle$ are each $S_{2}$-subgroups of $H$, whence $x$ and $y$ are conjugate in $H$ by Sylow's theorem. On the other hand, if $m=2 k$ is even, then $z=u^{k}$ is an involution. But $x$ and $y$ invert $z$, as they invert every power of $u$. Since $z=z^{-1}$, it follows that $z$ centralizes both $x$ and $y$, proving the theorem.

We illustrate the power of this last result by deriving the following bound for the order of a group with more than one class of involutions.

## Theorem 1.3 (Brauer)

Let $G$ be a group having at least two conjugate classes of involutions and let $x$ be an involution of $G$ whose centralizer has maximal order. Then

$$
|G|<\left|C_{G}(x)\right|^{3} .
$$

## Proof

Set $C=C_{G}(x), h=|C|$ and $m=|G: C|$. Since $|G|=m h$, we must show that $m<h^{2}$. By hypothesis, there exists an involution $y$ of $G$ which is not conjugate to $x$ and we set $N=C_{G}(y)$. Let $y=y_{1}, y_{2}, \ldots, y_{t}$ be the
distinct involutions of $N$ and set $N_{i}=C_{C}\left(y_{i}\right), 1 \leqslant i \leqslant t$. By our choice of $x,\left|N_{i}\right| \leqslant h, \mathrm{I} \leqslant i \leqslant t$, and, in particular, $t \leqslant|N| \leqslant h$. Hence the number of distinct nonidentity elements in $\bigcup_{i=1}^{t} N_{i}$ is at most $-1+\sum_{i=1}^{i}\left|N_{i}\right| \leqslant t h-1<h^{2}$.

On the other hand, by Theorem 1.2 .3(i), $x$ has exactly $m$ conjugates $x=x_{1}, x_{2}, \ldots, x_{m}$ in $G$. It will suffice to show that each $x_{j}$ lies in $\bigcup_{i=1}^{t} N_{i}$, for then the desired conclusion $m<h^{2}$ will follow from the preceding paragraph (since each $x_{j} \neq 1$ ). But $x_{j}$ is not conjugate to $y$ since $x$ is not; hence by the preceding theorem there exists an involution $z_{j}$ in $G$ which centralizes both $y$ and $x_{j}, 1 \leqslant j \leqslant m$. Then $z_{j} \in N=C_{G}(y)$, whence $z_{j}=y_{i j}$ for some $i_{j}$. Since $x_{j} \in C_{G}\left(z_{j}\right)=N_{i j}$, the theorem follows.
Theorem 1.3 may be false if $G$ has only one class of involution, but the weaker assertion $|G|<|H|^{3}$ for some proper subgroup $H$ of $G$ is true. We shall prove this result, which is a little more delicate, shortly, but first we establish another interesting fact.

## Theorem 1.4

If an $S_{2}$-subgroup $S$ of $G$ is disjoint from its conjugates, then either $S \triangleleft G$ or $G$ contains exactly one conjugate class of involutions.

## Proof

Suppose $S \nrightarrow G$ and let $T$ be an $S_{2}$-subgroup of $G$ distinct from $S$. Let $x, y$ be involutions of $S, T$, respectively. If $x$ is not conjugate to $y$, then by Theorem 1.2 there exists an involution $z$ in $\langle x, y\rangle$ which centralizes both $x$ and $y$. Since the $S_{2}$-subgroup of $G$ are disjoint from their conjugates, $z$ lies in a unique $S_{2}$-subgroup $R$ of $G$ while $S, T$ are the unique $S_{2}$-subgroups containing $x$ and $y$, respectively. But $\langle z, x\rangle$ is a 2 -group and so lies in an $S_{2}$-subgroup, which by the preceding assertion must, on the one hand, be $R$ and, on the other hand, $S$. Thus $R=S$. Similarly, $R=T$ and so $S=T$, a contradiction. We conclude that every involution of $S$ is conjugate to $y$. Hence all involutions of $S$ are conjugate and so $G$ has only one class of involutions.

An important notion is that of the extended centralizer of an element $x$ of $G$, which by definition is the set of all $y$ in $G$ such that $x^{y}$ is either $x$ or $x^{-1}$. We denote it by $C_{G}^{*}(x)$.
It is immediate that $C_{6}^{*}(x)$ is a subgroup of $G$ containing $C_{G}(x)$ as a subgroup of index at most 2 . Furthermore, if $x$ is an involution, this index is always 1 , while if $x$ is not an involution, it is 2 or 1 according as $x$ is or is not inverted by an element of $G$.

This concept is closely related to that of real and strongly real elements
of $G ; x \in G$ is called real if it is inverted by an element $y$ of $G$ and is called strongly real if $y$ is an involution.

Obviously any involution is strongly real. If $y$ is an involution inverting $x$, then $y$ and $y x$ are involutions (provided $y \neq x$ ), so $x$ is a product of two involutions. Conversely, Theorem 1.1 shows that any element which is the product of two involutions is strongly real.

## Lemma 1.5

For $x$ in $G$, let $\beta(x)$ be the number of ordered pairs $(u, v)$ of involutions of $G$ such that $u v=x$. Then we have
(i) If $x$ is not strongly real, $\beta(x)$ is 0 .
(ii) If $x=1, \beta(x)$ is the number of involutions of $G$.
(iii) If $x$ is an involution, $\beta(x)+1$ is the number of involutions in $C_{G}(x)$.
(iv) If $x \neq 1$ is not an involution, $\beta(x)$ is the number of involutions in $C_{G}^{*}(x)-C_{G}(x)$.
(v) For any $x, \beta(x) \leqslant\left|C_{\sigma}(x)\right|$.

## Proof

If $x=u v$ with $u, v$ involutions, then $u$ inverts $x$ and so $x$ is strongly real. Thus $\beta(x)=0$ if $x$ is not strongly real. If $x=1$, then $x=u u$ for any involution $u$ of $G$ and obviously $x$ cannot be represented in any other way as a product of involutions. Thus (i) and (ii) hold.

Suppose next that $x$ is an involution and let $u$ be any involution of $C_{6}(x)$ except $x$. Then $u x$ is also an involution and $x=u(u x)$. Conversely, if $x=u v$, where $u, v$ are involutions of $G$, then $u \neq x$ and $u$ inverts $\cdot x$. Thus $u \in C_{G}(x)$ and $v=u x$. This proves (iii).

Assume now that $x \neq 1$ is not an involution, and let $u$ be any involution of $C_{G}^{*}(x)-C_{G}(x)$. Then $u x$ is also an involution and $x=u(u x)$. Conversely, any representation of $x$ as a product of involutions is of this form, so (iv) also holds.

Finally (v) is obvious in cases (i), (ii), or (iii), so assume $x$ is a nontrivial strongly real element which is not an involution and set $C^{*}=C_{G}^{*}(x)$, $C=C_{C}(x)$. In this case $\beta(x) \leqslant\left|C^{*}-C\right|$ by (iv). Since $\left|C^{*}\right|=2|C|$, it follows that $\beta(x) \leqslant|C|$, proving (v).

With the aid of Lemma 1.5, we now derive the following improvement of Theorem 1.3:

## Theorem 1.6 (Brauer and Fowler)

If $G$ is a group of even order greater than 2, then $G$ possesses a proper subgroup $H$ such that

$$
|G|<|H|^{3} .
$$

Furthermore, if $|Z(G)|$ is odd, we can take $H=C_{G}(x)$ for some strongly real element $x$ of $G^{*}$.

Let $b$ be the maximum order of the centralizer of an involution of $G$ and let $c$ be the maximum order of the centralizer of a strongly real element of $G^{*}$ that is not an involution, if such an element exists; otherwise set $c=0$. The theorem depends upon the following lemma connecting $b, c$ and $|G|$ :

## Lemma 1.7

The following inequality holds:

$$
|G| \leqslant(c+1) b(b-1)
$$

## Proof

Let $K_{i}, 1 \leqslant i \leqslant t$, be the distinct conjugate classes of strongly real elements of $G$ with $K_{i}, 1 \leqslant i \leqslant s$, being the classes of involutions and with $K_{t}=\{1\}$. Let $x_{i}$ be a representative of $K_{i}$, set $c_{i}=\left|C_{G}\left(x_{i}\right)\right|$, and let $a_{i}$ be the number of involutions of $C_{G}\left(x_{i}\right), 1 \leqslant i \leqslant t$. Furthermore, set $M=\bigcup_{i=1}^{s} K_{i}$ and $m=|M|$, so that $m$ is the number of involutions of $G$. Finally set $g=|G|$ and $a=\max \left\{a_{i} \mid 1 \leqslant i \leqslant s\right\}$. Notethat $c=\max \left\{c_{i} \mid s+1 \leqslant i \leqslant t-1\right\}$ if $t>s+1$.
Since $m$ is the number of involutions of $G, m^{2}$ is the number of ordered pairs ( $u, v$ ) of involutions. Since each such pair ( $u, v$ ) determines an element $x=u v$ of $G$, it follows from the definition of $\beta(x)$ that

$$
\begin{equation*}
m^{2}=\sum_{x \in G} \beta(x) . \tag{1.1}
\end{equation*}
$$

Furthermore, clearly $\beta(x)=\beta(y)$ if $x$ and $y$ are conjugate. Since $\left|K_{i}\right|=g / c_{i}$ by Theorem $1.2 .3(\mathrm{i})$ and since $\beta(x)=0$ if $x$ is not strongly real, it follows from (1.1) that

$$
\begin{equation*}
m^{2}=\sum_{i=1}^{i} \frac{g}{c_{i}} \beta\left(x_{i}\right) . \tag{1.2}
\end{equation*}
$$

But now Lemma 1.5 yields

$$
\begin{equation*}
m^{2} \leqslant m+\sum_{i=1}^{s}\left(a_{i}-1\right) \frac{g}{c_{i}}+(t-s-1) g . \tag{1.3}
\end{equation*}
$$

On the other hand, we also have

$$
\begin{equation*}
m=\sum_{i=1}^{s} \frac{g}{c_{i}} \tag{1.4}
\end{equation*}
$$

Since $a_{i} \leqslant a, 1 \leqslant i \leqslant s$, it follows that

$$
\begin{equation*}
m+\sum_{i=1}^{s}\left(a_{i}-1\right) g / c_{i} \leqslant a m . \tag{1.5}
\end{equation*}
$$

Furthermore, the number of strongly real elements of $G$ is at most $g$, whence

$$
\begin{equation*}
1+m+\sum_{i=s+1}^{t-1} \frac{g}{c_{i}} \leqslant g \tag{1.6}
\end{equation*}
$$

Since $c_{i} \leqslant c$ for $s+1 \leqslant i \leqslant t-1$, this yields

$$
\begin{equation*}
(t-s-1) g \leqslant c(g-m-1) . \tag{1.7}
\end{equation*}
$$

It follows now from (1.3), (1.5), and (1.7) that

$$
\begin{equation*}
m^{2} \leqslant a m+c(g-m)-c, \tag{1.8}
\end{equation*}
$$

whence also

$$
\begin{equation*}
m \leqslant \frac{c g}{m}+(a-c) \tag{1.9}
\end{equation*}
$$

Setting $n=g / m$ and multiplying (1.9) by $n$, we obtain

$$
\begin{equation*}
g \leqslant c n^{2}+(a-c) n=c n(n-1)+a n . \tag{1.10}
\end{equation*}
$$

Finally by (1.4), $1 / n=m / g=\sum_{i=1}^{s} 1 / c_{i}$, which implies that $n \leqslant c_{i}$ for all $i, 1 \leqslant i \leqslant s$. But by its definition, $b=\max \left\{c_{i} \mid 1 \leqslant i \leqslant s\right\}$ and so $n \leqslant b$. Furthermore, we have $a=a_{j}$ for some $j, 1 \leqslant j \leqslant s$. Since $a_{j} \leqslant c_{j}-1 \leqslant b-1$, it follows that $a \leqslant b-1$. But now substituting the inequalities $n \leqslant b$ and $a \leqslant b-1$ in (1.10), we obtain the conclusion of the lemma.

We can now easily establish the theorem. Suppose first that $b \leqslant c$. Then by the lemma $g<c^{3}$. But $c=\left|C_{G}\left(x_{k}\right)\right|$ for some $k$ with $s+1 \leqslant k \leqslant t-1$. Since $x_{k}$ is strongly real and is not an involution, $C_{G}^{*}\left(x_{k}\right) \supset C_{G}\left(x_{k}\right)$, so $C_{G}\left(x_{k}\right)$ is a proper subgroup of $G$. Hence the theorem follows in this case with $H=C_{G}\left(x_{k}\right)$.

Suppose, on the other hand, that $b>c$. Then again by the lemma, $g<b^{3}$. Now $b=\left|C_{G}\left(x_{k}\right)\right|$ for some $k$ with $1 \leqslant k \leqslant s$. Hence the theorem follows with $H=C_{6}\left(x_{k}\right)$ if $C_{6}\left(x_{k}\right)$ is a proper subgroup of $G$. In the contrary case, the involution $x_{k}$ lies in $Z(G)$. In particular, the theorem is proved if $|Z(G)|$ is odd.

Assume finally that $x_{k} \in Z(G)$. In this case, we proceed by induction on $|G|$. Set $\bar{G}=G /\left\langle x_{k}\right\rangle$. If $|\bar{G}|$ is odd, then an $S_{2}$-subgroup of $G$ has order

2, so $G$ possesses a normal 2 -complement $K$ by Theorem 7.6.1. Also $K \neq 1$ as $g=|G|>2$. Since $g=2|K|$, the theorem follows with $H=K$. If $|\bar{G}|=2$, we can take $H=\left\langle x_{k}\right\rangle$. On the other hand, if $|\bar{G}|>2$ and $|\bar{G}|$ is even, then by induction $\bar{G}$ possesses a proper subgroup $\bar{H}$ such that $|\bar{G}|<|\bar{H}|^{3}$. But then it is immediate that the inverse image of $\bar{H}$ in $G$ can be taken as $H$. This completes the proof.

The calculations of Lemma 1.7 also yield the following result which we shall need in Chapter 13.

## Theorem 1.8 (Brauer-Fowler)

Ift is the number of strongly real conjugate classes of $G$ and $m$ is the number of involutions of $G$, then

$$
t-1 \geqslant \frac{m(m+1)}{|G|} .
$$

## Proof

We preserve the notation of Lemma 1.7. Since obviously $a_{i} \leqslant c_{i}-1$, (1.3) and (1.5) yield

$$
\begin{align*}
m^{2} & \leqslant m+\sum_{i=1}^{s}\left(c_{i}-2\right) \frac{g}{c_{i}}+(t-s-1) g  \tag{1.11}\\
& =m+(t-1) g-2 \sum_{i=1}^{s} g / c_{i}=m+(t-1) g-2 m .
\end{align*}
$$

Thus $m^{2}+m \leqslant(t-1) g$, and the theorem follows.

## 2. THE FEIT-SUZUKI-THOMPSON THEOREMS

The following two theorems combine results of each of the above authors. These theorems deal with a subgroup $M$ of even order of a group $G$ with the property that $C_{G}(x) \subseteq M$ for every involution $x$ of $M$. They are of great importance in the study of simple groups.

## Theorem 2.1

Let $M$ be a subgroup of $G$ of even order which satisfies the following three conditions:
(a) $C_{C}(x) \subseteq M$ for any involution $x$ of $M$.
(b) $N_{G}(S) \subseteq M$ for any $S_{2}$-subgroup $S$ of $M$.
(c) Not every involution of $G$ lies in $M$.

Then we have
(i) $S$ is an $S_{2}$-subgroup of $G$.
(ii) $G$ and $M$ each have only one conjugate class of involutions.
(iii) If $C=C_{G}(x), x$ an involution of $M$, then $M=C K$ for some subgroup $K$ of $M$ of odd order.
(iv) If $u$ is a strongly real element of $C^{*}$, then $C_{G}^{*}(u) \subseteq M$.

## Proof

Let $T$ be an $S_{2}$-subgroup of $G$ containing $S$ and let $x, y$ be involutions of $S$ and $Z(T)$, respectively. Note that $x, y$ exist since $S \neq 1$ by hypothesis. We have $C_{G}(x) \subseteq M$ by condition (a), so $y \in M$. Hence $C_{G}(y) \subseteq M$ for the same reason and so $T \subseteq M$. Thus $S=T$ is an $S_{2}$-subgroup of $G$, proving (i).

We shall argue next that $G$ has only one class of involutions. Let $x, y$ now denote any involution of $M$ and $G-M$, respectively. Such an involution $y$ exists by condition (c). Suppose there exists an involution $z$ in $G$ which centralizes both $x$ and $y$. Then $z \in C_{G}(x) \subseteq M$, whence $y \in C_{G}(z) \subseteq M$, a contradiction. Hence no such involution $G$ exists and consequently $x$ is conjugate to $y$ (in $\langle x, y\rangle$ ) by Theorem 1.2. Our argument shows that any involution of $M$ is conjugate to $y$ and any involution of $G-M$ is conjugate to $x$ and we conclude that all involutions of $G$ are conjugate.

We note that the preceding argument did not require the hypothesis $N_{G}(S) \subseteq M$, which we now use to show that also $M$ has only one class of involutions. Indeed, suppose $\left|M \cap M^{\prime \prime}\right|$ is even for some $u$ in $G$. Then for some $S_{2}$-subgroup of $M$, which without loss we may assume to be $S$, we have $S^{u} \cap M \neq 1$. Thus $S^{u} \cap M$ contains an involution. Arguing now as in (i), it follows first that $Z\left(S^{u}\right) \subseteq M$ and then that $S^{u} \subseteq M$. Hence $S^{u}=S^{v}$ for some $v$ in $M$, whence $u v^{-1} \in N_{G}(S) \subseteq M$ and so $u \in M$. We conclude that $M \cap M^{u}$ has odd order whenever $u \notin M$. Now let $x, y$ be involutions of $M$. Since $G$ has only one class of involutions, $y=x^{u}$ for some $u$ in $G$, whence $M \cap M^{u}$ contains $y$. Hence by the preceding argument $u \in M$ and so $x, y$ are conjugate in $M$. Thus (ii) also holds.

Now let $x$ be an involution of $M$, set $C=C_{G}(x)$, and define $m=|M: C|, r=|G: M|$. Then by (ii), $m$ is the number of involutions in $M$ and $m r$ is the number in $G$. This implies that some coset $M u$ of $M$ in $G$ with $u \notin M$ contains $t \geqslant m$ involutions, which we denote by $y_{i}, 1 \leqslant i \leqslant t$. Then no $y_{i}$ is in $M, v_{i}=y_{1} y_{i}^{-1}=y_{1} y_{i} \in M$ for each $i$, and $y_{1}$ inverts each $v_{i}, 1 \leqslant i \leqslant t$. Hence if $K=\left\langle v_{i} \mid 1 \leqslant i \leqslant t\right\rangle$, it follows that $K \subseteq M$ and that $y_{1}$ normalizes $K$ (since it transforms the generators $v_{i}$ of $K$ into $K$ ). Set $L=\left\langle K, y_{1}\right\rangle$ and let $R$ be an $S_{2}$-subgroup of $L$ containing $y_{1}$. Since $K \triangleleft L, R \cap K$ is an $S_{2}$-subgroup of $K$ by Theorem 1.3.8. But then if $|K|$ were even, $y_{1}$ would centralize an involution $x$ of $R \cap K$ by Theorem 2.6.4
and so $y_{1} \in C_{G}(x) \subseteq M$, which is not the case. We conclude therefore that $|K|$ is odd.

Suppose next that $v_{i}$ and $v_{j}$ lie in the same coset of $C$ for some $i \neq j$. Then $v=v_{i}^{-1} v_{j}=y_{i} y_{1}^{-1} y_{1} y_{j}=y_{i} y_{j}$ lies in $C$, so that $x \in C_{G}(v)$. Furthermore, $y_{i}$ inverts $v=y_{i} y_{j}$ and so lies in the extended centralizer $C_{G}^{*}(v)$. But $v$ has odd order since $v \in K$ and consequently $y_{i}$ does not centralize $v$. Since $x$ does centralize $v$, it follows that $x$ and $y_{i}$ cannot be conjugate in $C_{G}^{*}(v)$ and so certainly not in $\left\langle x, y_{i}\right\rangle$. But then Theorem 1.2 implies that $\left\langle x, y_{i}\right\rangle$ contains an involution $z$ which centralizes both $x$ and $y_{i}$. Hence $z \in C_{G}(x) \subseteq M$ and so $y_{i} \in C_{G}(z) \subseteq M$, contrary to the fact that $y_{i} \notin M$. We conclude therefore that the $t$ cosets $C v_{i}, 1 \leqslant i \leqslant t$, of $C$ in $M$ are distinct. Since $t \geqslant m=|M: C|$, this is possible only if $M=\bigcup_{i=1}^{t} C v_{i}$, whence $M=C K$, proving (iii).

Assume finally that $u$ is a strongly real element of $C^{*}$ and set $H=C_{G}^{*}(u)$. If $u$ is an involution, then $H=C_{6}(u) \subseteq M$ by condition (a). Hence in proving (iv), we may assume that $u$ is not an involution, in which case $H$ contains an involution $y$ not in $C_{6}(u)$. On the other hand, $x \in C_{6}(u)$, whence $x$ and $y$ are not conjugate in $H$. Hence they are not conjugate in the subgroup $\langle x, y\rangle$ of $H$ and consequently there exists an involution $z$ in $\langle x, y\rangle$ which commutes with both $x$ and $y$. We conclude at once that $y \in M$. The same argument shows that $y^{a} \in M$ for any element $a$ of $H$. But $M$ has only one conjugate class of involutions by (ii), whence $y^{a}=y^{b}$ for some $b$ in $M$. Therefore $a b^{-1} \in C_{G}(y) \subseteq M$ and it follows that $a=\left(a b^{-1}\right) b \in M$. Thus $H \subseteq M$ and (iv) is proved.

It will be convenient to say that a subgroup $M$ of $G$ of even order which satisfies the hypotheses of Theorem 2.1 is strongly embedded in $G$.

## Theorem 2.2

Let $M$ be a strongly embedded subgroup of $G$, let $x$ be an involution of $M$, and set $C=C_{G}(x)$. Then $G$ satisfies the following conditions:
(i) Every coset of $C$ in $G$, not in $M$, contains exactly one involution.
(ii) If $H$ is a subgroup of $M$ containing $C$ such that $C_{G}^{*}(u) \subseteq M$ for any strongly real element $u$ of $H^{\#}$, then $H=C$.
(iii) If $H$ is a subgroup of $M$ containing $C$ such that $C_{G}(u) \subseteq H$ for every strongly real element of $H^{*}$, then either $H=C$ or

$$
|G: H| \leqslant|M: H|+|C| .
$$

## Proof

As in the proof of Theorem 2.1(iii), let $m=|M: C|$ and $r=|G: M|$, so that $m$ and $m r$ are the number of involutions of $M$ and $G$, respectively.

Since the number of cosets of $C$ in $G$, not contained in $M$, is exactly $m r-r$, which is also the number of involutions of $G-M$, (i) will follow if we can show that no coset $C u$ of $C$ in $G$ with $u \in G-M$ contains more than one involution. But if $y_{1}, y_{2}$ were two involutions of $C u$, then $y_{1} \notin M$, $y_{1} y_{2}=v \in C$, and $y_{1}$ inverts $v$. Then $v$ is strongly real and consequently $y_{1} \in C_{G}^{*}(v) \subseteq M$ by Theorem 2.1 (iv), a contradiction. Thus (i) holds.

Now let $C \subseteq H \subseteq M$ satisfy (ii). Then the identical argument shows that any coset $H u$ of $H$ in $G$ with $u$ in $G-M$ contains at most one involution. Hence if $h=|M: H|$, the number of involutions in $G$, not in $M$, is at most $h r-h$, whence

$$
\begin{equation*}
m r \leqslant m+h r-h . \tag{2.1}
\end{equation*}
$$

Equivalently, we have

$$
\begin{equation*}
0 \leqslant(h-m)(r-1) . \tag{2.2}
\end{equation*}
$$

But $M \subset G$ by condition (c) and so $r>1$, whence $h \geqslant m$ by (2.2). However, $h \leqslant m$ since $C \subseteq H \subseteq M, h=|M: H|$, and $m=|M: C|$. Thus $h=m$ and $C=H$, proving (ii).

Next assume $H$ satisfies (iii). Set $k=|H: C|$. Now each coset $H u$ of $H$ in $G$ is a union of $k$ cosets of $C$ in $G$. Hence if $u \in G-M$, it follows from (i) that $H u$ contains exactly $k$ involutions $y_{i}, 1 \leqslant i \leqslant k$. If $H v$ is another coset of $H$ in $G$ with $v \in G-M$, then also $H v$ contains exactly $k$ involutions $z_{i}, 1 \leqslant i \leqslant k$. Set $a_{i}=y_{1} y_{i}$ and $b_{i}=z_{1} z_{i}, 2 \leqslant i \leqslant k$. We claim that $a_{i} \neq b_{j}$. Indeed, if $a_{i}=b_{i}$, then $a_{i}$ is inverted by both $y_{1}$ and $z_{1}$. In particular, $a_{i}$ is a strongly real element of $H^{*}$ and consequently $C_{G}\left(a_{i}\right) \subseteq H$ by the hypothesis of (iii). But $y_{1} z_{1}$ centralizes $a_{i}$ since $y_{1}$ and $z_{1}$ each invert it, whence $y_{1} z_{1} \in H$ and so $H y_{1}=H z_{1}$, contrary to the fact that $H y_{1}=H u$ and $H z_{1}=H c$ are distinct cosets of $H$.

Thus each coset of $H$ in $G-M$ determines $k-1$ elements of $H^{\#}$ and all elements determined in this manner are distinct. In fact, these elements actually lie in $H-C$; for $y_{1}$ inverts $a_{i}$ and if any $a_{i} \in C$, Theorem 2.1 (iv) shows that $y_{1} \in M$. But then $u \in H y_{1} \subseteq M$, which is not the case. We conclude that

$$
\begin{equation*}
|H|-|C| \geqslant(k-1)(|G: H|-|M: H|) . \tag{2.3}
\end{equation*}
$$

Since $|H|=k|C|$, (2.3) yields

$$
\begin{equation*}
0 \geqslant(k-1)(|G: H|-|M: H|-|C|) . \tag{2.4}
\end{equation*}
$$

If $k=1$, then $H=C$ and the first alternative of (iii) holds. On the other hand, if $k>1$, then we must have $|G: H| \leqslant|M: H|+|C|$, and the second alternative of (iii) holds. The theorem is proved.

## 3. TWO APPLICATIONS

Since the statement of Theorem 2.2 is rather involved, we should like to clarify it now by giving two illustrations of how it is used in classification problems. As we shall see, part (ii) of the theorem applies in the "odd characteristic" case, while part (iii) applies in the "characteristic 2 " case.

Our first result shows how to relate the Maximal Subgroup theorem and strongly embedded subgroups.

## Theorem 3.1

Let $G$ be a group which satisfies the uniqueness condition for the odd prime $p$ and let $M$ be a uniqueness subgroup for $p$. If $M$ is strongly embedded in $G$, then one of the following holds:
(i) An $S_{2}$-subgroup of $G$ is cyclic or generalized quaternion.
(ii) $C_{G}\left(Z\left(O_{p}(M)\right)\right)$ contains every involution of $M$.

## Proof

Let $S$ be an $S_{2}$-subgroup of $M$, let $x$ be an involution of $S$, and let $M \in N(P), P$ an $S_{p}$-subgroup of $G$. We shall establish (ii) under the assumption that $S$ is not generalized quaternion or cyclic. Then by Theorem 5.4.10(ii), $x$ is not the only involution of $S$. If $x \in Z(S)$, it centralizes every involution of $S$, while if $x \notin Z(S)$, it centralizes every involution of $Z(S)$, so in either case there exists a four subgroup $T$ of $S$ with $x \in T$.

Set $C=C_{G}(x)$, so that $C \subseteq M$ as $M$ is strongly embedded in $G$. Assume by way of contradiction that (ii) is false. Since $M$ has only one class of involutions, $x$ does not centralize $Z\left(O_{p}(M)\right)$ and consequently does not centralize $Z=\Omega_{1}\left(Z\left(O_{p}(M)\right)\right)$ by Theorem 5.2.4, whence $Z \nsubseteq C$. Since $Z \triangleleft M, H=C Z$ is a group and $H \supset C$. We shall argue now that for any strongly real element $u$ of $H^{*}, C_{\sigma}^{*}(u) \subseteq M$, which will contradict Theorem 2.2 (ii) and thus establish the theorem. Since $C_{6}^{*}(u) \subseteq C_{G}^{*}\left(u^{i}\right)$ and $u^{i}$ is strongly real for all $i$, it will suffice to prove the assertion when $u$ has prime order $q$.

If $q \neq p$, then $C$ contains an $S_{q}$-subgroup of $H$, whence $v=u^{z} \in C$ for some $z$ in $Z$. Since $v$ is also strongly real of order $q, C_{G}^{*}(v) \subseteq M$ by Theorem 2.1(iv). Since $z \in M, C_{6}^{*}(u)=C_{0}^{*}(v)^{z^{-1}} \subseteq M$.

Now assume that $q=p$. We can suppose without loss that $P \cap C$ is an $S_{p}$-subgroup of $C$. Then $u$ is conjugate to an element $v$ of $P \cap H=(P \cap C) Z$ and, as in the preceding paragraph, it will suffice to show that $C_{G}^{*}(v) \subseteq M$. We shall prove that $C_{P \cap H}(v)$ contains an abelian subgroup of type $(p, p, p)$.

Since $G$ satisfies the uniqueness condition for $p$, Lemma 8.6.1 will then yield that $C_{G}^{*}(v) \subseteq M$.

We first argue that $m(Z) \geqslant 3$. Indeed, let $x=x_{1}, x_{2}, x_{3}$ be the three involutions of $T$ and set $Z_{i}=C_{Z}\left(x_{i}\right), l \leqslant i \leqslant 3$. Since $M \in N(P), O_{p}(M) \neq 1$ and so $Z \neq 1$. Furthermore, since $Z \triangleleft M$ and $M$ has only one class of involutions, $Z_{1}, Z_{2}, Z_{3}$ are all conjugate in $M$, whence $\left|Z_{1}\right|=\left|Z_{2}\right|=\left|Z_{3}\right|$. On the other hand, $Z=Z_{1} Z_{2} Z_{3}$ by Theorem 5.3.16 and consequently each $Z_{i} \neq 1$. Since $Z \nsubseteq C, Z_{1} \subset Z$. Therefore, if $\left|Z_{1}\right| \geqslant p^{2}$, then $|Z| \geqslant p^{3}$ and hence $m(Z) \geqslant 3$. On the other hand, if $\left|Z_{i}\right|=p$, then $x_{i}$ does not centralize $Z_{j}$ for $i \neq j, 1 \leqslant i, j \leqslant 3$, and consequently $Z=Z_{1} \times Z_{2} \times Z_{3}$, so that $m(Z) \geqslant 3$ in this case as well.

But now if $v \in Z$, then $C_{P_{\cap H}}(v)$ contains $Z$ and so contains an abelian subgroup of type ( $p, p, p$ ), as required. Suppose then that $v \notin Z$. Since $P \cap H=(P \cap C) Z$, we can write $v=w z, w \in P \cap C$ and $z \in Z$. Now $C_{\mathrm{Z}}(v)=C_{\mathrm{Z}}(w)$, as $Z$ is abelian. Since $v$ is of order $p$ and $v \notin Z,\left\langle v, C_{Z}(v)\right\rangle$ will thus contain an abelian subgroup of type ( $p, p, p$ ) provided $\left|C_{Z}(w)\right| \geqslant p^{2}$. But $Z=Z_{1} \times Z_{0}$, where $Z_{0}$ is inverted by $x_{1}$ by Theorem 5.2.3 and $Z_{0} \neq 1$. Since $w$ centralizes $x_{1}$, it leaves both $Z_{0}$ and $Z_{1}$ invariant, whence $C_{Z_{j}}(w) \neq 1,0 \leqslant j \leqslant 1$, and so $\left|C_{Z}(w)\right| \geqslant p^{2}$. This completes the proof of the theorem.

Remark For most applications, one needs a stronger conclusion than (ii); namely, that $C_{G}\left(O_{p}(M)\right)$ contains every involution of $M$. To prove this, one takes $Z$ to be $\Omega_{1}(D)$, where $D$ is a critical subgroup of $O_{p}(M)$ and reduces the problem by the same argument to showing that $C_{P_{\cap H}}(v)$ contains an abelian subgroup of type ( $p, p, p$ ), where $v$ is of order $p$ in $P \cap H$. If $Z$ is abelian, the preceding proof applies without change. However if $Z$ is of class 2 , the argument is in general more subtle. For the particular case of groups with dihedral Sylow 2-subgroups that we shall analyze in Chapter 15, the present form of Theorem 3.1 will suffice.

Our second result, which is an important result of Suzuki, utilizes Theorem 2.2(i) and (iii).

## Theorem 3.2 (Suzuki)

Let $K$ be a nilpotent subgroup of $G$ of even order such that $C_{6}^{*}(u) \subseteq K$ for every element $u \neq 1$ of $K$. Then one of the following holds:
(i) An $S_{2}$-subgroup of $G$ is cyclic or generalized quaternion.
(ii) $\Omega_{1}\left(O_{2}(K)\right) \triangleleft G$.
(iii) Under the permutation representation of $G$ on the right cosets of $N_{G}(K), G$ is a Zassenhaus group of degree $|K|+1$.

We first establish a preliminary lemma:

## Lemma 3.3

If $G$ does not satisfy conditions (i) or (ii) of the theorem, then we have the following:
(i) $K$ is a Hall subgroup of $G$.
(ii) $M=N_{G}\left(O_{2}(K)\right)$ is strongly embedded in $G$.
(iii) $C_{G}(u) \subseteq M$ for any element $u$ of $M^{\text {\# }}$.
(iv) For any $x$ in $G$, either $K^{x} \cap M=1$ or $K^{x}=K$.
(v) $M=N_{G}(K)$.

## Proof

We may assume that $G$ does not satisfy conditions (i) or (ii) of Theorem 3.2. Let $P$ be an $S_{p}$-subgroup of $G$ such that $P \cap K$ is an $S_{p}$-subgroup of $K, p \in \pi(K)$. If $u \in(P \cap K)^{*}$, then $Z(P) \subseteq C_{C}(u) \subseteq K$ by our hypothesis. Hence if $v \in Z(P)^{*}, P \subseteq C_{G}(v) \subseteq K$ for the same reason. Thus $K$ is a Hall subgroup of $G$. In particular, (i) holds. Furthermore, an $S_{2}$-subgroup $S$ of $K$ is an $S_{2}$-subgroup of $M$ and so all involutions of $M$ lie in $S$. But then $C_{6}(u) \subseteq K \subseteq M$ for any involution $u$ of $M$. By its definition, $M=N_{G}(S)$. Moreover, if all involutions of $G$ were contained in $M$, they would lie in $\Omega_{1}(S)$ and it would follow that $\Omega_{1}(S) \triangleleft G$, contrary to assumption. Thus $G-M$ contains an involution. We conclude that $M$ satisfies all the conditions in the definition of a strongly embedded subgroup, proving (ii).

By Theorem 2.1(ii), $M$ has only one class of involutions and so any involution $x$ of $M$ lies in $Z(S)$, whence $K=C_{G}(x)$. But now Theorem 2.2(i) yields that every coset of $K$ in $G-M$ contains exactly one involution. We shall use this fact to establish (iii). Indeed, suppose $u \in M^{\#}$ and $v \in C_{G}(u)$ with $v \notin M$. Let $x$ be the unique involution of $K v$, so that $v:=v, y \in K$. Since $u v=v u$, we have $u y x=y x u$, whence

$$
\begin{equation*}
y^{-1} u y=x u x^{-1}=x u x . \tag{3.1}
\end{equation*}
$$

Premultiplying by $u^{-1}$, we obtain

$$
\begin{equation*}
[u, y]=u^{-1} x u x . \tag{3.2}
\end{equation*}
$$

But $K \triangleleft M$ since $K=C_{6}(Z(S))$ and $Z(S) \triangleleft M$. Since $u \in M$ and $y \in K$, it follows that $[u, y] \in K$. Thus $z=u^{-1} x u x \in K$. On the other hand, $z$ is the product of the two involutions $u^{-1} x u$ and $x$ and so $x \in C_{c}^{*}(z)$. Hence if $z \neq 1, x \in M$ by our hypothesis on $K$, a contradiction. However, if $z=1$, then $u$ centralizes $x$. But $x \in S^{w \prime}$ for some $w$ in $G$, whence $u \in C_{6}(x) \subseteq K^{w}$. Then $u$ is a $\pi$-element, where $\pi=\pi(K)$. Since $K$ is a normal $S_{n}$-subgroup of $M$, it follows that $u \in K$, whence $C_{G}(u) \subseteq M$ by hypothesis and (iii) is proved.

Suppose next that $K^{x} \cap M \neq 1$. Then $K^{x} \cap M=K^{x} \cap K$, as $K$ is a normal $S_{\pi}$-subgroup of $M$. But if $y \in K^{x} \cap K, y \neq 1$, then $C=C_{6}(y) \subseteq K$ and $C$ contains both $Z$ and $Z^{x}$, where $Z=\Omega_{1}(Z(S))$. Since $K$ is nilpotent, so is $C$. But $Z$ contains all involutions of $K$ and therefore $Z=Z^{x}$. Thus $x \in N_{G}(Z)$. Since $K=C_{G}(Z), K \triangleleft N_{G}(Z)$ and so $x$ normalizes $K$, whence $K^{x}=K$, proving (iv).

Finally $M \supseteq N_{C}(K)$ as $M=N_{G}\left(O_{2}(K)\right)$ and $O_{2}(K)$ char $K$. Furthermore, if $x \in M$, then $K^{x} \cap M \supseteq O_{2}(K) \neq 1$, so $x \in N_{G}(K)$ by (iv). Thus $M \subseteq N_{G}(K)$ and (v) follows.

With these results at our disposal, we can now establish Theorem 3.2. We assume (i) and (ii) are false and verify condition (iii) of the theorem. First of all, by the preceding lemma an $S_{2}$-subgroup $S$ of $K$ is an $S_{2}$-subgroup of $G$ and all involutions of $S$ are conjugate in $M$, whence $\Omega_{1}(Z(S))$ contains all involutions $u$ of $M$. Furthermore, the lemma shows that $C_{G}(u) \subseteq M$ for every strongly real element $u$ of $M^{\#}$. This means that the hypotheses of Theorem 2.2 (iii) are satisfied with $K$ in the role of $C$ and $M$ in the role of $H$. Since $|M: H|=|M: M|=1$ in the present case, we conclude that either: $\quad M=K \quad$ or $\quad|G: M| \leqslant|K|+1$.
If $M=K$, any involution of $Z(S)$ is conjugate only to itself in $M$ and consequently $S$ possesses a unique involution. But then $S$ is either cyclic or generalized quaternion by Theorem 5.4.10(ii), contrary to our present assumption. Thus $|G: M| \leqslant|K|+1$.

We shall prove next that equality holds. Since $\Omega_{1}\left(O_{2}(K)\right)$ is not normal in $G$, but is characteristic in $K$, it follows that $K$ is not normal in $G$. Hence $K^{x} \neq K$ for some $x$ in $G$. But then $K^{x} \cap M=1$ by Lemma 3.3(iv), whence $|G: M| \geqslant\left|K^{x}\right|=|K|$. Hence by (3.3), $|G: M|=|K|+1$ or $|K|$. However, since $M \supseteq K \supseteq S$ and $S$ is an $S_{2}$-subgroup of $G$, we have $|G: M|$ odd and $|K|$ even. We conclude at once that

$$
\begin{equation*}
|G: M|=|K|+1 \tag{3.4}
\end{equation*}
$$

Set $m=|G: M|$ and consider the permutation representation of $G$ on the $m$ cosets $M=M x_{1}, M x_{2}, \ldots, M x_{m}$ of $M$ in $G$. By Theorem 2.7.3(i), this representation will be doubly transitive if $M$ acts transitively on the cosets $M x_{i}, 2 \leqslant i \leqslant m$. Since $|K|=m-1$, either the elements of $K$ transform $M x_{2}$ successively into $M x_{i}, 2 \leqslant i \leqslant m$, in which case $M$ acts transitively on these cosets, or else two distinct elements of $K$ transform $M x_{2}$ into the same coset. However, in the latter case, $M x_{2} y=M x_{2}$ for some $y$ in $K^{\#}$, whence $y^{x_{2}-1} \in K^{x_{2}-1} \cap M$. But then $K^{x_{2}}=K$ by Lemma 3.3(iv) and so $x_{2} \in M=N_{G}(K)$, which is not the case. Thus the representation of $G$ is doubly transitive.

Now for $x$ in $G$, let $\alpha(x)$ denote the number of cosets of $M$ fixed by $x$. To show that $G$ is a Zassenhaus group, we must prove that $\alpha(x) \leqslant 2$ if $x \neq 1$. Suppose $x \in G^{\#}$ and $\alpha(x)>0$. Then $x$ fixes a coset of $M$, so a conjugate of $x$ fixes $M$. Since $\alpha$ takes the same value on all elements of a conjugate class, it will suffice to determine $\alpha(x)$ for $x \in M$. Consider $M$ as a transitive permutation group of the $m-1$ cosets of $M$ in $G-M$ and let $L$ be the subgroup of $M$ fixing one of these cosets. Then $|M: L|=m-1=|K|$. On the other hand, no element of $K$ fixes any of these cosets as we have shown in the preceding paragraph. Hence $L \cap K=1$ and $M=K L$. Since $C_{G}(u) \subseteq K$ for all $u$ in $K^{\#}$, it follows that $L$ induces a regular group of automorphisms of $K$ and therefore that $M$ is a Frobenius group with kernel $K$ and complement $L$. Thus every element $x$ of $M$ lies either in $K$ or in a conjugate of $L$ and in the latter case $x$ fixes some coset of $M$ in $G-M$. We conclude that

$$
\begin{array}{ll}
\alpha(1)=m & \\
\alpha(x)=1 & \text { if } x \text { lies in a conjugate of } K^{\#} \\
\alpha(x) \geqslant 2 & \text { if } x \text { lies in a conjugate of } M-K  \tag{3.5}\\
\alpha(x)=0 & \text { if } x \text { does not lie in a conjugate of } M .
\end{array}
$$

Since $K$ is disjoint from its conjugates, the conjugates of $K^{\#}$ contain precisely

$$
\begin{equation*}
(|K|-1)|G: M|=(m-2) m \tag{3.6}
\end{equation*}
$$

distinct elements [using (3.4)]. Hence if $X$ denotes the set of those elements of $G$ for which $\alpha(x) \geqslant 2$, it follows now from parts (i) and (ii) of Theorem 2.7.4 that

$$
\begin{align*}
m+(m-2) m+\sum_{x \in X} \alpha(x) & =|G|  \tag{3.7}\\
m^{2}+(m-2) m+\sum_{x \in X} \alpha(x)^{2} & =2|G| \tag{3.8}
\end{align*}
$$

Multiplying (3.7) by 2 and subtracting from (3.8), we obtain

$$
\begin{equation*}
\sum_{x \in X} \alpha(x)^{2}-2 \alpha(x)=\sum_{x \in X} \alpha(x)(\alpha(x)-2)=0 . \tag{3.9}
\end{equation*}
$$

Since $\alpha(x) \geqslant 2$ for all $x$ in $X$, (3.9) yields $\alpha(x)=2$ for all $x$ in $X$, whence $\alpha(x) \leqslant 2$ for all $x$ in $G^{\#}$. Thus $G$ is a Zassenhaus group of degree $m=|K|+1$ and the theorem is proved.

Although we shall not present any applications of Theorem 2.1(iii), that result also has important uses in the study of simple groups.

## 4. GROUP ORDER FORMULAS

In Section 1 we obtained estimates for the order of a group $G$ of even order using only elementary considerations. There exists an important method, due to Brauer, in which a knowledge of the characters of $G$ can be used to give much more explicit expressions for $|G|$. The method depends upon a particular case of Theorem 4.2.12.

Let $G$ be a group of even order, $K$ a conjugate class of involutions, $K^{\prime}$ an arbitrary conjugate class, and $x, y$ representatives of $K, K^{\prime}$, respectively. We write $\beta_{K}(y)$ for the number of ordered pairs of elements of $K$ whose product is $y$. Thus $\beta_{K}(y)$ is precisely the integer $\lambda_{i j k}$ of Theorem 4.2.12 with $K_{i}=K_{j}=K$ and $K_{k}=K^{\prime}$. Moreover, if $G$ has only one class of involutions, then all involutions of $G$ lie in $K$ and, in this case

$$
\begin{equation*}
\beta_{K}(y)=\beta(y), \tag{4.1}
\end{equation*}
$$

where $\beta(y)$ is the function considered in Lemma 1.5 above.
Now $|K|=\left|G: C_{G}(x)\right|$. Hence if $\chi_{i}, 1 \leqslant i \leqslant r$, denote the irreducible characters of $G$, Theorem 4.2.12 yields

$$
\begin{equation*}
\beta_{K}(y)=\frac{|G|}{\left|C_{G}(x)\right|^{2}} \sum_{i=1}^{r} \frac{\chi_{i}(x)^{2} \overline{\chi_{i}(y)}}{\operatorname{deg} \chi_{i} .} . \tag{4.2}
\end{equation*}
$$

Since $\chi_{i}(x)$ must be a sum of square roots of unity, it is an ordinary integer. Thus the function $\beta_{K}$ from $G$ to $F$ is, in fact, a linear combination of the irreducible characters of $G$ with rational coefficients.

If $\beta_{k}(y) \neq 0,(4.2)$ gives an exact formula for $|G|$ in terms of $\beta_{K}(y),\left|C_{G}(x)\right|$, and the values of the characters on the elements $1, x$, and $y$. Approximate information concerning these various quantities will give an approximate expression for $|G|$. The important point about (4.2) is that $\beta_{K}(y)$ can often be evaluated from the subgroup structure of $G$, independently of a knowledge of the characters. This is especially true when $\beta_{K}(y)=\beta(y)$, in which case Lemma 1.5 shows that $\beta_{K}(y)$ is completely determined by the structure of $C_{G}(y)$.

Even when $\beta_{\kappa}(y)=0$ and, in particular, when $y$ is not strongly real, (4.2) is useful. Although it does not then provide an expression for $|G|$, it nevertheless gives a relation between the values of the characters of $G$ which can be exploited. We shall use (4.2) in this way in Chapters 12 in our analysis of groups with generalized quaternion Sylow 2 -subgroups.

This method has been refined by Brauer and Suzuki with the aid of
modular character theory, so that instead of requiring the values of all characters on the elements $1, x$, and $y$, only the values of those characters belonging to particular 2 -blocks are needed.

We shall now illustrate the method in a special case. The particular situation we intend to discuss arises in the course of the study of groups with a self-centralizing Sylow 2-subgroup of order 4, a complete classification of which will be given in Chapter 15. The group order formula and the values of the irreducible characters which we shall here derive represent a basic step in this classification. All the results we obtain appear in a joint paper of Brauer, Suzuki, and Wall.

We should like also to remark that the somewhat delicate arithmetic analysis that will be required at various points below is typical of this method.

Consider a simple group $G$ with an elementary abelian Sylow 2-subgroup of order 4 which contains an abelian subgroup $K$ of order $2 n, n$ odd, $n>1$, that is disjoint from its conjugates and is such that $N=N_{G}(K)$ is the direct product of a group of order 2 and a Frobenius group with kernel $U$ of order $n$ and complement $H$ of order 2 . We preserve this notation throughout.

The analysis divides into three parts:

1. Using the theory of exceptional characters, determine the values of the irreducible characters of $G$ on the elements of $K^{\#}$ and at the same time estimates for their degrees.
2. Using a count of the involutions of $G$ together with Theorem 4.2.1(i), determine the exact degrees of the irreducible characters.
3. Use formula (4.2) to obtain an expression for $|G|$.

We have $N=(U H) \times T=K H$, where $T=\left\langle x_{1}\right\rangle$ and $H=\left\langle x_{2}\right\rangle$ are of order 2. By assumption, $H T$ is an $S_{2}$-subgroup of $G$ and, as $G$ is simple, the three involutions $x_{1}, x_{2}$, and $x_{1} x_{2}$ of $H T$ are conjugate in $G$.

We again denote by $I(K)$ the module of characters of $N$ induced by the nonprincipal irreducible characters of $K$. Since $|U|$ is odd, we can write the irreducible characters of $U$ in the form $\phi_{i}, \bar{\phi}_{i}$, where $\bar{\phi}_{i}=\phi_{i+(n-1 / 2)}$, $1 \leqslant i \leqslant n-1 / 2$. We extend the definition of $\phi_{i}$ to $K$ by defining $\phi_{i}$ to be trivial on $T$. Then by Theorem 4.5.3, the characters $\zeta_{i}=\tilde{\phi}_{i}$ induced on $N$ by $\phi_{i}$ are distinct irreducible characters of $N$ with support on $K$ and $\left.\zeta_{i}\right|_{K}=\phi_{i}+\Phi_{i}, 1 \leqslant i \leqslant(n-1 / 2)$. Moreover, $\phi_{i}$ also induces $\zeta_{i}$.

We next let $\eta$ be the character of $T$ taking the value -1 on $x_{1}$ and extend $\eta$ to be trivial on $U H$. Then by Theorem 3.7.1, $\eta \zeta_{i}$ is an irreducible character of $N$ for each $i$. One verifies directly that $\eta \zeta_{i}$ is induced from either of the
characters $\eta \phi_{i}$ or $\eta \bar{\phi}_{i}$ and that $\left.\eta \zeta_{i}\right|_{K}=\eta \phi_{i}+\eta \bar{\phi}_{i}, 1 \leqslant i \leqslant(n-1 / 2)$. In particular, it follows that the $\eta \zeta_{i}$ are distinct from each other and from each $\zeta_{j}$. We set $\zeta_{i+(n-1 / 2)}=\eta \zeta_{i}, 1 \leqslant i \leqslant(n-1) / 2$. We note that each $\zeta_{i}$ has degree $2,1 \leqslant i \leqslant n-1$.

Since $K$ is abelian of order $2 n$, it has $2 n-1$ nonprincipal characters, which are, in fact, the characters $\phi_{i}, \eta \bar{\phi}_{i}, 1 \leqslant i \leqslant n-1$, and $\eta$. To determine $I(K)$, it thus remains to consider $\theta=\tilde{\eta}$. By Theorem 4.4.3(iii), $\theta$ is a character of $N$ having $U$ in its kernel. Since $N / U$ is elementary abelian of type (2,2), $\theta$ must therefore be the sum of two linear characters of $N$ having $U$ in their kernels. We shall denote these by $\alpha_{3}$ and $\alpha_{4}$ and shall also let $\alpha_{1}, \alpha_{2}$ be the remaining two characters of $N$ having $U$ in their kernels. Now a direct computation shows that $\theta\left(x_{1}\right)=-2$. Hence $\alpha_{3}\left(x_{1}\right)=\alpha_{4}\left(x_{1}\right)=-1$, so that, in particular, neither $\alpha_{3}$ nor $\alpha_{4}$ is the principal character of $N$. We choose the notation so that $\alpha_{1}=1_{N}$. Furthermore, since $\theta$ is 0 on $N-K$, we can order $\alpha_{3}, \alpha_{4}$ so that

$$
\begin{array}{ll}
\alpha_{3}\left(x_{1}\right)=-1, \alpha_{3}\left(x_{2}\right)=-1, & \alpha_{3}\left(x_{1} x_{2}\right)=+1  \tag{4.3}\\
\alpha_{4}\left(x_{1}\right)=-1, \alpha_{4}\left(x_{2}\right)=+1, & \alpha_{4}\left(x_{1} x_{2}\right)=-1 .
\end{array}
$$

In particular, we have proved

## Lemma 4.1

The characters $\zeta_{i}, 1 \leqslant i \leqslant n-1$, and $\theta$ form a basis of $I(K)$.
Here then we encounter a situation in which $I(K)$ does not possess a basis of irreducible characters. However, in the present case it will not be difficult to show that the induction map from $I_{0}(K)$ into $\mathrm{ch}_{0}(G)$ extends to an isometry of $I(K)$ into ch $(G)$. Indeed, we have

## Lemma 4.2

There exist distinct nonprincipal irreducible characters $\chi_{i}, 1 \leqslant i \leqslant n-1$, and $\psi_{j}, 3 \leqslant j \leqslant 4$, of $G$ and signs $\varepsilon= \pm 1, \delta_{j}= \pm 1,3 \leqslant j \leqslant 4$, such that

$$
\begin{aligned}
& \left(\zeta_{i}-\zeta_{j}\right)^{*}=\varepsilon\left(\chi_{i}-\chi_{j}\right) \quad 1 \leqslant i, j \leqslant n-1 \\
& \left(\zeta_{i}-\theta\right)^{*}=\varepsilon \chi_{i}-\delta_{3} \psi_{3}-\delta_{4} \psi_{4} \quad \mathrm{I} \leqslant i \leqslant n-1 .
\end{aligned}
$$

## Proof

Since $|U|=n$ is odd and $n>1$, we have $n-1 \geqslant 2$. Now

$$
\left(\zeta_{i}^{*}-\zeta_{j}^{*}, \zeta_{h}^{*}-\zeta_{k}^{*}\right)_{G}=\delta_{i h}-\delta_{j h}-\delta_{i k}+\delta_{j k}
$$

as in the derivation of equation (4.5.16). Hence by Theorem 4.5 .4 there exist irreducible characters $\chi_{i}$ of $G, 1 \leqslant i \leqslant n-1$, and a $\operatorname{sign} \varepsilon= \pm 1$ such
that the first set of relations of the lemma holds. Moreover, by the Frobenius reciprocity theorem, $\left(\zeta_{i}^{*}-\zeta_{j}^{*}, 1_{G}\right)_{G}=\left(\zeta_{i}-\zeta_{j}, 1_{N}\right)_{N}=0$, so each $\chi_{j}$ is nonprincipal. Hence it remains to treat the second set of relations.

Now $\left(\zeta_{i}-\theta, \zeta_{i}-\theta\right)_{N}=\left(\zeta_{i}, \zeta_{i}\right)_{N}+\left(\alpha_{3}, \alpha_{3}\right)_{N}+\left(\alpha_{4}, \alpha_{4}\right)_{N}=3$. Since induction is an isometry on $I_{0}(K)$ by Theorem 4.4.6, also $\left(\zeta_{i}^{*}-\theta^{*}, \zeta_{i}^{*}-\theta^{*}\right)_{G}=3$. Hence each $\left(\zeta_{i}-\theta\right)^{*}$ must be a sum of three distinct characters of norm 1 . On the other hand,

$$
\begin{equation*}
\left(\zeta_{i}-\theta\right)^{*}-\left(\zeta_{j}-\theta\right)^{*}=\left(\zeta_{i}-\zeta_{j}\right)^{*}=\varepsilon \chi_{i}-\varepsilon \chi_{j} . \tag{4.4}
\end{equation*}
$$

This means that two of the characters appearing in $\left(\zeta_{i}-\theta\right)^{*}$ are the same as two appearing in $\left(\zeta_{j}-\theta\right)^{*}$ and that the remaining character is either $\varepsilon \chi_{i}$ or $-\varepsilon \chi_{j}$.

Consider first the case that $\varepsilon \chi_{i}$ appears in $\left(\zeta_{i}-\theta\right)^{*}$ for some $i$, say $i=1$. Then we have

$$
\begin{equation*}
\left(\zeta_{1}-\theta\right)^{*}=\varepsilon \chi_{1}-\delta_{3} \psi_{3}-\delta_{4} \psi_{4} \tag{4.5}
\end{equation*}
$$

for suitable irreducible characters $\psi_{j}$ of $G$ and signs $\delta_{j}= \pm 1,3 \leqslant j \leqslant 4$. Moreover, since the $\chi_{i}$ are all of the same degree, $-\varepsilon \chi_{j}$ cannot appear in (4.5) for any $j$, for then the right side would not be of degree 0 . But if $\varepsilon \chi_{1}$ appears in $\left(\zeta_{j}-\theta\right)^{*}$ for $j>1$, the discussion of the preceding paragraph together with (4.4) would force $-\varepsilon \chi_{j}$ to appear in $\left(\zeta_{1}-\theta\right)^{*}$. Hence $-\delta_{3} \psi_{3}$ and $-\delta_{4} \psi_{4}$ must appear in each $\left(\zeta_{j}-\theta\right)^{*}$ and we conclude from (4.4) that

$$
\begin{equation*}
\left(\zeta_{j}-\theta\right)^{*}=\varepsilon \chi_{j}-\delta_{3} \psi_{3}-\delta_{4} \psi_{4} . \tag{4.6}
\end{equation*}
$$

In particular, the three characters $\chi_{j}, \psi_{3}$, and $\psi_{4}$ are distinct. Furthermore, another application of the Frobenius reciprocity theorem shows that $\psi_{3}$ and $\psi_{4}$ are nonprincipal. Hence the lemma follows in this case.

On the other hand, if $\varepsilon \chi_{1}$ does not appear in $\left(\zeta_{1}-\theta\right)^{*}$, our discussion shows that $-\varepsilon \chi_{j}$ must appear in it for each $j>1$. Since $n$ is odd and $\left(\zeta_{1}-\theta\right)^{*}$ is a sum of three characters of norm 1 , we must have $n=3$ or 5. However, in the latter case $\left(\zeta_{1}-\theta\right)^{*}=-\varepsilon\left(\chi_{2}+\chi_{3}+\chi_{4}\right)$ and so does not have degree 0 , a contradiction. Thus $n=3$. But in this case, $\varepsilon$ is not uniquely determined since $n-1=2$. In fact, we can replace $\varepsilon$ by $-\varepsilon$ and interchange $\chi_{1}, \chi_{2}$. When we do this, the new $\varepsilon \chi_{1}$ does appear in $\left(\zeta_{1}-\theta\right)^{*}$ and the proof is complete.

Because of Lemma 4.2, the mapping

$$
\begin{equation*}
\zeta_{i}^{\mathrm{\tau}}=\varepsilon \chi_{i} \quad 1 \leqslant i \leqslant n-1 \quad \text { and } \quad \alpha_{j}^{\tau}=\delta_{j} \psi_{j} \quad 3 \leqslant j \leqslant 4, \tag{4.7}
\end{equation*}
$$

is an isometry of $I(K)$ into ch $(G)$ which extends the induction map of
$I_{0}(K)$ into $\mathrm{ch}_{0}(G)$. With this information we can obtain results analogous to those of Theorem 4.6.6 in the Frobenius case and thereby obtain preliminary estimates for the values of the characters of $G$ on $K^{\#}$. However, it will be simpler to show first that the isometry of the induction map can be extended to the larger module $\left\langle I(K), 1_{N}, \widetilde{I}_{K}\right\rangle$, where $\widetilde{\mathrm{I}}_{K}=\rho_{N / K}$ is the character of the regular representation of $N / K$.

In the present case, $\tilde{I}_{K}=\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}$ and, in particular, $\operatorname{deg} \tilde{I}_{K}=4$. We now prove

## Lemma 4.3

There exists a nonprincipal irreducible character $\psi_{2}$ of $G$ distinct from $\chi_{i}, \psi_{3}$, and $\psi_{4}$ and a sign $\delta_{2}= \pm 1$ such that

$$
\left(\tilde{1}_{K}-\theta-\zeta_{i}\right)^{*}=1_{G}+\delta_{2} \psi_{2}-\varepsilon \chi_{i} . \quad 1 \leqslant i \leqslant n-1 .
$$

## Proof

We have $\tilde{I}_{K}-\theta=\left(\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}\right)-\left(\alpha_{3}+\alpha_{4}\right)=\alpha_{1}+\alpha_{2}$ and consequently $\left(\gamma_{i}, \gamma_{i}\right)_{N}=3$, where $\gamma_{i}=\widetilde{I}_{K}-\theta-\zeta_{i}$. Since $\gamma_{i}$ is of degree 0 , Theorem 4.4.6 implies that $\gamma_{i}^{*}$ is a sum of three distinct characters of norm 1. Since $\gamma_{i}=1_{N}+\alpha_{2}-\zeta_{i}$, it follows from the Frobenius reciprocity theorem that

$$
\left(\gamma_{i}^{*}, 1_{G}\right)_{G}=\left(\gamma_{i}, 1_{N}\right)_{N}=1 ;
$$

so $1_{G}$ is a constituent of $\gamma_{i}^{*}$ of multiplicity 1 .
Since $\left(\gamma_{i}-\gamma_{j}\right)^{*}=\left(\zeta_{j}-\zeta_{i}\right)^{*}=\varepsilon \chi_{j}-\varepsilon \chi_{i}$, two of the characters in $\gamma_{i}^{*}$ are the same as two appearing in $\gamma_{j}^{*}$ and the remaining character is either $-\varepsilon \chi_{i}$ or $\varepsilon \chi_{j}$. But now reasoning in the same manner as in the preceding lemma, we conclude easily that this character must be $-\varepsilon \chi_{i}$ and that there is an irreducible character $\psi_{2}$ of $G$ and a sign $\delta_{2}= \pm 1$ such that

$$
\begin{equation*}
\gamma_{i}^{*}=1_{G}+\delta_{2} \psi_{2}-\varepsilon \chi_{i} \quad 1 \leqslant i \leqslant n-1 . \tag{4.8}
\end{equation*}
$$

In particular, it follows that $\psi_{2}$ is distinct from $1_{G}$ and $\chi_{i}, 1 \leqslant i \leqslant n-1$.
Finally, we have

$$
\begin{equation*}
\gamma_{i}^{*}+\left(\zeta_{i}-\theta\right)^{*}=1_{G}+\delta_{2} \psi_{2}-\delta_{3} \psi_{3}-\delta_{4} \psi_{4} . \tag{4.9}
\end{equation*}
$$

But $\gamma_{i}+\left(\zeta_{i}-\theta\right)=\tilde{1}_{K}-2 \theta=\alpha_{1}+\alpha_{2}-\alpha_{3}-\alpha_{4}$. Since $\psi_{j} \neq 1_{G}, 2 \leqslant j \leqslant 4$, it follows that $\gamma_{i}^{*}+\left(\zeta_{i}-\theta\right)^{*}$ must be a sum of four distinct characters of norm 1 . Hence $\psi_{2} \neq \psi_{3}$ or $\psi_{4}$ and the lemma is proved.

We now extend the definition of $\zeta$ to $I^{\prime}(K)=\left\langle I(K), 1_{N}, \tilde{I}_{K}\right\rangle$ by setting $\psi_{1}=1_{G}$ and defining

$$
\begin{equation*}
\alpha_{1}^{\tau}=\psi_{1} \quad \text { and } \quad \alpha_{2}^{\tau}=\delta_{2} \psi_{2} . \tag{4.10}
\end{equation*}
$$

If $I_{0}^{\prime}(K)=I^{\prime}(K) \cap \mathrm{ch}_{0}(N)$, we conclude therefore from Lemmas 4.2 and 4.3 that the mapping $\tau$ of $I^{\prime}(K)$ into ch $(G)$ given by (4.7) and (4.10) extends the isometry of the induction map of $I_{0}^{\prime}(K)$ into $\mathrm{ch}_{0}(G)$.

We now have sufficient information to determine the values of all the irreducible characters of $G$ on $K^{*}$. We denote the remaining irreducible characters of $G$ (if any) by $\psi_{j}, 5 \leqslant j \leqslant s$. We then have

## Theorem 4.4

The irreducible characters of $G$ have the following values on $K^{*}$ :

$$
\begin{array}{rlll}
\chi_{i}(y) & =\varepsilon\left(\phi_{i}(y)+\overline{\phi_{i}(y)}\right) & y \in K^{\#}, & 1 \leqslant i \leqslant \frac{1}{2}(n-1)  \tag{i}\\
\chi_{i+(n-1 / 2)}(y) & =\varepsilon \eta(y)\left(\phi_{i}(y)+\overline{\phi_{i}(y)}\right) & y \in K^{\#}, \quad 1 \leqslant i \leqslant \frac{1}{2}(n-1) \\
\psi_{2}(y)=\delta_{2} & y \in K^{\#} \\
\psi_{j}(y)=\left\{\begin{array}{cl}
\delta_{j} & y \in U^{\#}, \quad 3 \leqslant j \leqslant 4 \\
-\delta_{j} & y \in K-U, 3 \leqslant j \leqslant 4 \\
\psi_{j}(y)=0 & y \in K^{\#}, \quad 5 \leqslant j \leqslant s .
\end{array}\right.
\end{array}
$$

## Proof

We can write

$$
\begin{equation*}
\left.\zeta_{i}^{\tau}\right|_{N}=\sum_{j=1}^{n-1} a_{i j} \zeta_{j}+\pi_{i} \quad 1 \leqslant i \leqslant n-1, \tag{4.11}
\end{equation*}
$$

where the $a_{i j}$ are integers and $\pi_{i}$ is a character of $N$ having $U$ invits kernel. But now the first calculation of Theorem 4.6 .6 can be repeated verbatim. In the present case $|N: K|=2$ and $\zeta_{i}, 1 \leqslant i \leqslant n-1$, are all the irreducible characters of $N$ not having $U$ in their kernels. Hence setting $h_{i}=\frac{1}{2}\left(a_{i 1}-\delta_{i 1}\right)$, we obtain

$$
\begin{equation*}
\left.\zeta^{\tau}\right|_{N}=\zeta_{i}+h_{i}\left(\rho_{N}-\rho_{N / i}\right)+\pi_{i} \quad 1 \leqslant i \leqslant n-1 . \tag{4.12}
\end{equation*}
$$

We now determine $\pi_{i}$. We can write

$$
\begin{equation*}
\pi_{i}=b_{i 1} \alpha_{1}+b_{i 2} \alpha_{2}+b_{i 3} \alpha_{3}+b_{i 4} \alpha_{4} . \tag{4.13}
\end{equation*}
$$

By the Frobenius reciprocity theorem and the definition of $\tau$, we obtain

$$
\begin{align*}
a_{i 1}-b_{i 3}-b_{i 4} & =\left(\left.\zeta_{\zeta}^{\tau}\right|_{N}, \zeta_{1}-\alpha_{3}-\alpha_{4}\right)_{N}  \tag{4.14}\\
& =\left(\zeta_{i}^{\tau}, \zeta_{1}^{\tau}-\alpha_{3}^{\tau}-\alpha_{4}^{\tau}\right)_{G}=\delta_{i 1} \\
a_{i 1}-b_{i 1}-b_{i 2} & =\left(\left.\zeta_{i}^{\tau}\right|_{N}, \zeta_{1}-\alpha_{1}-\alpha_{2}\right)_{N}  \tag{4.15}\\
& =\left(\zeta_{i}^{\tau}, \zeta_{1}^{\tau}-\alpha_{1}^{\tau}-\alpha_{2}^{\tau}\right)_{G}=\delta_{i 1} .
\end{align*}
$$

Thus

$$
\begin{equation*}
2 h_{i}=b_{i 1}+b_{i 2}=b_{i 3}+b_{i 4} . \tag{4.16}
\end{equation*}
$$

We next evaluate $\zeta_{i}^{\tau}$ on the three involutions $x_{1}, x_{2}$, and $x_{1} x_{2}$, getting

$$
\begin{align*}
\zeta_{i}^{\tau}\left(x_{1}\right) & =\zeta_{i}\left(x_{1}\right)+h_{i} \cdot 0+b_{i 1}+b_{i 2}-b_{i 3}-b_{i 4}=\zeta_{i}\left(x_{1}\right)  \tag{4.17}\\
\zeta_{i}^{\tau}\left(x_{2}\right) & =b_{i 1}-b_{i 2}-b_{i 3}+b_{i 4} \\
\zeta_{i}^{\tau}\left(x_{1} x_{2}\right) & =b_{i 1}-b_{i 2}+b_{i 3}-b_{i 4} .
\end{align*}
$$

But $\zeta_{i}^{\tau}\left(x_{1}\right)=\zeta_{i}^{\tau}\left(x_{2}\right)=\zeta_{i}^{\mathrm{F}}\left(x_{1} x_{2}\right)$ since $G$ has only one class of involutions. We conclude therefore from (4.16) and (4.17) that

$$
\begin{equation*}
b_{i 1}=h_{i}+\frac{1}{2} \zeta_{i}\left(x_{1}\right) \quad b_{i 2}=h_{i}-\frac{1}{2} \zeta_{i}\left(x_{1}\right) \quad b_{i 3}=b_{i 4}=h_{i} . \tag{4.18}
\end{equation*}
$$

Since $\rho_{N / U}=\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}$, it follows that

$$
\pi_{i}=h_{i} \rho_{N / U}+\frac{1}{2} \zeta_{i}\left(x_{1}\right) \alpha_{1}-\frac{1}{2} \zeta_{i}\left(x_{1}\right) x_{2} .
$$

Combined with (4.12), this yields, finally,

$$
\begin{equation*}
\left.\zeta_{i}^{\top}\right|_{N}=\zeta_{i}+h_{i} \rho_{N}+\frac{1}{2} \zeta_{i}\left(x_{1}\right) \alpha_{1}-\frac{1}{2} \zeta_{i}\left(x_{1}\right) \alpha_{2} . \tag{4.19}
\end{equation*}
$$

Since $\alpha_{1}$ and $\alpha_{2}$ are each 1 on $K^{\#}$, while $\rho_{N}$ is 0 on $K^{\#}$, we conclude that

$$
\begin{equation*}
\zeta_{i}^{\mathrm{t}}(y)=\zeta_{i}(y) \quad \text { for } y \text { in } K^{\#} . \tag{4.20}
\end{equation*}
$$

Since $\zeta_{i}^{\tau}=\varepsilon \chi_{i}$, (i) follows at once from (4.20) together with the definition of $\zeta_{i}$.

Next put $\gamma_{i}=\alpha_{i}^{\mathrm{T}}, 2 \leqslant i \leqslant 4$, and $\gamma_{i}=\psi_{i}$ for $i>4$. Then

$$
\begin{equation*}
\left.\gamma_{i}\right|_{N}=\sum_{j=1}^{n-1} c_{i j} \zeta_{j}+\sigma_{i} \quad 2 \leqslant i \leqslant s, \tag{4.21}
\end{equation*}
$$

where the $c_{i j}$ are integers and $\sigma_{i}$ is a character of $N$ having $U$ in its kernel. This time we obtain, as in the derivation of (4.6.35),

$$
\begin{equation*}
\left.\gamma_{i}\right|_{N}=\frac{c_{i 1}}{2}\left(\rho_{N}-\rho_{N / U}\right)+\sigma_{i} . \tag{4.22}
\end{equation*}
$$

As above, we write $\sigma_{i}=d_{i 1} \alpha_{1}+d_{i 2} \alpha_{2}+d_{i 3} \alpha_{3}+d_{i 4} \alpha_{4}$ and use the Frobenius reciprocity theorem as we did in (4.14) and (4.15) with $\left.\gamma_{i}\right|_{N}$ in place of $\left.\zeta_{i}^{*}\right|_{N}$ to obtain

$$
c_{i 1}-d_{i 3}-d_{i 4}=\left\{\begin{array}{r}
0  \tag{4.23}\\
-1
\end{array} \quad \text { and } \quad c_{i 1}-d_{i 1}-d_{i 2}=\left\{\begin{aligned}
-1 & \text { for } i=2 \\
0 & \text { for } i=3,4 \\
0 & \text { for } i>4 .
\end{aligned}\right.\right.
$$

Evaluating $\gamma_{i}$ on $x_{1}, x_{2}$, and $x_{1} x_{2}$ as we did in (4.17), this time we obtain upon simplification,

$$
\begin{equation*}
d_{i 2}=d_{i 3}=d_{i 4} . \tag{4.24}
\end{equation*}
$$

Combining (4.23) and (4.24), it follows directly that

$$
\begin{array}{ll}
\sigma_{2}=\frac{c_{21}}{2} \rho_{N / U}+\alpha_{1} &  \tag{4.25}\\
\sigma_{i}=\frac{c_{i 1}}{2} \rho_{N / U}+\frac{1}{2}\left(-\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}\right) & 3 \leqslant i \leqslant 4 \\
\sigma_{i}=\frac{c_{i 1}}{2} \rho_{N / U} & 5 \leqslant i \leqslant s
\end{array}
$$

Using (4.22) and the definition of $\gamma_{i}$, we thus have

$$
\begin{array}{ll}
\left.\alpha_{2}^{\tau}\right|_{N}=\frac{c_{i 1}}{2} \rho_{N .}+\alpha_{1} &  \tag{4.26}\\
\left.\alpha_{i}^{\tau}\right|_{N}=\frac{c_{i 1}}{2} \rho_{N}+\frac{1}{2}\left(-\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}\right) & 3 \leqslant i \leqslant 4 \\
\left.\psi_{i}\right|_{N}=\frac{c_{i 1}}{2} \rho_{N} & 5 \leqslant i \leqslant s .
\end{array}
$$

Since $\alpha_{i}^{\tau}=\delta_{i} \psi_{i}, 2 \leqslant i \leqslant 4$, the values of $\psi_{i}$ on $K^{\#}$ are determined from (4.26) and we obtain (ii).

We state one other direct consequence of our relations which we shall also need.

## Lemma 4.5

If $y$ is an element of $G$ not in a conjugate of $K^{\#}$, then

$$
1+\delta_{2} \psi_{2}(y)=\delta_{3} \psi_{3}(y)+\delta_{4} \psi_{4}(y)=\varepsilon \chi_{i}(y) \quad 1 \leqslant i \leqslant n-1 .
$$

## Proof

This follows at once from Lemmas 4.2 and 4.3 together with the fact that $\left(\zeta_{i}-\theta\right)^{*}$ and $\left(\tilde{I}_{K}-\theta-\zeta_{i}\right)^{*}$ are 0 outside the conjugates of $K^{*}$.

By Lemma 4.1, the characters $\chi_{i}$ have a common degree which we denote by $f$. We also define $f_{j}=\operatorname{deg} \psi_{j}, 1 \leqslant j \leqslant s$, so that in particular, $f_{1}=1$. As a consequence of Theorem 4.4, we also have

## Lemma 4.6

The following congruences hold:
(i) $f \equiv 2 \varepsilon(\bmod 4 n)$.
(ii) $f_{2} \equiv \delta_{2}(\bmod 4 n)$.
(iii) $f_{j} \equiv 2 n+\delta_{j}(\bmod 4 n) \quad 3 \leqslant j \leqslant 4$.
(iv) $f_{j} \equiv 0(\bmod 4 n) \quad 5 \leqslant j \leqslant s$.

Moreover, we have
(v) $1+\delta_{2} f_{2}=\delta_{3} f_{3}+\delta_{4} f_{4}=\varepsilon f$.

## Proof

If $\sigma$ is any character of $N$, we know by Theorem 4.2.1(iii) that $\sum_{y \in N} \sigma(y)$ is an integer divisible by $|N|=4 n$. Furthermore, the elements of $N-K$ lie in two distinct conjugate classes, represented by $x_{2}$ and $x_{1} x_{2}$, each having $n$ elements. Hence

$$
\begin{equation*}
\sigma(1)+n \sigma\left(x_{2}\right)+n \sigma\left(x_{1} x_{2}\right)+\sum_{y \in \mathrm{~K}^{*}} \sigma(y) \equiv 0(\bmod 4 n) . \tag{4.27}
\end{equation*}
$$

Now we know that $\chi_{i}$ and $\psi_{j}$ assume the same values on the three conjugate involutions $x_{1}, x_{2}$, and $x_{1} x_{2}$. Hence if we take $\sigma$ to be successively $\left.\chi_{1}\right|_{N},\left.\psi_{2}\right|_{N},\left.\psi_{j}\right|_{N}, 3 \leqslant j \leqslant 4$, and $\left.\psi_{j}\right|_{N}, 5 \leqslant j \leqslant s$, we can use the values given in Theorem 4.4 to evaluate (4.27). Thus in the first instance we obtain

$$
\begin{equation*}
f+n(2 \varepsilon)+n(2 \varepsilon)+\varepsilon \sum_{y \in \mathcal{K}^{4}}\left(\phi_{1}(y)+\overline{\phi_{1}(y)}\right) \equiv 0(\bmod 4 n), \tag{4.28}
\end{equation*}
$$

since $\phi_{1}\left(x_{1}\right)=\overline{\phi_{1}\left(x_{1}\right)}=1$. But as $\phi_{1}$ and $\bar{\phi}_{1}$ are linear characters of $K$, the orthogonality relations on $K$ give

$$
\begin{equation*}
2+\sum_{y \in \mathbb{K}^{*}}\left(\phi_{1}(y)+\overline{\phi_{1}(y)}\right)=0 . \tag{4.29}
\end{equation*}
$$

Now (4.28) and (4.29) yield the desired conclusion $f \equiv 2 \varepsilon(\bmod 4 n)$.
Similarly, if $\sigma=\left.\psi_{2}\right|_{N}$, we obtain

$$
\begin{equation*}
f_{2}+n \delta_{2}+n \delta_{2}+\sum_{y \in K^{*}} \delta_{2} \equiv 0(\bmod 4 n) . \tag{4.30}
\end{equation*}
$$

Since $\sum_{y \in \mathcal{K}^{*}} \delta_{2}=(2 n-1) \delta_{2},(4.30)$ reduces to $f_{2} \equiv \delta_{2}(\bmod 4 n)$. With $\sigma=\left.\psi_{j}\right|_{N}$, $3 \leqslant j \leqslant 4$, we obtain (iii) in the same way, provided we note that $2 n \equiv-2 n(\bmod 4 n)$. Likewise (iv) follows in the same manner.

Finally, (v) is obtained by evaluating the relations of Lemma 4.5 on the element 1 , which is not in a conjugate of $K^{\#}$.

This completes the first part of the analysis. We next determine the exact values of $f$ and $f_{j}$.

Let $K_{j}$ be the distinct conjugate classes of $G$ and let $y_{j}$ be a representative of $K_{j}, 1 \leqslant j \leqslant r$, with $y_{1}=1, y_{2}=x_{1}$, and $y_{j} \in K-\left\langle x_{1}\right\rangle, 3 \leqslant j \leqslant n+1$. Moreover, we let $K_{j}, 1 \leqslant j \leqslant t$, be the real classes of $G$. In particular,
$r=(n-1)+s$. We wish to obtain an expression for $t$ in terms of $g$ and $n$. To do this, we need the values of $\beta$ on each $y_{j}$.

## Lemma 4.7

The values of $\beta$ are given by

$$
\begin{array}{ll}
\beta\left(y_{1}\right)=g / 4 n & \\
\beta\left(y_{j}\right)=2 n & 2 \leqslant j \leqslant n+1 \\
\beta\left(y_{j}\right)=\left|C_{G}\left(y_{j}\right)\right| & \\
\beta+2 \leqslant j \leqslant t \\
\beta\left(y_{j}\right)=0 & \\
t+1 \leqslant j \leqslant r .
\end{array}
$$

## Proof

The number of involutions of $G$ is $|G: N|=g / 4 n$. Hence by Lemma 1.5 and the structure of $N$, we obtain the given values of $\beta\left(y_{j}\right)$ for $1 \leqslant j \leqslant n+1$. For $j>t$, we also have $\beta\left(y_{j}\right)=0$, as $y_{j}$ is not strongly real. In the remaining case, $y_{j}$ is not conjugate to an element of $N$ and so does not lie in a conjugate of $N$. Our conditions then imply that $C_{G}\left(y_{j}\right)$ contains no elements which lie in the centralizer of an involution. Hence $\left|C_{G}\left(y_{j}\right)\right|$ is odd and an involution of $C_{G}^{*}(y)$ inverts $C_{G}\left(y_{j}\right)$. But now Lemma 1.5 yields $\beta\left(y_{j}\right)=\left|C_{6}\left(y_{j}\right)\right|$.

## Lemma 4.8

If $t$ is the number of real classes of $G$, then

$$
t-2=\frac{g-4 n-8 n^{2}}{16 n^{2}}
$$

## Proof

We consider the group algebra $A=A(G, F)$, where $F$ is the complex field, and denote by $z_{j}$ the sum in $A$ of all the elements of $K_{j}, 1 \leqslant j \leqslant r$. In particular, $z_{2}$ is the sum in $A$ of the $g / 4 n$ involutions of $G$. Now the proof of Theorem 4.2 .10 shows that $z_{2}^{2}=c_{1} z_{1}+c_{2} z_{2}+\cdots+c_{r} z_{r}$, where $c_{j}$ is the number of ordered pairs of elements of the class $K_{2}$ whose product is $y_{j}$. Thus, in fact, $c_{j}=\beta\left(y_{j}\right), 1 \leqslant j \leqslant r$, and therefore

$$
\begin{equation*}
z_{2}^{2}=\beta\left(y_{1}\right) z_{1}+\beta\left(y_{2}\right) z_{2}+\cdots+\beta\left(y_{r}\right) z_{r} . \tag{4.31}
\end{equation*}
$$

The number of elements of $G$ appearing as summands of the left side is $(g / 4 n)^{2}$, while that appearing in $z_{j}$ is $g /\left|C_{G}\left(y_{j}\right)\right|$. Hence (4.31) together with the preceding lemma yields

$$
\begin{equation*}
\frac{g^{2}}{16 n^{2}}=\frac{g}{4 n}+2 n \frac{g}{4 n}+\sum_{j=3}^{n+1} 2 n \frac{g}{2 n}+\sum_{j=n+2}^{t}\left|C_{G}\left(y_{j}\right)\right| \frac{g}{\left|C_{G}\left(y_{j}\right)\right|}, \tag{4.32}
\end{equation*}
$$

whence

$$
\begin{equation*}
\frac{g^{2}}{16 n^{2}}=\frac{g}{4 n}+\frac{g}{2}+g(t-2) \tag{4.33}
\end{equation*}
$$

But now dividing by $g$ and transposing, we obtain the desired expression for $t-2$.

We can now prove

## Theorem 4.9

One of the following two cases holds:
(i) $f=4 n+2 \varepsilon, f_{2}=4 n+\varepsilon, f_{3}=f_{4}=2 n+\varepsilon, f_{j}=4 n, j \geqslant 5$, $\delta_{2}=\delta_{3}=\delta_{4}=\varepsilon$, and $t=r-1+\varepsilon$.
(ii) $\varepsilon=-1$, and for a suitable ordering of $\chi_{3}, \chi_{4}, f=4 n-2$, $f_{2}=4 n-1, f_{3}=6 n-1, f_{4}=2 n+1, f_{j}=4 n, j \geqslant 5$, $\delta_{2}=\delta_{3}=-1, \delta_{4}=+1$, and $t=r$.

Remark We shall show in a subsequent argument that case (ii) cannot arise.

## Proof

We first treat the case $\varepsilon=1$. By Lemma 4.6(v) this forces $\delta_{2}=1$ and $\delta_{3}$ or $\delta_{4}=1$. Without loss we may assume that $\delta_{3}=1$.

Since $G$ has $n-1$ irreducible characters of degree $f$, Theorem 4.2.1(i) implies that

$$
\begin{equation*}
g=(n-1) f^{2}+1+\sum_{j=2}^{r-n+1} f_{j}^{2} . \tag{4.34}
\end{equation*}
$$

We use Lemma 4.6 to estimate $f$ and $f_{j}$. Since $G$ is simple, $G$ has no nontrivial linear characters and so
$f \geqslant 4 n+2 \quad f_{2} \geqslant 4 n+1 \quad f_{3} \geqslant 2 n+1 \quad f_{4} \geqslant 2 n+\delta_{4} \quad f_{j} \geqslant 4 n \quad j \geqslant 5$.
Hence by (4.34),

$$
\begin{align*}
g \geqslant(n-1)(4 n+2)^{2}+ & +(4 n+1)^{2}  \tag{4.36}\\
& +(2 n+1)^{2}+\left(2 n+\delta_{4}\right)^{2}+(r-n-3)(4 n)^{2}
\end{align*}
$$

But $g=16 n^{2}(t-2)+4 n+8 n^{2}$ by the preceding lemma. Substituting this value of $g$ in (4.36) and simplifying, we obtain

$$
\begin{equation*}
16 n^{2} t \geqslant 16 n^{2} r+4 \delta_{4} n-4 n . \tag{4.37}
\end{equation*}
$$

Now (4.37) forces $t \geqslant r$. But $t \leqslant r$ by definition of $t$ and $r$, so $t=r$. If $\delta_{4}=-1$, the left side of (4.37) exceeds the right by $8 n$ and hence $g$ exceeds
the right side of (4.36) by $8 n$. Setting $f_{0}=f$, this means that for some $j, 0 \leqslant j \leqslant r$, the inequality (4.35) for $f_{j}$ is strict. But then by Lemma 4.6, we have $f_{j} \geqslant f_{j}^{*}+4 n$, where $f_{j}^{*}$ denotes the estimate used in (4.35). If we use the estimate $f_{j}^{*}+4 n$ in place of $f_{j}^{*}$ in (4.36), we must still obtain an inequality for $g$. However, the new estimate adds $8 n f_{j}^{*}+16 n^{2}$ to the right side of (4.36). Since this number exceeds $8 n$, we have a contradiction. Thus $\delta_{4}=1$ and equality holds in (4.37) and (4.36). This in turn implies that equality holds throughout (4.35), and so (i) holds in the case $\varepsilon=1$.

Assume next that $\varepsilon=-1$. In this case Lemma 4.6(v) forces $\delta_{2}=-1$ and $\delta_{3}$ or $\delta_{4}=-1$. Without loss we may assume $\delta_{3}=-1$. We consider the subcases $\delta_{4}=-1$ and +1 independently. Suppose first that $\delta_{4}=-1$. Then we have
$f \geqslant 4 n-2 \quad f_{2} \geqslant 4 n-1 \quad f_{3} \geqslant 2 n-1 \quad f_{4} \geqslant 2 n-1 \quad f_{j} \geqslant 4 n, \geqslant 5$.
Hence by (4.34),

$$
\begin{align*}
g \geqslant(n-1)(4 n-2)^{2}+1 & +(4 n-1)^{2}  \tag{4.39}\\
& +(2 n-1)^{2}+(2 n-1)^{2}+(r-n-3)(4 n)^{2}
\end{align*}
$$

Again uşing Lemma 4.8, this reduces to

$$
\begin{equation*}
16 n^{2} t \geqslant 16 n^{2} r-32 n^{2} \tag{4.40}
\end{equation*}
$$

If one of the $f_{j}$ has a larger value than the estimate $f_{j}^{*}$ which we have used, we can add a term $8 n f_{j}^{*}+16 n^{2}$ to the right side of (4.40) and still preserve the inequality. If $j \geqslant 5$, this adds $48 n^{2}$, which gives a contradiction as $t \leqslant r$. On the other hand, if $1 \leqslant j<5$, it follows from Lemma 4.6(v) that $f=f_{0}>f_{0}^{*}$. Since there are $n-1$ characters of degree $f$, we again obtain a contradiction. Thus we must have equalities throughout (4.38), which implies equalities in (4.39) and (4.40). Hence $t=r-2$ and (i) holds in this case.

Suppose finally that $\delta_{4}=+1$. In this case $f \geqslant 4 n-2$, and $f_{4} \geqslant 2 n+1$. But then Lemma 4.6(v) forces $f_{3}>2 n-1$, whence $f_{3} \geqslant 6 n-1$. We also have $f_{2} \geqslant 4 n-1$ and $f_{j} \geqslant 4 n, j \geqslant 5$. We thus obtain
(4.41) $g \geqslant(n-1)(4 n-2)^{2}+1+(4 n-1)^{2}$

$$
+(6 n-1)^{2}+(2 n+1)^{2}+(r-n-3)(4 n)^{2} .
$$

Again using Lemma 4.8, (4.41) reduces to

$$
\begin{equation*}
16 n^{2} t \geqslant 16 n^{2} r . \tag{4.42}
\end{equation*}
$$

Thus $t=r$ and the estimates used for $f, f_{j}$ are exact. Hence (ii) holds and the theorem is proved.

We are at last in a position to compute our desired formula for $g$. At the same time we shall show that case (ii) above is excluded.

## Theorem 4.10 (Brauer-Suzuki-Wall)

The order $g$ of $G$ is given by the following expression:

$$
g=4 n(4 n+\varepsilon)(2 n+\varepsilon)
$$

## Proof

We can now evaluate (4.2) with $y$ an element of $K-U$. The values of the irreducible characters of $G$ on $y$ as well as on the involution $x$ of $G$ are given in Theorems 4.4. Their degrees and the values of $\delta_{2}, \delta_{3}, \delta_{4}$, and $\varepsilon$ are given in the preceding theorem. In addition, we have $\beta_{\mathrm{K}}(y)=2 n$ by Lemma 4.7. We first use the degrees of case (i) and obtain

$$
\begin{gather*}
2 n=\frac{g}{16 n^{2}}\left(\sum_{i=1}^{\frac{n-1}{2}} \frac{\varepsilon( \pm 2)^{2}\left(\phi_{i}(y)+\bar{\phi}_{i}(y)\right)}{4 n+2 \varepsilon}+\sum_{i=1}^{\frac{n-1}{2}} \frac{\varepsilon( \pm 2)^{2} \eta(y)\left(\phi_{i}(y)+\phi_{i}(y)\right)}{4 n+2 \varepsilon}\right.  \tag{4.43}\\
\left.+1+\frac{( \pm 1)^{2} \varepsilon}{4 n+\varepsilon}+2 \frac{( \pm 1)^{2}(-\varepsilon)}{2 n+\varepsilon}\right) .
\end{gather*}
$$

But as $y \in K-U, \eta(y)=-1$, and hence the second sum is the negative of the first. Hence these two terms can be deleted. Now clearing denominators in (4.43), we get
(4.44)

$$
32 n^{3}(4 n+\varepsilon)(2 n+\varepsilon)=g((4 n+\varepsilon)(2 n+\varepsilon)+\varepsilon(2 n+\varepsilon)-2 \varepsilon(4 n+\varepsilon))=8 g n^{2},
$$

which yields the desired formula for $g$.
Now use the degrees and values of $\delta_{2}, \delta_{3}, \delta_{4}$ : and $\varepsilon$ of case (ii). We obtain

$$
\begin{equation*}
2 n=\frac{g}{16 n^{2}}\left(1+\frac{-1}{4 n-1}+\frac{1}{6 n-1}+\frac{-1}{2 n+1}\right) . \tag{4.45}
\end{equation*}
$$

But this time if we clear the denominator and reduce the resulting expression modulo $2 n-1$, we get

$$
\begin{equation*}
4 \equiv 0(\bmod 2 n-1) \tag{4.46}
\end{equation*}
$$

which is impossible as $n=|U|>1$ by assumption. Thus case (ii) is excluded.

Hence we also have

## Theorem 4.11

Case (i) of Theorem 4.9 holds. Moreover, $t=2 n+3$ if $\varepsilon=+1$ and $t=2 n$ if $\varepsilon=-1$.

## Proof

The preceding theorem together with Lemma 4.8 yields

$$
\begin{equation*}
16 n^{2}(t-2)+8 n^{2}+4 n=4 n(4 n+\varepsilon)(2 n+\varepsilon) . \tag{4.47}
\end{equation*}
$$

The given values of $t$ follow at once from this equation.
In Chapter 15 we shall pursue further the analysis of groups satisfying the above conditions and shall classify them completely.

## EXERCISES

1. Let $G$ be a group in which an $S_{2}$-subgroup of $C_{G}(x)$ is normal in $C_{G}(x)$ for every involution $x$ of $G$. Prove
(i) If $y$ is a real element of $G^{*}$ of odd order, then $y$ is strongly real and $C_{G}(y)$ has odd order.
(ii) If $G / O_{2}(G)$ is a dihedral group of order $2 n, n$ odd, then $O_{2}(G)$ possesses a complement in $G$.
(iii) If an $S_{2}$-subgroup $P$ of $G$ is neither cyclic nor generalized quaternion, then $P$ centralizes $O_{2^{\prime}}(G)$.
(iv) If $O_{2}(G)=1$, then $G$ possesses $S_{2}$-subgroups $P$ and $Q$ such that $P \cap Q=1$.
2. If $x$ is an involution of the group $G$ and $x \notin O_{2}(G)$, show that $x$ must invert an element of $G^{\#}$ of odd order. (Use Theorem 3.8.2.)
3. Let $x$ and $y$ be nonconjugate involutions of the group $G$. For each nonempty subset $I$ of involutions of $C_{G}(x)$, let $n(I)$ be the number of conjugates of $y$ which lie in $C_{6}(I)$. Derive the following formula for the order of $G$ :

$$
|G|=\left|C_{G}(y)\right| \sum_{I}(-1)^{I I \mid+1} n(I) .
$$

4. Set $G=L_{2}(q), q>3, C=C_{G}(x), x$ an involution of $G$, and assume that $G=C H$, where $H$ is of odd order. Prove that $q \equiv-1(\bmod 4)$.
5. Let $G$ be a simple group with a dihedral Sylow 2-subgroup $S$ and assume $G$ possesses a subgroup $K$ with the following properties:
(a) $K=U \times(S \cap K)$, where $U$ is abelian of odd order and $S \cap K$ is cyclic of index 2 in $S$.
(b) $K$ is disjoint from its conjugates in $G$.
(c) $N_{G}(K)=K S$ and an involution of $S-(S \cap K)$ inverts $K$.

Note that if $|S|=4$, the assumptions are identical to those of Section 4. Following the procedure of that section, derive an analogous formula for the order of $G$.

PART]APPLICATIONS

## сменене 10

## FIXED-POINT-FREE AUTOMORPHISMS

The single most important result concerning fixed-point-free automorphisms is Thompson's theorem on the nilpotency of a group which admits such an automorphism of prime order. On the basis of the Glauberman-Thompson normal p-complement theorem together with some general properties of fixed-point-free automorphisms established in the first section, we give a short proof of this result. Thompson's theorem is then applied to prove that the kernel of a Frobenius group is nilpotent and to show that a group with a nilpotent maximal subgroup of odd order is necessarily solvable. In Section 4 we give an elementary proof of the solvability of any group which possesses a fixed-point-free automorphism of order 4, and in Section 5 we obtain 'a similar result for groups which possess a fixed-point-free four-group of automorphisms.

## 1. ELEMENTARY PROPERTIES

An automorphism $\phi$ of a group $G$ is said to be fixed-point-free if it leaves only the identity element of $G$ fixed-equivalently, if $C_{C}(\phi)=1$. Similarly, a group of automorphisms $A$ of $G$ is fixed-point-free if $C_{G}(A)=1$. Obviously an automorphism $\phi$ is fixed-point-free if and only if $\langle\phi\rangle$
is. Furthermore, a regular group of automorphisms is fixed-point-free and so is each of its nonidentity elements. In general, of course, a group of automorphisms may be fixed-point-free without being regular. Likewise $\phi$ may be fixed-point-free, while $\phi^{i}$ may not for some $i$ such that $\phi^{i} \neq 1$. On the other hand, if $\phi$ is of prime order, then it is immediate that $\phi$ is fixed-point-free if and only if $\langle\phi\rangle$ is a regular group of automorphisms.

In this section we shall establish a number of properties of fixed-pointfree automorphisms.

## Lemma 1.1

Let $\phi$ be a fixed-point-free automorphism of $G$ of order $n$. Then
(i) Every element of $G$ can be expressed in the form $x^{-1}(x \phi)$ and $(x \phi) x^{-1}$ for suitable $x$ in $G$.
(ii) For every $x$ in $G$, we have

$$
x(x \phi) \cdots\left(x \phi^{n-1}\right)=\left(x \phi^{n-1}\right) \cdots(x \phi) x=1 .
$$

## Proof

If $x^{-1}(x \phi)=y^{-1}(y \phi)$ with $x, y$ in $G$, then transposing we obtain $x y^{-1}=\left(x y^{-1}\right) \phi$. But then $x y^{-1}=1$ and $x=y$, as $\phi$ is fixed-point-free. Thus there are as many distinct elements of $G$ of the form $x^{-1}(x \phi)$ as there are elements $x$ of $G$ and hence every element of $G$ can be expressed in this form. Similarly, every element of $G$ can be expressed in the form $(x \phi) x^{-1}$. Thus (i) holds.

Now if $x \in G, x=y^{-1}(y \phi)$ for some $y$ in $G$ by (i). Hence

$$
\begin{align*}
x(x \phi) \cdots\left(x \phi^{n-1}\right) & =y^{-1}(y \phi)\left(y^{-1}(y \phi)\right) \phi \cdots\left(y^{-1}(y \phi)\right) \phi^{n-1}  \tag{1.1}\\
& =y^{-1}\left(y \phi^{n}\right)=y^{-1} y=1 .
\end{align*}
$$

The second relation of (ii) is proved similarly.
If $n$ is not a prime power, then $|G|$ need not be prime to $n$. Indeed, if $G=G_{1} \times G_{2}$, where $G_{1}$ is cyclic of order 3 and $G_{2}$ is a four-group, $G$ possesses automorphisms $\phi_{1}, \phi_{2}$, where $\phi_{1}$ inverts $G_{1}$ and is the identity on $G_{2}$, while $\phi_{2}$ has order 3 on $G_{2}$ and is the identity on $G_{1}$. Then $\phi_{1}, \phi_{2}$ commute and consequently $\phi=\phi_{1} \phi_{2}$ is an automorphism of $G$ of order $n=6$, which one can verify is fixed-point-free. Since $|G|=12,(|G|, n) \neq 1$.

If $(|\phi|,|G|)=1$, then Theorem 6.2.2 tells us that for each $p$ in $\pi(G), \phi$ leaves invariant a unique $S_{p}$-subgroup of $G$. However, when $(|\phi|,|G|) \neq 1$, we can still derive the same conclusion with the aid of Lemma 1.1. Indeed, we have

## Theorem 1.2

If $\phi$ is a fixed-point-free automorphism of $G$, then $\phi$ leaves invariant a unique $S_{p}$-subgroup $P$ of $G$ for each prime $p$ in $\pi(G)$. Furthermore, $P$ contains every $\phi$-invariant $p$-subgroup of $G$.

## Proof

Let $Q$ be an $S_{p}$-subgroup of $G$. Then ( $Q$ ) $\phi$ is also an $S_{p}$-subgroup of $G$ and so $(Q) \phi=y^{-1} Q y$ for some $y$ in $G$. But then $\left(z^{-1} Q z\right) \phi=(z \phi)^{-1} y^{-1} Q y(z \phi)$ for any $z$ in $G$. By Lemma 1.1(i) we can choose $z$ so that $(z \phi) z^{-1}=y^{-1}$, in which case $y(z \phi)=z$. For this choice of $z$, we then have $\left(z^{-1} Q z\right) \phi=z^{-1} Q z$, and so $\phi$ leaves invariant the $S_{p}$-subgroup $P=z^{-1} Q z$.

Suppose now that $P$ and $Q$ are two $\phi$-invariant $S_{p}$-subgroups of $G$. Then $Q=x^{-1} P x$ for some $x$ in $G$. Applying $\phi$, it follows that also $Q=(x \phi)^{-1} P(x \phi)$, whence $y=(x \phi) x^{-1} \in N=N_{G}(P)$. Now $N$ is $\phi$-invariant by Theorem 2.1.1(i), and certainly $\phi$ fixes only the identity element of $N$. Hence by Lemma 1.1(i), applied to $N$, we have $y=(z \phi) z^{-1}$ for some $z$ in $N$. But then $(x \phi) x^{-1}=(z \phi) z^{-1}$ and it follows that $x=z$. Thus $x \in N=N_{G}(P)$ and consequently $P=Q$. Thus $P$ is unique.

Finally let $H$ be a $\phi$-invariant $p$-subgroup of $G$ and let $K$ be a maximal $\phi$-invariant $p$-subgroup of $G$ containing $H$. It will suffice to show that $K$ is an $S_{p}$-subgroup of $G$, for then $K=P$ by the preceding argument and the desired conclusion $H \subseteq P$ will follow. Set $N=N_{G}(K)$, so that $\phi$ induces a fixed-point-free automorphism of $N$. Hence by the preceding argument, $N$ possesses a unique $\phi$-invariant $S_{p}$-subgroup $Q$. We have $Q \supseteq K$ and now our maximal choice of $K$ implies that $Q=K$. Hence if $R$ is an $S_{p}$-subgroup of $G$ containing $K$, we have $K=N \cap R=N_{R}(K)$. But now it follows from Theorem 1.2.11(ii) that $R=K$. Thus $K$ is an $S_{p}$-subgroup of $G$, as required.

The property of being fixed-point-free is also preserved under homomorphic images:

## Lemma 1.3

Let $\phi$ be a fixed-point-free automorphism of $G$ and let $H$ be a $\phi$-invariant normal subgroup of $G$. Then $\phi$ induces a fixed-point-free automorphism of G/H.

## Proof

Set $\bar{G}=G / H$ and suppose that $\bar{x} \phi=\bar{x}$ for some $\bar{x}$ in $\bar{G}$. Then $\bar{x}^{-1}(\bar{x} \phi)=\bar{I}$ and so $y=x^{-1}(x \phi) \in H$ for any representative $x$ of $\bar{x}$ in $G$. Since $\phi$ induces a fixed-point-free automorphism of $H$, we have $y=z^{-1}(z \phi)$ for some $z$ in $H$ and it follows that $x=z$. Hence $x \in H$ and so $\bar{x}=\overline{1}$. Thus $\phi$ induces a fixed-point-free automorphism of $\bar{G}$, as asserted.

With this information, we can easily analyze the cases that $\phi$ has order 2 or 3 .

## Theorem 1.4

If $\phi$ is a fixed-point-free automorphism of $G$ of order 2 , then $G$ is abelian and $x \phi=x^{-1}$ for all $x$ in $G$.

## Proof

By Lemma 1.1(ii) we have $x(x \phi)=1$, whence $x \phi=x^{-1}$ for all $x$ in $G$. But now if $x, y \in G$, we have

$$
(x y)^{-1}=(x y) \phi=(x \phi)(y \phi)=x^{-1} y^{-1} .
$$

Thus $y^{-1} x^{-1}=x^{-1} y^{-1}$ and it follows at once that $G$ is abelian.

## Theorem 1.5

If $\phi$ is a fixed-point-free automorphism of $G$ of order 3, then $G$ is nilpotent and $x$ commutes with $x \phi$ for all $x$ in $G$.

## Proof

Since $x(x \phi)\left(x \phi^{2}\right)=\left(x \phi^{2}\right)(x \phi) x=1$ by Lemma 1.1(ii), we have

$$
x(x \phi)=(x \phi) x=\left(x \phi^{2}\right)^{-1},
$$

so $x$ commutes with $x \phi$ for all $x$ in $G$.
Now let $P$ be the unique $\phi$-invariant $S_{p}$-subgroup of $G$ for any $p$ in $\pi(G)$. We shall argue that $P \triangleleft G$, which in view of Theorem 1.3 .6 will suffice to show that $G$ is nilpotent. Assume false, in which case there exists an $S_{p}$-subgroup $Q$ of $G$ with $Q \neq P$. Choose $x$ in $Q$ with $x \notin P$ and set $H=\langle x, x \phi\rangle$. By the preceding paragraph, $x$ and $x \phi$ commute, so $H$ is abelian. Since $x$ is a $p$-element, so is $x \phi$, and it follows at once that $H$ is a $p$-group. On the other hand, since $x \phi^{2}=(x(x \phi))^{-1}, \phi$ transforms the generators $x$ and $x \phi$ of $H$ into elements of $H$ and so leaves $H$ invariant. Thus $H$ is a $\phi$-invariant $p$-subgroup of $G$ and so $H \subseteq P$ by Theorem 1.2, contrary to the fact that $x \in H$, but $x \notin P$.

However, not every group admitting a fixed-point-free automorphism is nilpotent. Indeed, we have

## Theorem 1.6

There exist solvable, nonnilpotent groups admitting fixed-point-free automorphisms of composite order.

## Proof

Examples of such groups are easy to construct. We give one in which $|G|=7^{2} \cdot 3$ and $|\phi|=4$. Here

$$
\begin{equation*}
G=\left\langle x_{1}, x_{2}, y\right| x_{1}^{7}=x_{2}^{7}=y^{3}=1, x_{2} x_{1}=x_{1} x_{2}, x_{1}^{y}=x_{1}^{2}, x_{2}^{v}=x_{2}^{4} . \tag{1.2}
\end{equation*}
$$

One verifies directly that $G$ is the semidirect product of the abelian group $\left\langle x_{1}, x_{2}\right\rangle$ of order 49 and the cyclic group $\langle y\rangle$ of order 3 . Thus $G$ is a group of order $7^{2} \cdot 3$ whose elements are $x_{1}^{i} x_{2}^{j} y^{k}, 0 \leqslant i \leqslant 6,0 \leqslant j \leqslant 6,0 \leqslant k \leqslant 2$. Since an $S_{3}$-subgroup of $G$ is not normal, $G$ is not nilpotent. But clearly $G$ is solvable.

If $\phi$ is defined by the rule

$$
\begin{equation*}
\left(x_{1}^{i} x_{2}^{j} y^{k}\right) \phi=x_{1}^{-j} x_{2}^{i} y^{-k} \tag{1.3}
\end{equation*}
$$

(so that $x_{1} \phi=x_{2}, x_{2} \phi=x_{1}^{-1}$, and $r \phi=y^{-1}$ ), it is easy to check that $\phi$ is a fixed-point-free automorphism of $G$ of order 4.

## 2. FIXED-POINT-FREE AUTOMORPHISMS OF PRIME ORDER

We have seen in the preceding section that a group $G$ admitting a fixed-point-free automorphism $\phi$ of order 2 or 3 is necessarily nilpotent. These results were known at the turn of the century and at that time Frobenius conjectured that $G$ had to be nilpotent whenever $\phi$ had prime order. This conjecture was first proved by Thompson in his doctoral thesis. We shall prove this result now with the aid of the GlaubermanThompson normal $p$-complement theorem.

## Theorem 2.1 (Thompson)

If $G$ admits a fixed-point-free automorphism of prime order, then $G$ is nilpotent.

## Proof,

Suppose false and let $G$ be a minimal counterexample. Let $\phi$ be a fixed-point-free automorphism of $G$ of prime order $r$. We first argue that $G$ is, in fact, solvable. Indeed, suppose $G$ possesses a proper $\phi$-invariant normal subgroup $H \neq 1$. Then $H$ is nilpotent by the minimality of $G$. Furthermore, $\phi$ induces a fixed-point-free automorphism of $G / H$ by Lemma 1.3, which is necessarily of the same order $r$ as $r$ is a prime. Again by the minimality of $G$, it follows that $G / H$ is nilpotent. So $G$ is solvable in this case.
Suppose, on the other hand, that $G$ has no nontrivial proper normal $\phi$-invariant subgroups. Now $G$ is not a 2 -group, as $G$ is not nilpotent. Let then $P$ be the unique $\phi$-invariant $S_{p}$-subgroup of $G$ for some odd prime $p$ in
$\pi(G)$ and set $N=N_{G}(Z(J(P))$. Since $Z(J(P))$ char $P, N$ is $\phi$-invariant and consequently $N \subset G$ by our present assumption on $G$. But now $N$ is nilpotent by the minimality of $G$. Clearly then $N$ has a normal $p$-complement. Since $p$ is odd, the Glauberman-Thompson theorem now yields that $G$ has a normal $p$-complement $K$. Since $K$,char $G, K$ is $\phi$-invariant and so $K=1$, again by our present assumption on $G$. Thus $G=P$ is nilpotent, which is not the case. This proves that $G$ is solvable.

We see then that the effect of the Glauberman-Thompson theorem is to reduce the problem to establishing the theorem in the special case that $G$ is solvable. In this case, we in turn reduce the problem to Theorem 3.4.4, which we obtained as a consequence of Clifford's theorem.

Suppose next that $G$ possesses two nontrivial $\phi$-invariant normal subgroups $H_{1}, H_{2}$ such that $H_{1} \cap H_{2}=1$. Then, as above, $\bar{G}_{i}=G / H_{i}$ is nilpotent, $1 \leqslant i \leqslant 2$, and consequently also $\bar{G}_{1} \times \bar{G}_{2}$ is nilpotent. But for $x$ in $G$, the mapping $x \psi=\left(H_{1} x, H_{2} x\right)$ clearly defines a homomorphism of $G$ into $\bar{G}_{1} \times \bar{G}_{2}$. Furthermore, since $H_{1} \cap H_{2}=1,\left(H_{1} x, H_{2} x\right)=\left(H_{1}, H_{2}\right)$, the identity element of $\bar{G}_{1} \times \bar{G}_{2}$, only if $x=1$. Hence $\psi$ is one-to-one and so $\psi$ maps $G$ isomorphically into $\bar{G}_{1} \times \bar{G}_{2}$. Since $(G) \psi$ is nilpotent, so also is $G$, contrary to our choice of $G$. Thus $G$ does not possess two such subgroups $H_{1}, H_{2}$.

Now let $N$ be a minimal normal $\phi$-invariant subgroup of $G$. Since $G$ is solvable, $N$ is an elementary abelian $p$-group for some prime $p$. Furthermore, again, $\bar{G}=G / N$ is nilpotent. Also $\bar{G}$ is not a $p$-group; otherwise $G$ would be nilpotent. Let $\bar{Q}$ be a $\phi$-invariant $S_{q}$-subgroup of $\bar{G}$ with $q \neq p$ and let $\bar{M}$ be a minimal $\phi$-invariant subgroup of $\Omega_{1}(Z(\bar{Q}))$. Then $\bar{M} \neq 1$ and $\bar{M} \triangleleft \bar{G}$ as $\bar{G}$ is nilpotent. If $H$ denotes the inverse image of $\bar{M}$ in $G$, we have $H=N M$, where $M$ is an elementary abelian $q$-group, $M \neq 1, H \triangleleft G$, and $H$ is $\phi$-invariant. We can assume that $M$ is $\phi$-invariant, in which case our minimal choice of $M$ implies that $\phi$ acts irreducibly on $M$.

If $H \subset G$, then $H$ is nilpotent, whence $M$ char $H \triangleleft G$ and so $M$ and $N$ are two $\phi$-invariant normal subgroups of $G$ such that $M \cap N=1$, contrary to what we have shown above. Thus $G=H=N M$. Furthermore, $C_{M}(N)$ is $\phi$-invariant and, as $\phi$ acts irreducibly on $M$, either $C_{M}(N)=1$ or $M$. However, in the latter case $M$ centralizes $N$, so $G$ is nilpotent, contrary to our choice of $G$. Thus $C_{M}(N)=1$.

But now if $G^{*}$ denotes the semidirect product of $M$ by $\langle\phi\rangle, G^{*}$ acts irreducibly on $N$ as a vector space over $Z_{p}$ and the representation is faithful inasmuch as $C_{M}(N)=1$ and $\phi$ is fixed-point-free on $N$. But $G^{*}=M\langle\phi\rangle$ is a $p^{\prime}$-group, $C_{G} \cdot(M)=M$, and $G^{*} / M$ is of prime order.

Hence $C_{N}(\phi) \neq 1$ by Theorem 3.4.4. This contradiction completes the proof of the theorem.

## 3. FROBENIUS GROUPS AND GROUPS WITH NILPOTENT MAXIMAL SUBGROUPS

If $G$ is a Frobenius group with kernel $K$ and complement $A$, then we know that $A$ induces a nontrivial regular group of automorphisms of $K$. But then $A$ possesses an element $x$ of prime order $r$ and $x$ induces by conjugation a fixed-point-free automorphism of $K$ of order $r$. Hence $K$ is nilpotent by Theorem 2.1. Thus as a corollary of the theorem we obtain the fundamental fact that the kernel of a Frobenius group is necessarily nilpotent.

We summarize now the basic structural properties of a Frobenius group that we have so far established:

## Theorem 3.1

If $G$ is a Frobenius group with kernel $K$ and complement $A$, theil the following conditions hold:
(i) $A$ induces a regular group of automorphisms of $K$.
(ii) $|A|$ divides $|K|-1$.
(iii) $K$ is nilpotent and is abelian if $|A|$ is even.
(iv) The $S_{p}$-subgroups of $A$ are cyclic for odd $p$ and are cyclic or generalized quaternion for $p=2$.
(v) Any subgroup of $A$ of order $p q, p$ and $q$ primes, is cyclic.
(vi) If $|A|$ is odd, $A$ is metacyclic, while if $|A|$ is even, A possesses a unique involution which necessarily is contained in $Z(A)$.

## Proof

In view of the above remarks together with Theorems 2.7.6, 5.3.14, 5.4.11, 7.6.2, and 1.4 , the theorem will be completely proved once we establish (vi) in the case that $|A|$ is even. Let $x$ be an involution of $A$. Then if $y \in A$ and $z \in K^{*}$, we have

$$
z^{x y}=\left(z^{-1}\right)^{y} \quad \text { and } \quad z^{y x}=\left(z^{y}\right)^{x}=\left(z^{y}\right)^{-1}=\left(z^{-1}\right)^{y}
$$

Thus $z^{x y}=z^{y x}$ and consequently the element $[x, y]$ of $A$ fixes the element $z$ of $K^{\#}$. Since $A$ acts regularly on $K$, this forces $[x, y]=1$ and so $x$ centralizes $y$ for all $y$ in $A$. Hence $x \in Z(A)$. In particular, $x$ lies in every $S_{2}$-subgroup of $A$. But each $S_{2}$-subgroup of $A$, being cyclic or generalized quaternion, possesses a unique involution and therefore $x$ is the unique involution of $G$.

Theorem 2.1 together with the Glauberman-Thompson theorem also has the following important consequence:

## Theorem 3.2 (Thompson)

If a maximal subgroup of $G$ is nilpotent of odd order, then $G$ is solvable.

## Proof

Let $M$ be a maximal subgroup of $G$ which is nilpotent of odd order. We proceed by induction on $|G|$. Suppose first that $M$ contains a nontrivial subgroup $H$ which is normal in $G$. Then $M / H$ is a maximal subgroup of $G / H$ and is nilpotent of odd order. Hence $G / H$ is solvable by induction. Since $H$, being a subgroup of $M$, is nilpotent, it follows that $G$ is solvable. Hence we may suppose that $M$ contains no such subgroup $H$.

If $M=1$, the maximality of $M$ implies that $G$ has prime order and so is solvable. Hence we may also assume that $M \neq 1$. Let $P$ be an $S_{p}$-subgroup of $M$ with $p \in \pi(M)$ and set $N=N_{G}(P)$. Then $M \subseteq N$ as $M$ is nilpotent. But $N \subset G$ by the preceding paragraph and, as $M$ is maximal, this forces $M=N$. In particular, $P$ is an $S_{p}$-subgroup of its normalizer and so is an $S_{p}$-subgroup of $G$ by Theorem 1.2.11(ii). Thus $M$ is an $S_{\pi}$-subgroup of $G$, where $\pi=\pi(M)$. The same argument also shows that $M=N_{G}(Z(J(P)))$ and consequently $N_{G}(Z(J(P)))$ possesses a normal $p$-complement. Since $p$ is odd, the Glauberman-Thompson theorem implies that $G$ possesses a normal $p$-complement $K_{p}$. This argument holds for each $p$ in $\pi$. We set $K=\bigcap_{p \in \pi} K_{p}$, so that $K \triangleleft G$. Now $G=P K_{p}$ with $P \cap K_{p}=1$ and therefore $K_{p}$ contains all $p^{\prime}$-elements of $G$. We see then that $K$ contains all $\pi^{\prime}$-elements of $G$. But $K$, being a $p^{\prime}$-group for each $p$ in $\pi$, is a $\pi^{\prime}$-group. Thus $K$ is, in fact, an $S_{\pi}$-subgroup of $G$. Since $M$ is an $S_{\pi}$-subgroup of $G$, we conclude that $G=K M$ with $K \cap M=I$ and $K \triangleleft G$.

Thus to complete the proof, it will suffice to show that $K$ is nilpotent. Choose $x$ of order $p$ in $Z(P)$. Then $C=C_{G}(x)$ contains $M$ as $x \in Z(M)$ and we conclude as above that $C=M$. Hence $x$ centralizes no nontrivial $\pi^{\prime}$-element, whence $x$ induces by conjugation a fixed-point-free automorphism of $K$ of prime order $p$. But then $K$ is nilpotent by Theorem 2.1 and the theorem is proved.

## 4. FIXED-POINT-FREE AUTOMORPHISMS OF ORDER 4

We have seen in Theorem 1.6 that there exist solvable, nonnilpotent groups admitting fixed-point-free automorphisms of composite order. In
view of Theorem 2.1 for the case of prime order, it is natural to ask whether a group $G$ admitting a fixed-point-free automorphism $\phi$ of arbitrary order is necessarily solvable. If $|\phi|=2^{m}$ for some $m$, then $G$ must have odd order by Theorem 6.2.3 and so the conclusion is true in this case as a consequence of the Feit-Thompson theorem.

Without employing this result there is only one case when $\phi$ has composite order in which the desired conclusion has been directly obtained namely, when $|\phi|=4$. Since the proof in this case involves a lovely application of Philip Hall's characterization of solvable groups as well as properties of groups of odd order admitting an automorphism of order 2, we shall present it here.

We begin with the following general lemma:

## Lemma 4.1

Let $G$ be a group of odd order which admits an automorphism $\phi$ of order 2. Set $F=C_{G}(\phi)$ and let I be the subset of elements of $G$ transformed into their inverses by $\phi$. Then the following conditions hold:
(i) $G=F I=I F, F \cap I=1$, and $|I|=|G: F|$.
(ii) $I$ is invariant under $F$.
(iii) If $H$ is a subset of $F$ such that $H^{*} \subseteq F$ for $x$ in $I$, then $x$ centralizes $H$.
(iv) Two elements of $F$ conjugate in $G$ are conjugate in $F$.
(v) If $H$ is a subgroup of $F$, then $N_{G}(H)=C_{G}(H) N_{F}(H)$.
(vi) If $H$ is a subgroup of $I$, then $H$ is abelian.

## Proof

We note that $I$ need not be a subgroup. Observe, first of all, that if $y=x^{-1}(x \phi), x \in G$, then $y \phi=\left(x^{-1}\right) \phi\left(x \phi^{2}\right)=(x \phi)^{-1} x=y^{-1}$, so every element $y$ of this form lies in $I$. Now let $x_{i}, 1 \leqslant i \leqslant n$, be a complete set of right coset representatives of $F$ in $G$ and set $y_{i}=x_{i}^{-1}\left(x_{i} \phi\right)$, so that $y_{i} \in I$, $1 \leqslant i \leqslant n$. We claim that the $y_{i}$ are also a complete set of right coset representatives of $F$ in $G$. Indeed, either this is the case or $y_{j}=z y_{i}, z \in F$, for some $i \neq j$. Applying $\phi$ gives $y_{j}^{-1}=z y_{i}^{-1}$, whence $y_{j}=y_{i} z^{-1}$. Thus

$$
\begin{equation*}
z y_{i}=y_{i} z^{-1} \tag{4.1}
\end{equation*}
$$

and consequently $z^{y_{i}}=z^{-1}$. But then $z^{y_{i}^{2}}=z$ and so $y_{i}^{2}$ centralizes $z$. Since $|G|$ is odd, it follows that $y_{i}$ centralizes $z$. Hence (4.1) reduces to $z=z^{-1}$. Since also $|z|$ is odd, this forces $z=1$ and $y_{j}=y_{i}$. But then $x_{i}^{-1}\left(x_{i} \phi\right)=$ $x_{j}^{-1}\left(x_{j} \phi\right)$ and hence $\left(x_{i} x_{j}^{-1}\right)=\left(x_{i} x_{j}^{-1}\right) \phi$. We conclude that $x_{i} x_{j}^{-1} \in F$, whence $x_{j}$ and $x_{i}$ determine the same coset of $F$, which is not the case as $i \neq j$. Thus the $y_{i}$ are a complete set of coset representatives of $F$ in $G$, as asserted.

Suppose next that $u=z y_{i} \in I$ for some $z$ in $F$ and some $i$. Then $u^{-1}=u \phi=\left(z y_{i}\right) \phi=z y_{i}^{-1}$, whence $z y_{i}=y_{i} z^{-1}$. We conclude now as in the preceding paragraph that $z=1$. Thus $I=\left\{y_{i} \mid 1 \leqslant i \leqslant n\right\}$ and consequently $G=F I$ and $I=|G: F|$. Using left cosets we obtain similarly that $G=I F$. Finally, if $z \in F \cap I$, then $z=z^{-1}$ and so $z=1$. Thus $F \cap I=1$ and so all parts of (i) hold.

Now let $z \in F$ and $x \in I$. Then $\left(z^{-1} x z\right) \phi=z^{-1} x^{-1} z=\left(z^{-1} x z\right)^{-1}$, so $z^{-1} x z \in I$. Thus $I$ is $F$-invariant, proving (ii).

Suppose next that $H^{x} \subseteq F, H$ a subset of $F$, and $x \in I$. Let $z \in H$ and set $u=z^{x}$, so that also $u \in F$. Applying $\phi$, we get $u=u \phi=\left(x^{-1} z x\right) \phi=x z x^{-1}$, whence $x^{-1} z x=x z x^{-1}$. Thus $x^{2}$ centralizes $z$ and, as $|x|$ is odd, $x$ centralizes $z$. Since $z$ was arbitrary in $H$, (iii) follows.

Suppose now that $z_{1}, z_{2} \in F$ and $z_{2}=z_{1}^{x}$ for some $x$ in $G$. Then by (i), $x=y z$, where $y \in I$ and $z \in F$, whence $z_{1}^{y}=z_{2}^{z-1} \in F$. But then $y$ centralizes $z_{1}$ by (iii) and consequently $z_{2}=z_{1}^{z}$, proving (iv).

As for (v), set $N=N_{G}(H)$. Since $H$ is $\phi$-invariant, so is $N$, and consequently $N=(N \cap I)(N \cap F)$ by (i). But as $H^{N \cap I}=H \subseteq F$, (iii) implies that $N \cap I$ centralizes $H$. Since $N \cap F=N_{F}(H)$, (v) follows.

Finally if $H$ is a subgroup of $I, \phi$ induces a fixed-point-free automorphism of $H$ of order 2, so $H$ is abelian by Theorem 1.4. Thus (vi) also holds.

With the aid of the preceding lemma we shall now establish our main result.

## Theorem 4.2

If $G$ admits a fixed-point-free automorphism of order 4 , then $G$ is solvable.

## Proof

Let $\psi$ be the given automorphism, let $\pi(G)=\left\{p_{i} \mid 1 \leqslant i \leqslant r\right\}$, and let $P_{i}$ be the unique $\psi$-invariant $S_{p i}$-subgroup of $G$. Our goal will be to show that $P_{i} P_{j}=P_{j} P_{i}$ is a group for each $i$ and $j$. This will imply at once that $H_{i}=P_{1} P_{2} \cdots P_{i-1} P_{i+1} \cdots P_{r}$ is an $S_{p i}$-subgroup of $G$ for each $i$. But then Philip Hall's theorem will yield that $G$ is solvable.

For the sake of clarity we shall carry out the argument in a sequence of lemmas. First of all, we set $\phi=\psi^{2}$, so that $\phi$ is an automorphism of $G$ of order 2. Furthermore, $|G|$ is odd by Theorem 6.2 .3 as $C_{G}(\psi)=1$. Hence we can apply Lemma 4.1 to the action of $\phi$ on $G$. We set $F=C_{G}(\phi)$ and let $I$ be the subset of $G$ inverted by $\phi$. We preserve this notation throughout the proof. If $F=1$, then $\phi$ is a fixed-point-free automorphism of $G$ of order 2 and so $G$ is abelian. Since the theorem holds in this case, we can also assume that $F \neq 1$.

## Lemma 4.3

The following conditions hold:
(i) $\psi$ induces a fixed-point-free automorphism of $F$ of order 2 and $F$ is abelian.
(ii) Two elements of $F$ conjugate in $G$ are equal.
(iii) Any subgroup of $F$ is in the center of its normalizer in $G$.

## Proof

Since $\psi$ centralizes $\phi=\psi^{2}$, it leaves $F=C_{G}(\phi)$ invariant and so induces an automorphism of $F$ of order 1 or 2 . But $C_{F}(\psi)=1$ and $F \neq 1$, whence $\psi$ induces a fixed-point-free automorphism of $F$ of order 2. In particular, $F$ is abelian. Thus (i) holds. Since $F$ is abelian, (ii) and (iii) follow at once from Lemma 4.1 (iv) and (v), respectively.

The next lemma is crucial and, as in the case of automorphisms of order 2 and 3 , it utilizes the equation

$$
\begin{equation*}
x(x \psi)\left(x \psi^{2}\right)\left(x \psi^{3}\right)=1 \tag{4.2}
\end{equation*}
$$

for $x$ in $G$, which holds by Lemma 1.1(ii).

## Lemma 4.4

If $x \in I$, then $x$ and $x \psi$ commute.

## Proof

Since $x \psi^{2}=x \phi=x^{-1}$ and $x \psi^{3}=x \phi \psi=\left(x^{-1}\right) \psi$ for $x$ in $I$, (4.2) reduces to $x(x \psi) x^{-1}(x \psi)^{-1}=1$, from which the lemma follows.

With the aid of this result, we can prove

## Lemma 4.5

If $P$ is the unique $\psi$-invariant $S_{p}$-subgroup of $G, p \in \pi(G)$, then $P$ is F-invariant.

## Proof

We distinguish two cases. Suppose first that $F \cap P=1$. Since $P=(P \cap F)(P \cap I)$, we have $P \subseteq I$. Since $I$ is $F$-invariant by Lemma 4.1(ii), $Q=P^{z} \subseteq I$ for all $z$ in $F$. But then if $F$ does not normalize $P$, we can choose $z$ so that $Q \neq P$, in which case there exists an element $x$ of $Q$ with $x \notin P$. Then $x$ is a $p$-element of $I$ and by the preceding lemma $x$ commutes with $x \psi$. But then $H=\langle x, x \psi\rangle$ is an abelian $p$-group. On the other hand since $(x \psi) \psi=x \varphi=x^{-1}, \psi$ takes the generators of $H$ into $H$ and so leaves $H$ invariant. But now Theorem 1.2 implies that $H \subseteq P$, contrary to the fact that $x \in H$, but $x \notin P$. Hence $F$ normalizes $P$ in this case.

Suppose next that $F \cap P \neq 1$. We proceed by induction on $|G|$. Since $F$ is abelian, $F \cap P$ is a $\psi$-invariant $p$-subgroup of $G$ normalized by $F$. Let $Q$ now denote a maximal $\psi$-invariant $p$-subgroup of $G$ containing $P \cap F$ and normalized by $F$. Then $Q \subseteq P$ and $Q \neq 1$. We may assume $Q \subset P$ or else the lemma is proved. Then if $N=N_{G}(Q)$, we have $P \cap N \supset Q$ and, as every $\psi$-invariant $p$-subgroup of $G$ lies in $P, P \cap N$ is necessarily the unique $\psi$-invariant $S_{p}$-subgroup of $N$. Furthermore, $F \subseteq N$ and so if $N \subset G$, then $F$ normalizes $P \cap N$ by induction, contrary to our maximal choice of $Q$.

Thus $G=N$. Set $\bar{G}=G / Q$ and let $\bar{P}, \bar{F}$ be the images of $P, F$ in $\bar{G}$. By Lemma $1.3, \psi$ induces a fixed-point-free automorphism of $\bar{G}$. If $\psi$ has order 1 or 2 on $\bar{G}$, then $\bar{G}$ is abelian and $\bar{F}$ normalizes $\bar{P}$, whence $F$ normalizes $P$ in this case. Suppose, finally, that $\psi$ has order 4 on $\bar{G}$ and set $\bar{F}^{*}=C_{G}(\phi)$, so that $\bar{F} \subseteq \bar{F}^{*}$. Now $\bar{P}$ is the unique $\psi$-invariant $S_{p}$-subgroup of $\bar{G}$. Hence if $\bar{F}^{*} \cap \bar{P}=1$, then $\bar{F}^{*}$ normalizes $\bar{P}$ by the first case of the proof, while if $\bar{F}^{*} \cap \bar{P} \neq 1$, the same conclusion follows by induction. In either case $\bar{F}$ normalizes $\bar{P}$ and so $F$ normalizes $P$.

The next lemma will enable us to exploit this last result.

## Lemma 4.6

If $A$ and $B$ are two $\psi$-invariant subgroups of $G$ that are normalized by $F$, then $A B F$ is a group.

## Proof

Since $B F$ is a group, we need only show that $(B F) A=A(B F)$, which will follow if $B F A=B A F \subseteq A B F$. Thus it will suffice to prove that $B A \subseteq A B F$.

If $a \in A$, we can write $a=a_{1} x$ with $a_{1} \in A \cap I$ and $x \in A \cap F$; while if $b \in B$, we can write $b=y b_{1}$ with $b_{1} \in B \cap I$ and $y \in B \cap F$. These results follow from Lemma 4.1(i) inasmuch as $A$ and $B$ are $\phi$-invariant. We thus have $b a=y b_{1} a_{1} x$. Since $A$ and $B$ are $F$-invariant, we see that $b a$ will lie in $A B F$ provided $b_{1} a_{1}$ does. But we can also write

$$
\begin{equation*}
b_{1} a_{1}=u v \tag{4.3}
\end{equation*}
$$

with $u \in F$ and $v \in I$. Applying $\phi$, we get $b_{1}^{-1} a_{1}^{-1}=u v^{-1}$, whence

$$
\begin{equation*}
v=a_{1} b_{1} u \tag{4.4}
\end{equation*}
$$

which together with (4.3) yields

$$
\begin{equation*}
b_{1} a_{1}=u a_{1} b_{1} u \tag{4.5}
\end{equation*}
$$

setting $a_{2}=u a_{1} u^{-1}$ and $b_{2}=u b_{1} u^{-1}$, (4.5) becomes

$$
\begin{equation*}
b_{1} a_{1}=a_{2} b_{2} u^{2} . \tag{4.6}
\end{equation*}
$$

Since $a_{2} \in A, b_{2} \in B$, and $u \in F, b_{1} a_{1} \in A B F$, and the lemma is proved.
The next lemma together with the first paragraph of the proof of Theorem 4.2 will suffice to complete its proof.

## Lemma 4.7

If $P, Q$ are the unique $\psi$-invariant $S_{p}$ - and $S_{q}$-subgroups of $G$ for $p, q$ in $\pi(G)$, then $P Q=Q P$ is a group.

## Proof

We may clearly assume that $q \neq p$. By Lemma $4.5, F$ normalizes both $P$ and $Q$. But then $K=P Q F$ is a group by Lemma 4.6. Now $P \cap F$ and $Q \cap F$ are the $S_{p}$ - and $S_{q}$-subgroups of $F$, so $F=(P \cap F) \times(Q \cap F) \times H$, where $H=O_{\pi^{\prime}}(F)$ and $\pi=\{p, q\}$. Thus $K=P Q H$ and, as $Q H$ is a $p^{\prime}$-group, we also have $|K|=|P||Q||H|$. Hence $H$ is an $S_{\pi^{\prime}}$-subgroup of $K$.

Now let $R$ be an $S_{r}$-subgroup of $H$ and set $N=N_{K}(R)$. Then $R \subseteq Z(N)$ by Lemma 4.3(iii). Since $R$ is an $S_{r}$-subgroup of $K$, Burnside's transfer theorem now yields that $K$ possesses a normal $r$-complement $L_{r}$. Setting $L=\bigcap_{r \in \pi^{\prime}} L_{r}$, we conclude at once that $L$ is an $S_{\pi}$-subgroup of $K$. But $P$ and $Q$ lie in $L_{r}$ for each $r$, whence $P Q \subseteq L$. Since $L$ is an $S_{(p, q)}$-subgroup of $K$, it follows that $P Q=L$. Thus $P Q=Q P$ is a group, completing the proof of the lemma and the theorem.

A variety of results concerning the structure of solvable groups admitting fixed-point-free automorphisms exist in the literature, but we shall not discuss them here.

## 5. FIXED-POINT-FREE FOUR-GROUPS OF AUTOMORPHISMS

So far we have dealt only with single automorphisms. Theorem 6.2.3 and the solvability of groups of odd order together show that any group which admits a fixed-point-free 2 -group of automorphisms must be solvable. However, only in the case that $A$ is a four-group has a direct proof of the solvability of the corresponding group $G$ been obtained. Under the assumption that the Sylow subgroups of $G$ are all abelian, it is not difficult to establish the solvability of $G$ by applying P. Hall's theorem as we did in the preceding section. Using this result together with a theorem of Bauman on the structure of solvable groups admitting a fixed-point-free
four-group of automorphisms, Glauberman has given a beautiful proof of the solvability of $G$ in the general case. Since Glauberman's result will be needed in Chapter 15 in our study of groups with a self-centralizing Sylow 2-subgroup of order 4, we shall present a complete proof of it in this section.

We begin with some general properties of groups which admit a fixed-point-free four-group of automorphisms.

## Lemma 5.1

Let $A$ be a fixed-point-free four-group of automorphisms of $G$, let $\phi_{i}$ be the involutions of $A$, and set $G_{i}=C_{G}\left(\phi_{i}\right), 1 \leqslant i \leqslant 3$. Then the following conditions hold:
(i) $G_{i}$ is abelian, $1 \leqslant i \leqslant 3$.
(ii) $G=\left\langle G_{1}, G_{2}, G_{3}\right\rangle$; and if $G$ has prime power order, then $G=G_{1} G_{2} G_{3}$.
(iii) If $P_{i}$ is the $S_{p}$-subgroup of $G_{i}$, then $P=P_{1} P_{2} P_{3}$ is the unique A-invariant $S_{p}$-subgroup of $G$.
(iv) If $H_{i}$ is a subgroup of $G_{i}$, then $H_{i} \subseteq Z\left(N_{G}\left(H_{i}\right)\right)$.
(v) If an $S_{p}$-subgroup of $G_{i}$ is an $S_{p}$-subgroup of $G$, then $G$ has a normal p-complement.
(vi) If $H$ is a normal $A$-invariant subgroup of $G$, then $A$ induces $a$ fixed-point-free group of automorphisms of $G / H$.

## Proof

Since $C_{G}(A)=1, C_{G_{i}}\left(\phi_{j}\right)=1$ for $j \neq i$. Thus $\phi_{j}$ inverts $G_{i}$ and so $G_{i}$ is abelian by Theorem 1.4. Furthermore, (ii) follows from Theorems 6.2.4 and 5.3.16. Since $G_{i}$ is abelian and $A$-invariant, each $P_{i}$ is also $A$-invariant and so lies in an $A$-invariant $S_{p}$-subgroup of $G$, by Theorem 6.2.2. But by the same theorem, $G$ possesses a unique $A$-invariant $S_{p}$-subgroup $P$ since $C_{G}(A)=1$. Thus $P_{i} \subseteq P, 1 \leqslant i \leqslant 3$. On the other hand, by (ii) we have $P=\left(P \cap G_{1}\right)\left(P \cap G_{2}\right)\left(P \cap G_{3}\right)$. But $P \cap G_{i} \subseteq P_{i}$, as $P_{i}$ is the unique $S_{p}$-subgroup of $G_{i}$. We conclude that $P=P_{1} P_{2} P_{3}$, proving (iii).

Next let $H_{i}$ be a subgroup of $G_{i}$, say $i=1$, and set $N=N_{G}\left(H_{1}\right)$. Since $\phi_{j}$ inverts $H_{1}$ for $j \neq 1, H_{1}$ is $A$-invariant, whence also $N$ is $A$-invariant by Theorem 2.1.1(i). Thus $N$ is generated by its subgroups $N \cap G_{i}, \mathrm{l} \leqslant i \leqslant 3$, by (ii). Since $G_{1}$ is abelian, $G_{1} \subseteq N$ and $G_{1}$ centralizes $H_{1}$. Thus to prove (iv), we need only show that $N \cap G_{j}$ centralizes $H_{1}, 2 \leqslant j \leqslant 3$. But $K_{j}=H_{1}\left(N \cap G_{j}\right)$ is a group of odd order acted on by the involution $\phi_{1}$. Furthermore, $H_{1}$ is the subgroup of $K_{j}$ fixed by $\phi_{1}$, while $N \cap G_{j}$ is the subset inverted by $\phi_{1}$. Since $H_{1} \triangleleft K_{j}$, it follows therefore from Lemma 4.1(iii) that $N \cap G_{j}$ centralizes $H_{1}$, as required. Moreover, if $P_{i}$ is an
$S_{p}$-subgroup of $G_{i}, P_{i}$ is in the center of its normalizer, by (iv). Hence if $P_{i}$ is an $S_{p}$-subgroup of $G$, then $G$ possesses a normal $p$-complement by Burnside's transfer theorem. Thus (v) also holds. Finally, (vi) is a special case of Theorem 5.3.15.

Remark A theorem of Brauer and Wielandt concerning the fixed points of automorphism groups (compare Wielandt [10]) implies under the above hypotheses that $|G|=\left|G_{1}\right|\left|G_{2}\right|\left|G_{3}\right|$. Using this formula, it is not difficult to show that $G=G_{1} G_{2} G_{3}$ for any group $G$ which admits a fixed-point-free four-group of automorphisms. However, we do not require this stronger result for our applications.

## Theorem 5.2

If $G$ is a group with abelian Sylow subgroups which admits a fixed-pointfree four-group of automorphisms, then $G$ is solvable.

## Proof

We use the same notation as above. Furthermore, if $H$ is any $A$-invariant subgroup or homomorphic image of $G$, we shall write $H_{i}=C_{H}\left(\phi_{i}\right), 1 \leqslant i \leqslant 3$. Let $P=P_{1} P_{2} P_{3}$ be the unique $A$-invariant $S_{p}$-subgroup of $G$ for $p$ in $\pi(G)$. If $P=P_{i}$, then $G$ has a normal $p$-complement $K$ by the preceding lemma. Since $K$ char $G, K$ is $A$-invariant and so $K$ is solvable by induction, whence also $G$ is solvable. Hence we may assume that for each $p$ in $\pi(G), P_{i} \neq 1$, for at least two values of $i, 1 \leqslant i \leqslant 3$. Let $Q=Q_{1} Q_{2} Q_{3}$ be the unique $A$-invariant $S_{q}$-subgroup of $G, q \in \pi(G)$. It will suffice to show that $P Q=Q P$ is a group when $q \neq p$, for then it will follow from P . Hall's theorem as in the proof of Theorem 4.2 that $G$ is solvable.

Consider first the case that $P_{i} \neq 1$ for all $i$. Set $C=C_{G}\left(P_{1}\right)$. Since $P$ is abelian by hypothesis, $P \subseteq C$. Furthermore, $Q_{1} \subseteq C$ since $G_{1}$ is abelian. Since $C$ is $A$-invariant, it follows by induction, if $C \subset G$, that $C$ is solvable. Hence also the semidirect product $C^{*}=C A$ is solvable. But then by Theorem 6.4.1(i), $C^{*}$ possesses an $S_{\pi}$-subgroup $H^{*}$ containing $A$, where $\pi=\{2, p, q\}$ and consequently $H=C \cap H^{*}$ is an $A$-invariant $S_{\{p, q\}}$-subgroup of $C$. On the other hand, if $C=G$, then $\bar{G}=G / P_{1}$ is solvable by induction since $A$ acts fixed-point-free on $\bar{G}$ by Lemma 5.1(vi). But now the same reasoning on $\bar{G} A$ shows that $\bar{G}$ possesses an $A$-invariant $S_{(p, q)^{-}}$ subgroup $\bar{H}$. But then the inverse image $H$ of $\bar{H}$ yields an $A$-invariant $S_{\{p, q\}}$-subgroup of $C$ in this case as well.

Since $P$ is the unique $A$-invariant $S_{p}$-subgroup of $G$, we have $H=P R=R P$, where $R$ is the unique $A$-invariant $S_{q}$-subgroup of $H$ and
hence also of $C$. Since $Q_{1} \subseteq C$, Lemma 5.1 implies that $Q_{1} \subseteq R \subseteq Q$. Since $P_{i} \neq 1$ for $i=2$ and 3, we can repeat this argument for $P_{2}$ and $P_{3}$ and we conclude that there exist $A$-invariant subgroups $R=R^{(1)}, R^{(2)}$, and $R^{(3)}$ of $G$ such that

$$
\begin{equation*}
P R^{(i)}=R^{(i)} P \quad \text { and } \quad Q_{i} \subseteq R^{(i)} \subseteq Q \quad 1 \leqslant i \leqslant 3 . \tag{5.1}
\end{equation*}
$$

Since $P$ is permutable with each $R^{(i)}$, it follows at once that $P$ is permutable with $R^{*}=\left\langle R^{(1)}, R^{(2)}, R^{(3)}\right\rangle$. But each $Q_{i} \subseteq R^{*}$ and $R^{*} \subseteq Q$ by (5.1). Since $Q=Q_{1} Q_{2} Q_{3}$, we conclude that $R^{*}=Q$, giving the desired conclusion that $P Q=Q P$ is a group.

Finally, consider the case that $P_{i} \neq 1$ for just two values of $i$, say $i=1$ and 2. Once again consider $C=C_{G}\left(P_{1}\right)$ and $H=P R$. In this case we shall argue that $R \triangleleft H$. Set $\bar{H}=H / P_{1}=\bar{P} \bar{R}$. It will suffice to show that $\bar{R} \triangleleft \bar{H}$, for then $P_{1} R \triangleleft H$. But $P_{1} \subseteq Z(H)$ as $H \subseteq C$, so $P_{1} R=P_{1} \times R$ and $R$ char $P_{1} R \triangleleft H$, whence $R \triangleleft H$. Now $A$ acts fixed-point-free on $\bar{H}$. Furthermore, $\bar{P}=C_{P}\left(\phi_{2}\right)=\bar{P}_{2}$ as $P=P_{1} P_{2}$. Since $\bar{P}$ is an $S_{p}$-subgroup of $\bar{H}$, Lemma 5.1(v) now yields that $\bar{H}$ has a normal $p$-complement, which must clearly be $\bar{R}$. Thus $\bar{R} \triangleleft \bar{H}$ and so $R \triangleleft H$, as asserted.

But now set $N=N_{G}(R)$. Then $N$ contains $P$ and $Q$ (as $Q$ is abelian). If $R \neq 1$, we reason on $N$ as we did above on $C$ to conclude that $N$ possesses an $A$-invariant $S_{\{p, q\}}$-subgroup $K$ with $K=P Q=Q P$. Since $Q_{1} \subseteq R$, we see that the desired conclusion follows unless $Q_{1}=1$. Similarly, it holds unless also $Q_{2}=1$. But we know by the first paragraph of the proof that either $Q_{1} \neq 1$ or $Q_{2} \neq 1$. This completes the proof of the theorem.

To treat the case that $G$ has arbitrary Sylow subgroups we require three preliminary results. We preserve the above notation for the balance of the section.

## Theorem 5.3 (Bauman)

If $G$ is a solvable group which admits a fixed-point-free four-group of automorphisms $A$, then $G^{\prime}$ is nilpotent.

## Proof

We argue by induction on $|G|$. Suppose first that $G$ possesses two distinct minimal normal $A$-invariant subgroups $H$ and $K$. If $H$ is disjoint from $G^{\prime}$, then $G^{\prime}$ and $(G / H)^{\prime}$ are isomorphic. Since $A$ acts fixed-point-free on $G / H$ by Lemma 5.1, the theorem follows by induction. Hence we may assume that $H$, and similarly $K$, is contained in $G^{\prime}$. Again by induction $G^{\prime} / H$ and $G^{\prime} / K$ are nilpotent. But $H \cap K=1$ by the minimality of $H$ and $K$ and consequently $G^{\prime}$ is mapped isomorphically into the nilpotent group
$G^{\prime} / H \times G^{\prime} / K$ under the mapping $x \rightarrow(x H, x K), x \in G^{\prime}$. Thus $G^{\prime}$ is nilpotent. We may therefore assume that $G$ possesses a unique minimal normal $A$-invariant subgroup $H$. Since the semidirect product of $G$ by $A$ is solvable, $H$ is an elementary abelian $p$-group for some prime $p$ by Theorem 2.4.1(v). Furthermore, clearly $O_{p}(G)=1$.

Set $P=O_{p}(G)$, let $Q$ be a nontrivial $A$-invariant normal subgroup of $G$ such that $\Phi(P) \subseteq Q \subseteq P$, and set $\bar{G}=G / Q$. By induction $\bar{G}^{\prime}$ is nilpotent. In particular, $O_{p}\left(\bar{G}^{\prime}\right) \triangleleft \bar{G}$ and consequently $O_{p}\left(\bar{G}^{\prime}\right) \subseteq O_{p}(\bar{G})=\bar{P}$, where $\bar{P}$ is the image of $P$ in $\bar{G}$. Consider first the case that $Q=\Phi(P)$. Since $\bar{L}=O_{p^{\prime}}\left(\bar{G}^{\prime}\right)$ and $\bar{P}$ are each normal in $\bar{G}, \bar{L}$ centralizes $\bar{P}$. But then by Theorem 5.1.4 every $p^{\prime}$-element of the inverse image of $\bar{L}$ in $G$ centralizes $P$. However, $C_{G}(P) \subseteq P$ by Theorem 6.3.2 and we conclude that $\bar{L}=\overline{1}$. Thus $\bar{G}^{\prime} \subseteq \bar{P}$ and so $G^{\prime} \subseteq P$, whence $G^{\prime}$ is nilpotent. This argument applies whenever $\Phi(P) \neq 1$ and therefore we may assume that $\Phi(P)=1$.

Suppose next that $Q \subset P$. Since $\bar{L}$ centralizes $\bar{P}=P / Q$, we have $H=[P, \bar{L}] \subseteq Q$. Since $\bar{L}$ is a $p^{\prime}$-group and $P$ is abelian, it follows from Theorem 5.2.3 that $P=H \times C$, where $C=C_{P}(\bar{L})$. But as $\bar{L}$ is an $A$-invariant normal subgroup of $\bar{G}$, both $H$ and $C$ are $A$-invariant normal subgroups of $G$. Since $G$ possesses a unique such subgroup, the only possibility is $H=1$ and $C=P$, whence $\bar{L}=\overline{1}$. Again $G^{\prime} \subseteq P$ and so $G^{\prime}$ is nilpotent. Thus we may also assume that $P=Q$ is a minimal normal $A$-invariant subgroup of $G$.

In this case $O_{p}\left(\bar{G}^{\prime}\right)=\overline{1}$, so $\bar{G}^{\prime}=\bar{L}$ is a $p^{\prime}$-group. Let $\bar{N}$ be any $A$-invariant proper subgroup of $\bar{G}$ and let $N$ be its inverse image in $G$. Then $N^{\prime}$ is nilpotent by induction. Since $P \triangleleft N$, it follows at once that $P$ centralizes $O_{p^{\prime}}\left(N^{\prime}\right)$, whence $O_{p^{\prime}}\left(N^{\prime}\right)=1$ as $C_{G}(P) \subseteq P$. Thus $N^{\prime}$ is a $p$-group and consequently $\bar{N}^{\prime}$ is a $p$-group. But $\bar{N}^{\prime} \subseteq \bar{G}^{\prime}$ and $\bar{G}^{\prime}$ is a $p^{\prime}$-group. Hence $\bar{N}^{\prime}=\overline{1}$ and we conclude that every proper $A$-invariant subgroup of $\bar{G}$ is abelian.

We shall argue next that for some $i, j$ with $\mathrm{I} \leqslant i, j \leqslant 3$ and $i \neq j, \bar{G}_{i} \bar{G}_{j}$ is a normal abelian subgroup of $\bar{G}$. It will suffice to show that there exists a proper $A$-invariant normal subgroup $\bar{M}$ of $\bar{G}$ with $\bar{G} / \bar{M}$ cyclic of prime power order. Indeed, in that case some involution of $A$, say $\phi_{3}$, acts trivially on $\bar{G} / \bar{M}$, whence $\bar{G}=\bar{M} \bar{G}_{3}$. Since $A$ acts fixed-point-free on $\bar{G} / \bar{M}$, it follows that $\bar{G}_{k} \subseteq \bar{M}, 1 \leqslant k \leqslant 2$. Since $\bar{M}$ is abelian, we conclude that $\bar{G}_{1} \bar{G}_{2}$ is an abelian group. But then $\bar{G}_{1} \bar{G}_{2}$ is precisely the subset of $\bar{G}$ inverted by $\phi_{3}$ and so $\bar{G}_{1} \bar{G}_{2} \triangleleft \bar{G}$ by Lemma 4.1(i) and (ii). If $\bar{G} / \bar{G}^{\prime}$ is cyclic of prime power order, we can take $\bar{M}=\bar{G}^{\prime}$; if not, as $\bar{G} / \bar{G}^{\prime}$ is abelian, it is easy to see that $\bar{G}$ possesses two proper $A$-invariant subgroups $\bar{X}$ and $\bar{Y}$,
each containing $\bar{G}^{\prime}$, such that $\bar{G}=\bar{X} \bar{Y}$. Since $\bar{X}$ and $\bar{Y}$ are abelian, it follows that $\bar{G}^{\prime} \subseteq Z(\bar{G})$ and hence that $\bar{G}$ is nilpotent. However, in this case, it is immediate that $\bar{G}$ possesses an $A$-invariant normal subgroup $\bar{M}$ of prime index.

For definiteness, assume $\bar{G}_{1} \bar{G}_{2} \triangleleft \bar{G}$. We may also assume that $\bar{G}$ is nonabelian, since otherwise $G^{\prime} \subseteq P$ and $G^{\prime}$ would be nilpotent. Hence no $\phi_{i}$ induces a fixed-point-free automorphism of $\bar{G}$ and so $\bar{G}_{i} \neq \overline{1}, 1 \leqslant i \leqslant 3$. In particular, it follows that the subset $I_{i}$ of $G$ inverted by $\phi_{i}$ is not contained in $P$ for any $i$. If $P \subseteq I_{i}$, then $I_{i}$ centralizes $P$ by Lemma 4.1(vi), contrary to the fact that $C_{G}(P) \subseteq P$. Thus $P \nsubseteq I_{i}$ and we conclude that $P_{i} \neq 1,1 \leqslant i \leqslant 3$.

Finally we have $I_{1} \cap P=P_{2} P_{3}$ and consequently $P_{2} P_{3}$ is invariant under $G_{1}$ by Lemma 4.1 (ii). Since $\bar{G}_{1} \bar{G}_{2}$ is abelian, it follows that

$$
K=\bigcap_{x \in \bar{G}_{2}}\left(P_{2} P_{3}\right)^{\bar{x}}
$$

is invariant under $\bar{G}_{1} \bar{G}_{2}$ as well as under $A$. But $\bar{G}_{2}$ centralizes $P_{2}$ since $G_{2}$ is abelian and consequently $P_{2} \subseteq K$. In particular, $K \neq 1$. If $K=P_{2}$, then $G_{1}$, being inverted by $\phi_{2}$, centralizes $K$ by Lemma 4.1 (iii). Since $G_{2}$ also centralizes $K$ in this case, we see that $K \subseteq C_{P}\left(\overline{G_{1}} \bar{G}_{2}\right)$. But this latter group is normal in $G$ since $\bar{G}_{1} \bar{G}_{2}$ is normal in $\bar{G}$. Since $P$ is a minimal $A$-invariant normal subgroup of $G$, we conclude that $\bar{G}_{1} \bar{G}_{2}$ centralizes $P$, a contradiction. Thus $K \supset P_{2}$ and therefore $K \cap P_{3} \neq 1$. Setting

$$
L=\bigcap_{\bar{j} \in G_{3}} K^{\bar{y}},
$$

it follows that $K \cap P_{3} \subseteq L \subset P$ and that $L$ is invariant under both $\bar{G}$ and $A$, again contradicting the fact that $P$ is a minimal normal $A$-invariant subgroup of $G$, and the theorem is proved.

## Lemma 5.4

Let $G$ be a group in which $G^{\prime}$ is nilpotent and let $P$ be an $S_{p}$-subgroup of $G$. Then $G=O_{p^{\prime}}\left(G^{\prime}\right) N_{G}(P)$. In particular, if $Q$ char $P$, then $Q \cap P^{\prime} \triangleleft G$.

## Proof

Since $G / G^{\prime}$ is abelian and $G^{\prime}$ is nilpotent, $O_{p^{\prime}}\left(G^{\prime}\right) P=G^{\prime} P$ and is normal in $G$. But then $G=O_{p^{\prime}}\left(G^{\prime}\right) N_{G}(P)$ by Lemma 1.3.7. Furthermore, if $Q$ char $P$, then $Q \cap P^{\prime}$ char $P$ and so $Q \cap P^{\prime} \triangleleft N_{G}(P)$. But $Q \cap P^{\prime}$ centralizes $O_{p^{\prime}}\left(G^{\prime}\right)$ as $G^{\prime}$ is nilpotent and hence $Q \cap P^{\prime} \triangleleft G$.

## Lemma 5.5

Let P be a p-group which admits a fixed-point-free four-group of automorphisms A. Assume that the following conditions hold:
(a) $Z(P)$ is cyclic.
(b) $\left|\Omega_{1}\left(Z_{2}(P)\right)\right| \geqslant p^{3}$.
(c) If $X$ is any $A$-invariant subgroup of $Z_{2}(P)-Z(P)$ of order $p$, then $C_{P}(X)$ is abelian.
Then $P$ is the central product of a cyclic group and an extra-special group of order $p^{3}$ and exponent $p$.

## Proof

Conditions (a) and (b) imply that $P$ is nonabelian. Set $Z=\Omega_{1}(Z(P))$ and $W=\Omega_{1}\left(Z_{2}(P)\right)$, so that $|Z|=p,|W| \geqslant p^{3}$, and $Z, W$ are each $A$-i:ivariant. Since $W=W_{1} W_{2} W_{3}$. a subgroup $X$ satisfying (c) exists. Since $Z X \triangleleft P$ and $Z X$ is abelian of type ( $p, p$ ), it follows from Theorem 2.8.1 that $|P: C|=p$, where $C=C_{P}(Z X)$. Moreover, $C$ is abelian by (c).

We first argue that $W \cap C$ is not elementary abelian of order at least $p^{3}$, so assume the contrary. Choose $y$ in $P-C$. Then $y$ normalizes $W \cap C$ and $[W \cap C, y] \subseteq Z$. Since $|Z|=p$, this implies that $[W \cap C: V] \leqslant p$, where $V=C_{W \cap C}(y)$. But then $V$ is noncyclic by our assumption. On the other hand, $V$ centralizes both $C$ and $r$, whence $V \subseteq Z(P)$, contrary to (a). This proves the assertion.
If $Z_{2}(P) \subseteq C$, then $W$ would be abelian. Since $|W| \geqslant p^{3}$, this would contradict the preceding argument. Since $C$ is abelian, it follows easily from this that $P / Z(P)$ is abelian. Hence $\mathrm{cl}(P)=2$, whence $P=Z_{2}(P)$ and $W=\Omega_{1}(P)$. Furthermore, $W$ is of exponent $p$ by Lemma 5.3.9 since $p$ must be odd. Thus $W \cap C$ is elementary abelian and consequently $|W \cap C| \leqslant p^{2}$. We conclude that $|W|=p^{3}$ and that $W$ is nonabelian, whence extra-special. Since $[P, W]=Z=Z(W)$, it follows now from Lemma 5.4.6 that $P=W C_{P}(W)$. But $C_{P}(W)$ is abelian by (c) and so $C_{P}(W)=Z(P)$ is cyclic, completing the proof.

With the aid of these results we shall now prove

## Theorem 5.6 (Glauberman)

If $G$ admits a fixed-point-free four-group of automorphisms $A$, then $G$ is solvable.

The proof will be by contradiction and we let $G$ denote a minimal counterexample to the theorem. Then $G$ possesses no nontrivial proper $A$-invariant normal subgroups $H$. Indeed, since $A$ acts fixed-point-free on $G / H$, the minimality of $G$ implies that both $H$ and $G / H$ are solvable, whence $G$ is solvable, contrary to our choice of $G$. Furthermore, by Theorem 5.2 the $S_{p}$-subgroups of $G$ are nonabelian for some prime $p$.

Choose such a prime $p$ and let $P$ be the unique $A$-invariant $S_{p}$-subgroup of $G$.

The bulk of the proof consists of a detailed analysis of the structure of $P$ and of $N=N_{G}\left(P^{\prime}\right)$. We preserve this notation throughout. Note that if $K$ is any $A$-invariant proper subgroup of $G$, Lemma 5.1 (ii) implies that $K \cap P$ is the unique $A$-invariant $S_{p}$-subgroup of $K$. Furthermore, $K$ is solvable and hence $K^{\prime}$ is nilpotent by Theorem 5.3. We shall use these facts repeatedly. For the sake of clarity we break up the argument into a sequence of lemmas.

## Lemma 5.7

Let $M$ be a proper A-invariant subgroup of $G$ and assume that one of the following two conditions holds:
(a) $M \cap P$ is nonabelian,
(b) $M \cap Z(P) \cap G_{i}$ is noncyclic for some $i, 1 \leqslant i \leqslant 3$.

Then $M \subseteq N$.

## Proof

Suppose false and choose $M$ to violate the desired conclusion in such a way that $Q=M \cap P$ has maximal order. Suppose first that $Q$ is nonabelian, whence $K=N_{G}\left(Q^{\prime}\right)$ is a proper $A$-invariant subgroup of $G$. Since $Q^{\prime}$ char $Q$, Theorem 1.2.11(ii) implies that either $K \cap P \supset Q$ or that $Q=P$. In the first case $K \subseteq N$ by our maximal choice of $M$ and in the second case $K=N$ by definition of $N$. But by Lemma $5.4 Q^{\prime} \triangleleft M$, whence $M \subseteq K \subseteq N$, a contradiction. Thus $Q$ is abelian and hence (b) holds.

Since $P$ is nonabelian, $Q \subset P$ and it follows now as in the preceding paragraph that $N_{G}(Q) \subseteq N$. But $M=L N_{M}(Q)$, where $L=O_{p^{\prime}}\left(M^{\prime}\right)$ by Lemma 5.4. Hence to derive a contradiction and thus complete the proof, we need only show that $L \subseteq N$. By hypothesis $R=M \cap Z(P) \cap G_{i}$ is noncyclic for some $i$. Since $C_{6}(x)$ is a proper $A$-invariant subgroup of $G$ containing $P$ for each $x$ in $R^{\#}$, it follows from the preceding paragraph that each $C_{G}(x) \subseteq N$. However, $L=\left\langle C_{L}(x) \mid x \in R^{\#}\right\rangle$ by Theorem 6.2.4 as $R$ is noncyclic and we conclude that $L \subseteq N$.

## Lemma 5.8

For $i \neq j,\left\langle G_{i}, G_{j}\right\rangle \nsubseteq N$.

## Proof

Suppose, say, that $\left\langle G_{2}, G_{3}\right\rangle \subseteq N$. We claim first that $G=G_{1} N$, which will follow if we prove that $|G|=\left|G_{1} N\right|$. It will clearly suffice to show that for any prime $r$ in $\pi(G)$, if $R$ is the unique $A$-invariant $S_{r}$-subgroup of $G$, then $|R|$ divides $\left|G_{1} N\right|$. But $R=R_{1} R_{2} R_{3}$ and $R_{i} \subseteq G_{i} \subseteq N, 2 \leqslant i \leqslant 3$,
whence $R=R_{1}(R \cap N)$. Since $G_{1}$ is abelian, any $r$-element of $G_{1} \cap N$ lies in $R_{1} \cap N$ and the desired conclusion follows at once.

Now set $H=\bigcap_{x \in G} N^{x}$. Since $G=G_{1} N=N G_{1}$, it follows that $H=\bigcap_{x \in G_{1}} N^{x}$. But $G_{1}$ is abelian and consequently $N_{1} \subseteq H$. Furthermore, $N_{1} \neq 1$, since otherwise $N$ would be inverted by $\phi_{1}$ and so $N$ would be abelian, contrary to the fact that $P \subseteq N$ and $P$ is nonabelian. Thus $H$ is a nontrivial $A$-invariant normal subgroup of $G$ contained in the proper subgroup $N$. However, $G$ contains no such normal subgroup and the lemma is proved.

Since $Z(P)$ is $A$-invariant and nontrivial, $G_{i} \cap Z(P) \neq 1$ for some $i$, $1 \leqslant i \leqslant 3$. For definiteness, assume that $G_{1} \cap Z(P) \neq 1$.

## Lemma 5.9

The following conditions hold:
(i) $Z(P)$ is cyclic.
(ii) $\Omega_{1}(Z(P)) \subseteq Z(N)$.
(iii) $Z(P) \subseteq G_{1} \subseteq N$.

## Proof

Set $M_{i}=N_{G}\left(G_{i} \cap Z(P)\right), 1 \leqslant i \leqslant 3$. Then $M_{i}$ is an $A$-invariant subgroup of $G$ containing both $G_{i}$ and $P, 1 \leqslant i \leqslant 3$. Moreover, $M_{1} \subset G$. But then $M_{1} \subseteq N$ by Lemma 5.7(a) and hence $G_{1} \subseteq N$. The same reasoning shows that $G_{j} \subseteq N$ if $M_{j} \subset G, j=2$ or 3 . However, Lemma 5.8 shows that $G_{j} \nsubseteq N$ for $j=2$ or 3 as $G_{1} \subseteq N$. Hence $G_{j} \cap Z(P)=1,2 \leqslant j \leqslant 3$, and consequently $Z(P) \subseteq G_{1}$.

Suppose that $Z(P)$ is noncyclic. Since $P$ is nonabelian, we must have $P_{2} \neq 1$, whence $C_{6}\left(P_{2}\right)$ is a proper $A$-invariant subgroup of $G$ containing both $Z(P)$ and $G_{2}$. But then $C_{6}\left(P_{2}\right) \subseteq N$ by Lemma $5.7(\mathrm{~b})$, whence $G_{2} \subseteq N$, contrary to Lemma 5.8. Thus $Z(P)$ is cyclic. Finally $P^{\prime} \cap Z(P) \triangleleft N$ by Lemma 5.4. But $P^{\prime} \cap Z(P) \neq 1$ as $P^{\prime} \neq 1$. Since $Z(P)$ is cyclic, it follows that $Z=\Omega_{1}(Z(P))$ char $P^{\prime} \cap Z(P)$ and hence that $Z \triangleleft N$. Lemma 5.1 (iv) now yields that $Z \subseteq Z(N)$ and all parts of the lemma are proved.

## Lemma 5.10

The following conditions hold:
(i) $P_{1} \cap Z_{2}(P)=Z(P)$.
(ii) $N^{\prime} \cap Z_{2}(P) \nsubseteq P_{1}$.
(iii) $N$ does not possess a normal p-complement.

## Proof

Since $P_{1} \cap Z_{2}(P) \supseteq Z(P)$ by the preceding lemma, we see that $P_{1} \cap Z_{2}(P) \triangleleft P$. But then $P_{1} \cap Z_{2}(P)=Z(P)$ by Lemma $5.1($ iv $)$, proving (i).

To establish (ii), it will suffice to show that $N^{\prime} \cap P \nsubseteq P_{1}$. Indeed, if this is the case, then $N^{\prime} \cap P \nsubseteq Z(P)$ and hence $N^{\prime} \cap P / N^{\prime} \cap Z(P)$ is a nontrivial normal subgroup of $P / N^{\prime} \cap Z(P)$. Applying Theorem 2.6.4, it follows at once that $N^{\prime} \cap Z_{2}(P) \nsubseteq Z(P)$. But now another application of Lemma 5.1(iv) yields that $N^{\prime} \cap Z_{2}(P) \nsubseteq P_{1}$.

Suppose then that $Q=N^{\prime} \cap P \subseteq P_{1}$. Since $Q$ is an $S_{P}$-subgroup of $N^{\prime}$ and $N / N^{\prime}$ is abelian, we can clearly write $N=K P$, where $K$ is $A$-invariant, $N^{\prime} \subseteq K \triangleleft N$, and $Q$ is an $S_{p}$-subgroup of $K$. Lemmas 5.1 (iv) and 5.4 imply that $Q \subseteq Z(K)$ and consequently $K$ possesses a normal $p$-complement by Burnside's transfer theorem. But then $N$ also possesses a normal $p$-complement. We see then that (ii) will follow from (iii). But $N_{G}(Z(J(P))) \subseteq N$ by Lemma 5.7 and so $N_{G}(Z(J(P)))$ will have a normal $p$-complement whenever $N$ does. Since $p$ is odd, the Glauberman-Thompson normal $p$-complement theorem will then yield that $G$ itself has a normal $p$-complement and it will follow that $G$ is solvable, contrary to our choice of $G$. Thus (ii) and (iii) also hold.

We can now establish our main results on the structure of $P$ and $N$.

## Lemma 5.11

The following conditions hold:
(i) $P$ is extra-special of order $p^{3}$ and exponent $p$.
(ii) $P \subseteq N^{\prime}$ and $P \triangleleft N$.
(iii) $N=N_{1} P$.

## Proof

Set $R=\Omega_{1}\left(Z_{2}(P)\right)$. Since $Z_{2}(P)$ has class at most 2 and $p$ is odd, $R$ is of exponent $p$. In particular, $P_{1} \cap R=Z$, where $Z=\Omega_{1}(Z(P))$, by Lemma 5.10(i). Furthermore, since $N^{\prime} \cap Z_{2}(P) \nsubseteq P_{1}$ by Lemma 5.10(ii), also $S=N^{\prime} \cap R \nsubseteq P_{1}$. Thus $|S| \geqslant p^{2}, Z \subseteq S$, and by Lemma $5.4, S \triangleleft N$.

We shall argue that $|S| \geqslant p^{3}$, so assume by way of contradiction that $|S|=p^{2}$. We have $Z \subseteq Z(N)$ by Lemma 5.9 (ii). Furthermore, since $|S / Z|=p$, Lemma $5.1(\mathrm{iv})$ implies that $S / Z \subseteq Z(N / Z)$. Hence $N$ stabilizes the normal series $S \supset Z \supset 1$. Setting $C=C_{N}(S)$, it follows now from Corollary 5.3 .3 that $N=C P$. On the other hand, if we choose $i=2$ or 3 so that $P_{i} \cap S \neq 1$, then $G_{i} \subseteq M=C_{G}\left(P_{i} \cap S\right) \subset G$, whence $M \nsubseteq N$ by Lemma 5.8. But then $M \cap P$ must be abelian by Lemma 5.7. Since $S \subseteq M \cap P$, we see that $M \cap P=C \cap P$ and we conclude that the $S_{p}$-subgroup $C \cap P$ of $C$ is abelian. Since $Z \subset S \subseteq Z(C)$, it follows now from Theorem 7.4.4(i) that $C^{\prime} \cap Z=1$. Since $C^{\prime} \cap P \triangleleft P$ and $Z=\Omega_{1}(Z(P))$, Theorem 2.6.4 shows that this is possible only if $C^{\prime} \cap P=1$. But then $C$, and hence also
$N$, possesses a normal $p$-complement by another application of Theorem 7.4.4, contrary to Lemma 5.10 (iii). Therefore $|S| \geqslant p^{3}$, as asserted.

Now let $X$ be any $A$-invariant subgroup of $R-Z$ of order $p$. Then $X \subseteq G_{j}, j=2$ or 3 , and hence $G_{j} \subseteq C_{G}(X)$. As above, Lemmas 5.7 and 5.8 imply that $C_{P}(X)$ is abelian. Since $Z(P)$ is cyclic and $R=\Omega_{1}\left(Z_{2}(P)\right)$ has order at least $p^{3}$ by the preceding paragraph, $P$ satisfies all the hypotheses of Lemma 5.5 and we conclude that $P=R Z(P)$, where $R$ is extra-special of order $p^{3}$ and exponent $p$. Since $S=R \cap N^{\prime}$ has order at least $p^{3}$, this in turn implies that $R=S \subseteq N^{\prime}$. Now Lemma 5.4 yields that $R \triangleleft N$.

Hence to complete the proof of (i) and (ii), it remains to show that $P=R$, or equivalently that $|Z(P)|=p$. Assume by way of contradiction that $|Z(P)|>p$. We shall argue that $G$ is $p$-normal. First of all, it is immediate from the structure of $P$ that if $Y$ is any cyclic subgroup of $P$ of order at least $p^{2}$, then $\Omega_{1}(Y)=Z$. Hence if $Z(P)$ is contained in an $S_{p}$-subgroup $Q$ of $G$, it follows that $Z=\Omega_{1}(Z(Q))$, whence $Q \subseteq N$. However, $N=O_{p}\left(N^{\prime}\right) N_{N}(P)$ by Lemma 5.4 and consequently $Q^{x} \subseteq P$ for some $x$ in $O_{p^{\prime}}\left(N^{\prime}\right)$. Since $Z(P)^{x} \subseteq P$, it follows that $[Z(P), x] \subseteq O_{p^{\prime}}\left(N^{\prime}\right) \cap P=1$, whence $x$ centralizes $Z(P)$. But since $R \subseteq N^{\prime}$ and $N^{\prime}$ is nilpotent, $x$ also centralizes $R$. Hence $x$ centralizes $P=R Z(P)$ and we conclude that $Q=P$. Thus $G$ is $p$-normal, as asserted.
By Grün's second theorem, $G$ will have a normal subgroup of index $p$ if $N_{G}(Z(P))$ does and, as $N_{G}(Z(P)) \subseteq N$, if $N$ does. Since $N=O_{p^{\prime}}\left(N^{\prime}\right) K$, where $K=N_{N}(P)$, this will be the case if $K$ has a normal subgroup of index $p$ and hence if $\bar{K}=K / R$ has one. But the image $\bar{P}$ of $P$ in $\bar{K}$ is the same as that of $Z(P)$ and so lies in $\overline{K_{1}}$. Moreover, $\bar{P} \neq \overline{1}$ as $Z(P) \cap R=Z \subset Z(P)$. By Lemma $5.1(\mathrm{v}), \bar{K}$ has a normal $p$-complement and we conclude that $G$ possesses a normal subgroup of index $p$. But then the set of $p^{\prime}$-elements of $G$ generate a proper $A$-invariant normal subgroup of $G$, a contradiction. Thus $|Z(P)|=p$ and so (i) and (ii) hold.

Finally we prove (iii). Since $N=\left\langle N_{1}, N_{2}, N_{3}\right\rangle$ and $P \triangleleft N$, it will clearly suffice to show that $N_{i} \subseteq P$ for $i=2$ and 3 . So assume, say, that $N_{2} \nsubseteq P$, in which case the $S_{p}$-subgroup $L$ of $N_{2}$ is nontrivial. Since $P$ is nonabelian, we also have $P_{i} \neq 1,1 \leqslant i \leqslant 3$. Furthermore, $L$ centralizes $P_{2}$ as well as $Z=Z(P)$. But then by Lemma 5.1 (iv) $L$ centralizes $P / P_{2} Z$, since the latter group is centralized by $\phi_{3}$. Thus $L$ stabilizes the normal series $P \sqsupset P_{2} Z \supset 1$ of $P$ and so centralizes $P$. It follows that $C_{G}(L)$ contains $P$ as well as $G_{2}$, whence $G_{2} \subseteq N$ by Lemma 5.7, contrary to Lemma 5.8. Thus (iii) also holds.

On the basis of these results we can now complete the proof of Theorem
5.6. We keep the same notation, but henceforth we choose $p$ to be the smallest prime for which the $S_{p}$-subgroups of $G$ are nonabelian. Since $P \subseteq N^{\prime}$ by Lemma 5.11(ii), there exists a prime $q \neq p$ such that, if $Q$ is the unique $A$-invariant $S_{q}$-subgroup of $G$, then $Q \cap N$ normalizes but does not centralize $P$. But then $Q \cap N$ does not centralize $P / \Phi(P)$, which is of order $p^{2}$, and hence by Theorem 2.8.1 we have either $q \mid(p-1)$ or $q \mid(p+1)$. Since $q$ is odd, it follows that $q<p$. We conclude from our minimal choice of $p$ that $Q$ must be abelian.

Since $\bar{P}=\left|p^{2}\right|, \vec{P}=\bar{P}_{2} \bar{P}_{3}$ with $\left|\bar{P}_{i}\right|=p, i=2,3$. If $Q \cap N$ centralizes $\bar{P}_{i}, i=2$ or 3 , say $i=2$, then as $Q \cap N \subseteq G_{1}$ by Lemma 5.11(iii), $Q \cap N$ centralizes $\bar{P} / \bar{P}_{2}$ since $\phi_{\underline{3}}$ inverts $Q \cap N$ and centralizes $\underline{P} / P_{2}$. Thus $Q \cap N$ stabilizes the chain $\bar{P} \supset \bar{P}_{2} \supset 1$ and so $Q \cap N$ centralizes $\bar{P}$, which is not the case. Hence $Q \cap N$ does not centralize $\bar{P}_{2}$ or $\bar{P}_{3}$. But $C_{P}(Q \cap N)$ is $A$-invariant and so we conclude that $C_{F}(Q \cap N)=\overline{1}$, whence $C_{P}(Q \cap N)=$ $Z(P)$. Hence if we set $C=C_{G}(Q \cap N)$, we have $Z(P)=P \cap C$. Since $Z(P)=P_{1}$, it follows from Lemma $5.1(\mathrm{v})$ that $C$ possesses a normal $p$-complement $K$. However $Q \subseteq C$ as $Q$ is abelian and hence $Q \subseteq K$. By Theorem 6.2.2, $Q$ must be the unique $A Z(P)$-invariant $S_{q}$-subgroup of $K$, whence $Z(P)$ normalizes $Q$.

Finally set $M=N_{G}(Q)$. Now $\left[P_{i} \cap M, Q\right]=P \cap Q=1$. Since $Q$ does not centralize $P_{i}$ and $\left|P_{i}\right|=p$ for $i=2$ and 3 , it follows that $P_{i} \cap M=1, i=2$ and 3, whence $P \cap M=Z(P)$. Our minimal choice of $G$ implies that $G$ has no normal subgroups of index $q$ and consequently $Q \subseteq M^{\prime}$ by Theorem 7.3.1. Likewise it implies that $M$ is solvable, so $M^{\prime}$ is nilpotent by Theorem 5.3. Thus $Q \subseteq Z\left(M^{\prime}\right)$ and so $M^{\prime} \supseteq C_{M}(Q)$, whence $M / C_{M}(Q)$ is abelian. Hence $C_{M}(Q) Z(P) \triangleleft M$ and it follows that $C_{Q}(Z(P)) \triangleleft M$. But $C_{Q}(Z(P))=Q \cap N$ as $N=N_{G}\left(P^{\prime}\right)$ by definition and $P^{\prime}=Z(P)$ by Lemma 5.11(i). Thus $Q \cap N \triangleleft M$. However, $Q \cap N \subseteq G_{1}$ and therefore $Q \cap N \subseteq$ $Z(M)$ by Lemma 5.11 (iv). Theorem 7.4.4. now yields that $G$ possesses a normal subgroup of index $q$. This contradiction completes the proof of Theorem 5.6.

## EXERCISES

1. Let $\alpha$ be a fixed-point-free automorphism of $G$ of order 4 . Show that $G^{\prime}$ is nilpotent.
2. Construct a group $G$ which possesses a fixed-point-free automorphism $\alpha$ of order 9 such that $G^{\prime}$ is not nilpotent. [Take $G=P Q, P$ an elementary abelian
$p$-group, $p \equiv 1(\bmod 3), P \triangleleft G$, and $Q$ an extra-special group of order $q^{3}$ and exponent $q$, where $q \equiv 1(\bmod 3)$.]
3. Let $A$ be a four-group of automorphisms of the $p$-group $P, p$ odd. Let $Q$ be an $A$-invariant normal subgroup of $P$ such that $A$ acts trivially on $P / Q$. If $A$ acts trivially on $Z(P)$, prove that $A$ acts trivially on $Z(Q)$.
4. Let $A$ be a four-group of automorphisms acting fixed-point-free on the group $G$ Let $\phi_{i}, 1 \leqslant i \leqslant 3$, be the involutions of $A$ and set $G_{i}=C_{G}\left(\dot{\psi}_{i}\right), 1 \leqslant i \leqslant 3$. Assume $|G|=\left|G_{1}\right|\left|G_{2}\right|\left|G_{3}\right|$. Prove that $G=G_{1} G_{2} G_{3}$.
5. Let $G$ be a solvable group of order prime to 6 which admits a fixed-pointfree group of automorphisms $A$ which is isomorphic to the symmetric group $S_{3}$. Prove that $G^{\prime}$ is nilpotent.
6. Let $\alpha$ be a fixed-point-free automorphism of the group $G$ and assume that there exists a fixed element $x$ of $G$ such that every element of $G$ is of the form $\alpha^{i}\left(x^{j}\right)$ for suitable $i, j$. Prove
(i) $G$ is nilpotent and $\pi(G)=\pi(\langle x\rangle)$.
(ii) The Sylow subgroups of $G$ are abelian, whence $G$ itself is abelian.
7. Let $G=A B A$, where $A$ and $B$ are cyclic of relatively prime orders and $N_{G}(A)=A$. Show that $A$ possesses a normal complement $G_{0}$ which satisfies the conditions of the preceding exercise relative to the automorphism $\alpha$ induced by conjugation by a generator of $A$. Hence show that $G$ must be solvable.

## THE HALL-HIGMAN THEOREM

The theorem of P. Hall and G. Higman (Theorem B of [1]) has had a considerable influence on the study of simple groups and on certain problems concerning modular representations. In particular, it underlies Thompson's original proof of the nilpotency of groups admitting a fixed-point-free automorphism of prime order and is also used at various key points in the Odd Order paper. The Hall-Higman theorem deals with a $p$-solvable group $G$ of linear transformations satisfying $O_{p}(G)=1$ and acting on a vector space over a field of the same characteristic $p$ and provides a lower bound for the degree of the minimal polynomial of any $p$-element of $G$. Recent work has shown that its use can be avcided in a great many (but not all) places and that the same conclusions can be derived from the more elementary considerations of $p$-stability. However, its proof involves a large number of the results and techniques which we have developed in Part I as well as a deep and intriguing analysis of certain properties of extra-special $p$-groups. For these various reasons we present a complete proof of this theorem.

## 1. STATEMENT AND INITIAL REDUCTIONS

The precise formulation of the Hall-Higman theorem is as follows:

## Theorem 1.1 (Hall-Higman)

Let $G$ be a p-solvable group of linear transformations in which $O_{p}(G)=1$ acting on a vector space $V$ over a field $F$ of characteristic $p$. Let $x$ be an element of $G$ of order $p^{n}$. Then the minimal polynomial of $x$ on $V$ is $(X-1)^{n}$, where either
(i) $r=p^{n}$, or
(ii) There exists an integer $n_{0} \leqslant n$ such that $p^{n_{0}}-1$ is a power of a prime $q$ and the $S_{q}$-subgroups of $G$ are nonabelian. In this case, if $n_{0}$ is the least such integer, then

$$
p^{n-n_{0}}\left(p^{n_{0}}-1\right) \leqslant r \leqslant p^{n} .
$$

As a corollary, we have

## Corollary 1.2

Under the assumptions of the theorem, $r=p^{n}$, if either
(i) $p$ is neither a Fermat prime nor 2 .
(ii) $p$ is a Fermat prime and the $S_{2}$-subgroups of $G$ are abelian.
(iii) $p=2$ and the $S_{q}$-subgroups of $G$ are abelian for all Mersenne primes less than $2^{n}$.

## Proof of Corollary

Suppose $p^{n_{0}}-1=q^{m}$ for some prime $q$. If $p$ is odd, then $p^{n_{0}}-1$ is even, so $q=2$. Hence either $p$ or $q$ is 2. Furthermore, if $q=2$, then $p-1$ divides $q^{m}$, so $p-1=q^{m_{0}}$ and $p$ is a Fermat prime. On the other hand, if $p=2$, then $n_{0}>1$, whence $2^{n_{0}}-1 \equiv 3(\bmod 4)$. Thus $q^{m} \equiv 3(\bmod 4)$. Since $q=2 t+1$ for some integer $t$, this forces $m$ to be odd since otherwise $q^{m} \equiv 1(\bmod 4)$. But then $q+1$ is a factor of $q^{m}+1=2^{n_{0}}$ and so $q+1=2^{n_{1}}$, whence $q$ is a Mersenne prime. The various parts of the corollary now follow at once from the theorem.

We turn now to the proof of the theorem, which we establish by double induction on $|G|$ and $\operatorname{dim}_{F} V$. First of all, if $K$ is an algebraic closure of $F$, then $G$ can be regarded as group of linear transformations of $V_{K}=V \otimes_{F} K$. Since a basis of $V$ is also a basis of $V_{K}, x$ is represented by the same matrix on $V_{K}$ as it is on $V$ and consequently $x$ has the same minimal polynomial on $V_{K}$ as it does on $V$. Hence without loss we can assume that $K=F$ and hence that $F$ is algebraically closed.

We shall reduce Theorem 1.1 to a minimal case; but to do so, we first prove a preliminary lemma.

## Lemma 1.3

The $p^{n} \times p^{n}$ permutation matrix

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & & & & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right)
$$

with coefficients in $Z_{p}$ has minimal polynomial $(X-1)^{p^{n}}$.

## Proof

Let $A$ act on $W / Z_{p}$ with basis $w_{i}, 1 \leqslant i \leqslant p^{n}$, such that

$$
w_{i} A=w_{i+1}\left(\bmod p^{n}\right) .
$$

We prove that

$$
\begin{equation*}
w_{1}(A-I)^{k}=w_{k}^{\prime}+a_{k-1} w_{k-1}+\cdots+a_{1} w_{1} \tag{1.1}
\end{equation*}
$$

for suitable integers $a_{1}, a_{2}, \ldots, a_{k-1}, 1 \leqslant k \leqslant p^{n}-1$. Since

$$
w_{1}(A-I)=w_{2}-w_{1},
$$

(1.1) holds for $k=1$. Assuming (1.1) for $1 \leqslant i \leqslant k$, we have

$$
\begin{align*}
w_{1}(A-I)^{k+1} & =\left(w_{k}^{\prime}+a_{k-1} w_{k-1}^{\prime}+\cdots+a_{1} w_{1}\right)(A-I)  \tag{1.2}\\
& =w_{k+1}^{\prime}+b_{k} w_{k}+\cdots+b_{1} w_{1}
\end{align*}
$$

for suitable integers $b_{1}, b_{2}, \ldots, b_{k}$ and so (1.1) follows by induction.
But then $w_{1}(A-I)^{p^{n-1}} \neq 0$ and hence the minimal polynomial of $A$ is $X^{p^{n}}-1=(X-1)^{p^{n}}$.

## Theorem 1.4

Either Theorem 1.1 holds or the following conditions are satisfied:
(i) $G=Q P$, where $Q$ is a normal extra-special $q$-group $q \neq p, P=\langle x\rangle$, $P$ acts irreducibly on $Q / Q^{\prime}$, and trivially on $Q^{\prime}$.
(ii) The representation of $Q$ on $V$ is irreducible.

## Proof

Set $H=O_{p}(G)$ and $P=\langle x\rangle$. Since $O_{p}(G)=1$ and $G$ is $p$-solvable, $C_{P}(H)=1$ by Theorem 6.3.2. Furthermore, for each $q$ in $\pi(H), P$ leaves
invariant an $S_{q}$-subgroup $Q^{*}$ of $H$ by Theorem 6.2.2. Since $\Omega_{1}(P)$ does not centralize $H$, it follows that $\Omega_{1}(P)$ does not centralize $Q^{*}$ for some choice of $q$. But then $C_{P}\left(Q^{*}\right)=1$ and so $P$ is faithfully represented as a subgroup of Aut $Q^{*}$. Let $Q$ be a minimal $P$-invariant subgroup of $Q^{*}$ on which $y=x^{p^{n-1}}$ acts nontrivially. Then $y$ acts trivially on every proper $P$-invariant subgroup of $Q$ and now Theorem 5.3.7 implies that $Q$ is a special $q$-group, that $y$ acts trivially on $Q^{\prime}$, but nontrivially on $Q / Q^{\prime}$, and that $P$ acts irreducibly on $Q / Q^{\prime}$.

Set $G_{1}=Q P$. Since $O_{p}\left(G_{1}\right)$ is contained in every $S_{p}$-subgroup of $G_{1}$, the assumption that $O_{p}\left(G_{1}\right) \neq 1$ would imply that $\langle y\rangle=\Omega_{1}(P) \subseteq O_{p}\left(G_{1}\right)$, whence $[Q, y] \subseteq Q \cap P=1$. But then $y$ would centralize $Q$, which is not the case. Thus $O_{p}\left(G_{1}\right)=1$. Hence if $G_{1} \subset G$, Theorem 1.1 holds by induction. Thus we may suppose that $G_{1}=G$.

Next let $0=V_{0} \subset V_{1} \subset V_{2} \cdots \subset V_{m}=V$ be a sequence of $G$-invariant subspaces of $V$ such that $G$ acts irreducibly on each $\bar{V}_{i}=V_{i} / V_{i-1}$, $1 \leqslant i \leqslant m$. Set $Q_{i}=C_{Q}\left(\bar{V}_{i}\right), 1 \leqslant i \leqslant m$. Since $Q_{i} \triangleleft G=P Q$ and since $P$ acts irreducibly on $Q / Q^{\prime}$, it follows that either $Q_{i} \subseteq Q^{\prime}$ or that $Q=Q^{\prime} Q_{i}$. However, in the latter case $Q=Q_{i}$ by Theorem 5.1.1 inasmuch as $Q^{\prime}=\Phi(Q)$. Since the characteristic $p$ of $F$ is prime to $q$, the representation of $Q$ on $V$ is completely reducible. Hence if each $Q_{i}=Q$, it would follow from Theorem 3.3.4 that $Q$ acts trivially on $V$, whence $Q=1$, which is not the case. We conclude that $Q_{i} \subseteq Q^{\prime}$ for some $i$.

For such a choice of $i$, set $\bar{G}=G / Q_{i}=\bar{P} \bar{Q}$. Then it is immediate that $\bar{Q}$ is also a special $q$-group, that $\bar{Q}^{\prime}=Q^{\prime} / Q_{i}$, that the image $\bar{y}$ of $y=x^{p n-1}$ acts nontrivially on $\bar{Q} / \bar{Q}^{\prime}$ and trivially on $\bar{Q}^{\prime}$, and that $\bar{P}$ acts irreducibly on $\bar{Q} / \bar{Q}^{\prime}$. As above, this implies that $O_{p}(\bar{G})=1$. Hence $\bar{G}$ satisfies the same conditions as $G$. If $\operatorname{dim}_{F} \bar{V}_{i}<\operatorname{dim}_{F} V$, it follows therefore by induction that the image $\bar{x}$ of $x$ in $\bar{G}$ has minimal polynomial $(X-1)^{r}$, where $r$ satisfies the conditions of Theorem 1.1. In particular, there exists a vector $\bar{v}$ in $\bar{V}_{i}$ such that $\bar{v}(\bar{x}-1)^{r-1} \neq 0$. But then if $v$ is a vector of $V$ that maps on $\bar{v}$, we have $v(x-1)^{r-1} \neq 0$. Hence the minimal polynomial of $x$ on $V$ is $(X-1)^{s}$ with $s \geqslant r$ and the theorem follows in this case. Hence we may assume that $\operatorname{dim}_{F} V_{i}=\operatorname{dim}_{F} V$, which is possible only if $V_{1}=V$ and $G$ acts irreducibly on $V$.

Suppose $Q$ is abelian and let $W_{i}, 1 \leqslant i \leqslant m$, be the Wedderburn components of $V$ with respect to the normal subgroup $Q$ of $G$. Since $C_{G}(Q)=Q$, we conclude from Theorem 3.4.3 that $m=p^{n}$. This means that if $v_{i}, 1 \leqslant i \leqslant h$, is a basis of $W_{1}$, then $(v)=\left\{v_{i} x^{j} \mid 1 \leqslant i \leqslant h, 1 \leqslant j \leqslant p^{n}\right\}$ is a basis of $V$. With respect to this basis (in the appropriate ordering) the
matrix of $x$ is

$$
x_{(v)}=\left(\begin{array}{cccc}
A_{1} & & & 0  \tag{1.3}\\
& A_{2} & & \\
& & \ddots & \\
0 & & & A_{h}
\end{array}\right) \text {, }
$$

where each $A_{i}$ is the $p^{n} \times p^{n}$ permutation matrix of Lemma 1.3. Hence by that lemma, the minimal polynomial of $x$ on $V$ is $(X-1)^{p^{n}}$, so Theorem 1.1 holds in this case. Thus we may assume that $Q$ is nonabelian.

Again let $W_{i}, 1 \leqslant i \leqslant m$, be the Wedderburn components of $V$ with respect to $Q$. Suppose $m>1$, in which case $m=p^{a}$ for some $a$ with $1 \leqslant a \leqslant n$. If $a=n$, Theorem 1.1 follows as in the preceding paragraph, so we may assume that $a<n$. Then $\left\langle x^{m}\right\rangle=P_{1}$ leaves $W_{1}$ invariant and $P_{1} \neq 1$. In particular, $G_{1}=Q P_{1}$ acts on $W_{1}$. Let $Q_{1}=C_{Q}\left(W_{1}\right)$. Since $P$ permutes the $W_{i}$ transitively, the assumption $Q_{1}=Q$ would imply that $Q=C_{Q}(V)$, contrary to the fact that $C_{Q}(V)=1$. Hence $Q_{1} \subset Q$ and, as $Q^{\prime}=\Phi(Q)$, it follows that $Q_{1} Q^{\prime} \subset Q$.
Now set $\tilde{G}_{1}=G_{1} / Q_{1}=\widetilde{P}_{1} \tilde{Q}$. We claim that $O_{p}\left(\tilde{G}_{1}\right)=\tilde{1}$. Indeed, if not, then the image $\tilde{y}$ of $y$ in $\widetilde{G}_{1}$ centralizes $\widetilde{Q}$. Since $Q_{1} Q^{\prime} \subset Q$, this implies that $y$ has a nontrivial centralizer on $\bar{Q}=Q / Q^{\prime}$. But $C_{\bar{Q}}(y)$ is invariant under $\langle x\rangle=P$ and $P$ acts irreducibly on $\bar{Q}$, from which it follows that $\bar{Q}=C_{\bar{Q}}(y)$. This contradicts the fact that $y$ acts nontrivially on $\bar{Q}$. Hence $O_{p}\left(\tilde{G}_{1}\right)=\tilde{I}$. Since $m>1,\left|P_{1}\right|<|P|$, whence $\left|\widetilde{G}_{1}\right|<|G|$. Since Theorem 1.1 is being proved by induction, we conclude that the minimal polynomial of $x^{m}$ on $W_{1}$ is $(X-1)^{r_{0}}$, where $r_{0}=p^{n-a}$ if $\tilde{Q}$ is abelian or if no power $p^{b}$ with $b \leqslant n-a$ is of the form $1+q^{c}$, and where otherwise $r_{0} \geqslant p^{n-a-b}\left(p^{b}-1\right)$ if $p^{b}$ is the least power of $p$ which is of this form.

Now for any positive integer $s$, we have

$$
\begin{aligned}
(x-1)^{s^{a}-1} & =(x-1)^{(s-1) p^{a}-1}(x-1)^{p^{a}} \\
& =(x-1)^{(s-1) p^{a-1}}(x-1)\left(1+x+\cdots+x^{p^{a}-1}\right),
\end{aligned}
$$

whence

$$
\begin{equation*}
(x-1)^{s p^{a}-1}=\left(x^{p^{a}}-1\right)^{s-1}\left(1+x+\cdots+x^{p^{a-1}}\right) . \tag{1.4}
\end{equation*}
$$

Since the minimal polynomial of $x^{p a}$ on $W_{1}$ is $(X-1)^{r_{0}}$, we can choose $w_{1}$ in $W_{1}$ such that $v_{1}=w_{1}\left(x^{p^{a}}-1\right)^{s-1} \neq 0$ provided $s \leqslant r_{0}$. Since $v_{1} \in W_{1}$ and $W_{1} x^{i}=W_{i+1}, 1 \leqslant i \leqslant p^{a}-1$, also $v_{1}\left(1+x+\cdots+x^{p^{a-1}}\right) \neq 0$. It follows
therefore from (1.4) that for $s \leq r_{0}$

$$
\begin{equation*}
w_{1}(x-1)^{p^{p a-1}} \neq 0 . \tag{1.5}
\end{equation*}
$$

This means that the minimal polynomial of $x$ on $V$ is $(x-1)^{r}$, where $r \geqslant r_{0} p^{a}$. In the nonexceptional case $r_{0}=p^{n-a}$ and so $r=p^{n}$. On the other hand, in the exceptional case, we get $r \geqslant p^{n-b}\left(p^{b}-1\right)$. Thus in either case Theorem 1.I follows.

Hence we may assume also that $m=p^{a}=1$, in which case $V$ is the direct sum of $t$ isomorphic irreducible $Q$-submodules $Y_{i}, 1 \leqslant i \leqslant t$. By Theorem 3.6.15 the representation of $G$ on $V$ can be written in a finite algebraic extension of $Z_{p}$ contained in $F$ and hence in $L=G F\left(p^{e}\right)$ for some $e$ with $L \subseteq F$. Choosing an appropriate basis we can regard $V$ as a vector space over the subfield $L$ of $F$ and the representation of $G$ remains irreducible. Furthermore, the preceding analysis applies as well to $V / L$ as to $V / F$, and consequently we can also assume that the $Y_{i}$ are isomorphic irreducible $Q$-submodules over $L$. But now Theorem 3.5 .6 shows that the total number $d$ of irreducible $Q$-submodules of $G$ is of the form $d=1+k p$ for some integer $k$ since $\left|\operatorname{Hom}_{Q}\left(Y_{1}, Y_{1}\right)\right|$ is a power of $p$. On the other hand, $P$ permutes these $d$ modules among themselves and the number of modules in each cycle under the action of $P$ is a power of $p$. Since $p$ does not divide $d$, some $P$-cycle consists of a single irreducible $Q$-submodule $U$. Thus $U$ is invariant under $P$ as well as $Q$ and so $U$ is $G$-invariant. The irreducibility of $G$ on $V$ now forces $U=V$. We conclude that $Q$ acts irreducibly on $V$. But now Theorem 3.2.2 yields that $Z(Q)$ must be cyclic and consequently $Q$ is extra-special.

Thus to complete the proof of the theorem, it remains only to show that $P$ acts trivially on $Q^{\prime}$. But as $Q$ acts irreducibly on $V, Z(Q)=Q^{\prime}$ is represented by scalar transformations. Since $G$ acts faithfully on $V$, it follows that $Q^{\prime} \subseteq Z(G)$, whence $P$ acts trivially on $Q^{\prime}$.

## 2. THE EXTRA-SPECIAL CASE

In this section we complete the proof of the Hall-Higman theorem by analyzing the special case to which Theorem 1.4 has reduced us. We shall follow the original argument of Hall-Higman, although an alternative, somewhat more conceptual, proof has recently been obtained by Thompson using properties of indecomposable and projective modules. However, the orginal proof is more closely related to the ideas which we have developed in Part I of the book.

In the present case, Theorem 1.1 can be stated in somewhat sharper form:

## Theorem 2.1

Let $G$ be a p-solvable group of linear transformations acting on a vector space $V$ over an algebraically closed field $F$ of characteristic $p$. Assume $G=Q P$, where $Q$ is extra-special of order $q^{2+1}, P=\langle x\rangle$ is cyclic of order $p^{n}, P$ acts irreducibly on $Q / Q^{\prime}$ and trivially on $Q^{\prime}, O_{p}(G)=1$, and $Q$ acts irreducibly on $V$. Then
(i) $q^{r}=\left(p^{n}-1\right)+a p^{n}$ for some integer $a \geqslant 0$.
(ii) If $x_{(v)}$ is in Jordan canonical form with respect to the basis (v) of $V$, then $x_{(v)}$ consists of $a+1$ Jordan blocks, $a$ of size $p^{n}$ and 1 of size $p^{n}-1$.
(iii) The minimal polynomial of $x$ on $V$ is $(X-1)^{r}$, where $r=p^{n}$ if $a>0$ and $r=p^{n}-1$ if $a=0$. In the latter case, $q^{t}=p^{n}-1$.

Part (iii) of the theorem will establish Theorem 1.1 in this case and so, together with Theorem 1.4, will complete its proof. We break up the proof into a sequence of lemmas.

## Lemma 2.2

The following conditions hold:
(i) $\operatorname{dim}_{F} V=q^{\text {i }}$.
(ii) The enveloping algebra $E$ of $Q$ is the algebra of all linear transformations of $V$ into $V$.
(iii) Any complete set of coset representatives of $Q^{\prime}$ in $Q$ forms a basis of $E$ as a vector space over $F$.
(iv) $P \subseteq E$.

## Proof

Since $Q$ is extra-special and $F$ is algebraically closed of characteristic $p \neq q$, (i) and (ii) follow at once from Theorems 5.5.5 and 3.6.2. Since $P$ is a group of linear transformations of $V$, (iv) is an immediate consequence of (ii).

To prove (iii), observe first of all that since $\operatorname{dim}_{F} V=q^{t}$, (ii) implies that $\operatorname{dim}_{F} E=q^{2 t}$. Furthermore, since the elements of $Q^{\prime}$ are represented by scalar matrices, the elements of any coset $Q^{\prime} u$ with $u$ in $Q$ all lie in a onedimensional subspace of $E / F$. But as $E$ is the enveloping algebra of $Q$, every element of $E$ must be a linear combination of elements of $Q$ with coefficients in $F$, so $q^{2 t}=\operatorname{dim}_{F} E \leqslant\left|Q / Q^{\prime}\right|$. However, $\left|Q / Q^{\prime}\right|=q^{2 t}$, which implies that any set of coset representatives of $Q^{\prime}$ in $Q$ are linearly independent over $F$. Hence any complete set of coset representatives is a basis of $E / F$, so (iii) also holds.

With the aid of Lemma 2.2, we now compute $\operatorname{dim}_{F} C_{E}(x)$ in two distinct ways.

## Lemma 2.3

Let (v) be a basis of $V$ such that $x_{(v)}$ is in Jordan canonical form with Jordan blocks $A_{i}$ of size $\alpha_{i} \times \alpha_{i}, 1 \leqslant i \leqslant m$, where $p^{n} \geqslant \alpha_{1} \geqslant \alpha_{2} \geqslant \cdots \geqslant \alpha_{m}$. Then we have
(i) $q^{t}=\sum_{i=1}^{m} \alpha_{i}$.
(ii) $\operatorname{dim}_{F} C_{E}(x)=\sum_{i=1}^{m}(2 i-1) \alpha_{i}$.

## Proof

First of all, (i) is an immediate consequence of the fact that $\operatorname{dim}_{F} V=q^{t}$. With respect to the given basis (v), $E$ is isomorphic to the algebra $E_{(v)}$ of all $q^{t} \times q^{t}$ matrices over $F$ and so $\operatorname{dim}_{F} C_{E}(x)=\operatorname{dim}_{F} C_{E_{(v)}}\left(x_{(v)}\right)$. Suppose $B \in E_{(v)}$ commutes with $x_{(v)}$, so that

$$
\begin{equation*}
B x_{(v)}=x_{(v)} B . \tag{2.1}
\end{equation*}
$$

Since

$$
x_{(v)}=\left(\begin{array}{cccc}
A_{1} & & & 0  \tag{2.2}\\
& A_{2} & & \\
& & \ddots & \\
0 & & & A_{m}
\end{array}\right)
$$

we write

$$
B=\left(\begin{array}{lll}
B_{11} & \cdots & B_{1 m}  \tag{2.3}\\
\vdots & & \vdots \\
B_{m 1} & \cdots & B_{m m}
\end{array}\right),
$$

where $B_{i j}$ is the appropriate size matrix. Substituting in (2.1), we find that (2.1) is equivalent to the set of equations.

$$
\begin{equation*}
B_{i j} A_{j}=A_{i} B_{i j} \quad 1 \leqslant i, j \leqslant m \tag{2.4}
\end{equation*}
$$

Thus $C=C_{E_{(v)}}\left(x_{(v)}\right)$ consists of all matrices $B$ which satisfy (2.4). Note that the possible choices for a particular $B_{i j}$ are independent of the remaining entries $i^{\prime}, j^{\prime}$. Hence if $C_{i j}$ denotes the subspace of matrices consisting of 0 's in all but the $\{i, j\}$ th block and a matrix $B_{i j}$ satisfying (2.4) in the
$\{i, j\}$ th block, it follows that

$$
\begin{equation*}
C=\sum_{i, j=1}^{m} C_{i j} \tag{2.5}
\end{equation*}
$$

and that this sum is direct. Hence

$$
\begin{equation*}
\operatorname{dim}_{F} C=\sum_{i, j=1}^{m} \operatorname{dim}_{F} C_{i j} \tag{2.6}
\end{equation*}
$$

We now compute $\operatorname{dim}_{F} C_{i j}$. Since $x$ is a $p$-element, all its characteristic roots are $I$ and consequently

$$
A_{i}=\left(\begin{array}{ccc}
11 & &  \tag{2.7}\\
11 & 0 \\
& 11 & \\
& \ddots & \\
0 & & 1
\end{array}\right) \quad \mathrm{I} \leqslant i \leqslant m
$$

Thus we can write $A_{i}=I_{i}+N_{i}$, where $I_{i}$ is the appropriate identity matrix and $N_{i}$ is the appropriate nilpotent matrix. Then (2.4) reduces to

$$
\begin{equation*}
B_{i j} N_{j}=N_{i} B_{i j} \tag{2.8}
\end{equation*}
$$

Now $B_{i j}=\left(b_{r s}\right)$ is an $\alpha_{i} \times \alpha_{j}$ matrix. For simplicity of notation set $\alpha=\alpha_{j}$ and $\beta=\alpha_{i}$. We shall treat the case $\alpha \leqslant \beta$. The remaining case is similar. From (2.8), we get

$$
\left(\begin{array}{cccc}
0 & b_{11} & \cdots & b_{1 \alpha-1}  \tag{2.9}\\
\vdots & & & \vdots \\
0 & b_{\beta 1} & \cdots & b_{\beta \alpha-1}
\end{array}\right)=\left(\begin{array}{lll}
b_{21} & \cdots & b_{2 \alpha} \\
& & \\
\vdots & & \vdots \\
b_{\beta 1} & \cdots & b_{\beta \alpha} \\
0 & \cdots & 0
\end{array}\right)
$$

Now (2.9) implies that $b_{k 1}=0,2 \leqslant k \leqslant \beta$, whence also $b_{k 2}=0,3 \leqslant k \leqslant \beta$, etc., and we conclude that $B_{i j}$ must have the form

$$
B_{i j}=\left(\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 \alpha}  \tag{2.10}\\
0 & b_{22} & \cdots & b_{2 \alpha} \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & b_{\alpha \alpha} \\
& 0
\end{array}\right) .
$$

On the other hand, observe that (2.9) implies that the remaining entries $b_{r s}$ are completely determined by the elements in the first row of $B_{i j}$ and that each choice of this row leads to a matrix $B_{i j}$ which satisfies (2.8) and
hence also (2.4). We conclude that $\operatorname{dim}_{F} C_{i j}=\alpha_{j}$ if $\alpha=\alpha_{j} \leqslant \beta=\alpha_{i}$. Similarly, $\operatorname{dim}_{F} C_{i j}=\alpha_{i}$ if $\alpha_{i} \leqslant \alpha_{j}$. Hence

$$
\begin{equation*}
\operatorname{dim}_{F} C_{i j}=\min \left(\alpha_{i}, \alpha_{j}\right), \tag{2.11}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\operatorname{dim}_{F} C=\sum_{i, j=1}^{m} \min \left(\alpha_{i}, \alpha_{j}\right) . \tag{2.12}
\end{equation*}
$$

Finally we have $\alpha_{1} \geqslant \alpha_{2} \geqslant \cdots \geqslant \alpha_{m}$ by assumption. Hence for a particular pair ( $x_{i}, \alpha_{j}$ ), we can thus always take the minimum to be $\alpha_{i}$ whenever $i \geqslant j$. Adopting this convention, we see that $x_{i}$ will be the minimum precisely for the $2 i-1$ pairs:

$$
\left(\alpha_{1}, \alpha_{i}\right),\left(\alpha_{2}, \alpha_{i}\right), \ldots,\left(\alpha_{i}, \alpha_{i}\right),\left(\alpha_{i}, \alpha_{i-1}\right), \ldots,\left(\alpha_{i}, \alpha_{1}\right) ;
$$

$1 \leqslant i \leqslant m$. It follows that (2.12) can be rewritten

$$
\operatorname{dim}_{F} C=\sum_{i=1}^{m}(2 i-1) x_{i},
$$

which is the assertion of the lemma.
As our second expression for $\operatorname{dim}_{F} C_{E}(x)$, we prove

## Lemma 2.4

$$
\operatorname{dim}_{F} C_{E}(x)=\frac{q^{2 t}-1}{p^{n}}+1 .
$$

## Proof

Set $\bar{G}=G / Q^{\prime}=\bar{Q} \bar{P}$ and $\bar{P}=\langle\bar{x}\rangle$. Now the $q^{2 t}-1$ elements of $\bar{Q}^{*}$ are permuted among themselves by $\bar{x}$. We claim that each cycle consists of $p^{n}$ elements. If not, then $\bar{x}^{h}$ must fix some element of $\bar{Q}^{\#}, 1 \leqslant h<p^{n}$. But then $C_{Q}\left(\bar{x}^{h}\right) \neq 1$. Since $\bar{P}$ leaves this subgroup invariant and acts irreducibly on $\bar{Q}$, it follows that $C_{\bar{Q}}\left(\bar{x}^{h}\right)=\bar{Q}$. Thus $\bar{x}^{h}$ centralizes $\bar{Q}$, whence $x^{h}$ centralizes $Q$ and hence $O_{p}(G) \neq 1$. Since $O_{p}(G)=1$ by hypothesis, the desired assertion follows.

Thus $\bar{Q}^{\#}$ decomposes under $\bar{x}$ into $d=q^{2 t}-1 / p^{n}$ cycles, each of length $p^{n}$. If $u_{i}$ is a representative of a coset in the $i$ th cycle, it follows that the elements $u_{i}^{x j}, 1 \leqslant i \leqslant d, 0 \leqslant j \leqslant p^{n}-1$, form a set of coset representatives for the nonidentity cosets of $Q / Q^{\prime}$. Taking $u_{0}$ as the identity element of $Q$, the augmented set of elements thus form a complete set of coset representatives of $Q / Q^{\prime}$. But now Lemma 2.2 (iii) implies that these $q^{2 t}$ elements form a basis of $E / F$.

Let $E_{0}$ be the subspace of $E$ spanned by $u_{0}$ and for $1 \leqslant i \leqslant d$ let $E_{i}$ the subspace spanned by $u_{i}^{x_{j}}, 0 \leqslant j \leqslant p^{n}-\mathrm{I}$, so that.$x$ leaves each $E_{i}$ invariant, $0 \leqslant i \leqslant d$. To prove the lemma we need only show that

$$
\begin{gather*}
\operatorname{dim}_{F} C_{E_{i}}(x)=1 \quad 0 \leqslant i \leqslant d, \text { and }  \tag{2.13}\\
C_{E}(x)=\sum_{i=0}^{d} C_{E_{i}}(x), \tag{2.14}
\end{gather*}
$$

from which the desired conclusion

$$
\operatorname{dim}_{F} C_{E}(x)=d+1=\frac{q^{2 t}-1}{p^{n}}+1
$$

will follow.
If $w \in C_{E}(x)$, then $w=\sum_{i=0}^{d} w_{i}$ with $w_{i} \in E_{i}$ and $w^{x}=w$. Since $E$ is the direct sum of the $E_{i}$, each of which is $x$-invariant, it follows at once that $w_{i}^{x}=w_{i}$ for all $i$, which prove (2.14). Now $C_{E_{0}}(x)=E_{0}$ has dimension 1 , so we can assume $i>0$ in proving (2.13). Suppose then that $v \in C_{E_{i}}(x)$. We have

$$
\begin{equation*}
v=\sum_{j=0}^{p^{n}-1} a_{i} u_{i}^{x i} \quad a_{i} \in F . \tag{2.15}
\end{equation*}
$$

Applying $x$ to (2.15) and using the fact that $x^{p^{n}}=1$ and that the $u_{i}^{x j}$ are linearly independent, it follows easily that all $a_{i}$ are equal. Hence the element $\sum_{j=0}^{p^{n}-1} u_{i}^{x^{j}}$ is a basis of $C_{E_{i}}(x)$, which establish (2.13) and completes the proof.

To analyze the arithmetic relations of Lemmas 2.3 and 2.4, we need one further result:

## Lemma 2.5

$p^{n}$ divides $q^{t}+1$.

## Proof

By Lemma 2.4, we know that $p^{n}$ divides $q^{2 t}-1$. Suppose first that $p$ is odd, in which case $p^{n}$ divides $q^{t}-1$ or $q^{t}+1$. If $p^{n}$ divides $q^{t}-1$, then the characteristic roots of $x$ as a linear transformation of order $p^{n}$ of $\bar{Q}=Q / Q^{\prime}$, regarded as a vector space over $Z_{q}$, will all lie in $G F\left(q^{i}\right)$. But $x$ acts irreducibly on $\bar{Q}$, which has dimension $2 t$ over $Z_{q}$ and consequently the characteristic polynomial of $x$ is irreducible over $Z_{q}$ and has degree $2 t$. Hence $Z_{q}(\omega)$ is isomorphic to $G F\left(q^{2 t}\right)$ for any characteristic root $\omega$ of $x$, a contradiction. Thus $p^{n}$ divides $q^{t}+1$ in this case.

Assume next that $p=2$. The argument of the preceding paragraph shows again that $2^{n}$ does not divide $q^{i}-1$ and indeed that it does not divide $q^{s}-1$ if $s<2 t$. However, since $q^{t}-1$ and $q^{t}+1$ are both even, we cannot draw the conclusion $2^{n}$ divides $q^{t}+1$ directly from this fact. To complete the argument in this case we require Theorem 5.6.5. We have that $Q$ is special and that $x$ induces an automorphism of $Q$ of order $2^{n}$ which acts irreducibly on $Q / \Phi(Q)$ and trivially on $Q^{\prime}=\Phi(Q)=Z(Q)$. Thus that theorem is applicable and yields that $2^{n}$ divides $q^{r}+1$ for some $r \leqslant t$.

But now $2^{n}$ divides $q^{2 r}-1=\left(q^{r}+1\right)\left(q^{r}-1\right)$. By the preceding paragraph this is possible only if $2 r \geqslant 2 t$. Since $r \leqslant t$, we conclude that $r=t$ and the lemma follows.

Now combining Lemmas 2.3 and 2.4, we have

$$
\frac{q^{2 t}-1}{p^{n}}+1=\sum_{i=1}^{m}(2 i-1) x_{i}
$$

$$
\begin{gather*}
q^{t}=\sum_{i=1}^{m} \alpha_{i}  \tag{2.16}\\
p^{n} \geqslant \alpha_{1} \geqslant \alpha_{2} \geqslant \cdots \geqslant \alpha_{m} .
\end{gather*}
$$

Our goal will be to show that the equations (2.16) have a unique solution in integers $m$ and $x_{i}, 1 \leqslant i \leqslant m$. By Lemma $2.5, q^{i}+1$ is divisible by $p^{n}$ and consequently

$$
\begin{equation*}
q^{t}=a p^{n}+\left(p^{n}-1\right) \tag{2.17}
\end{equation*}
$$

for some integer $a \geqslant 0$.
We shall prove

## Lemma 2.6

The only solution of (2.16) in integers $m$ and $x_{i}, 1 \leqslant i \leqslant m$, is

$$
m=a+1 \quad \alpha_{i}=p^{n} \quad 1 \leqslant i \leqslant m-1 \quad \alpha_{m}=p^{n}-1 .
$$

## Proof

First of all, with these values of $m$ and $\alpha_{i}$, we have

$$
\begin{equation*}
\sum_{i=1}^{m} x_{i}=a p^{n}+\left(p^{n}-1\right)=q^{t} \tag{2.18}
\end{equation*}
$$

by (2.17) and so the second equation of (2.16) holds. Furthermore,
(2.19)

$$
\begin{aligned}
\sum_{i=1}^{m}(2 i-1) x_{i} & =\sum_{i=1}^{a}(2 i-1) p^{n}+(2 a+1)\left(p^{n}-1\right) \\
& =a^{2} p^{n}+\left(2 a p^{n}+p^{n}-2 a-1\right)=(a+1)^{2} p^{n}-(2 a+1) .
\end{aligned}
$$

On the other hand,
(2.20)

$$
\begin{aligned}
\frac{q^{2 t}-1}{p^{n}}+1 & =\frac{\left[(a+1) p^{n}-1\right]^{2}-1}{p^{n}}+1 \\
& =\frac{\left[(a+1)^{2} p^{2 n}-2(a+1) p^{n}+1\right]-1}{p^{n}}+1=(a+1)^{2} p^{n}-(2 a+1)
\end{aligned}
$$

Combining (2.19) and (2.20) we obtain the first equation of (2.16). Since the third relation of (2.16) clearly holds, we see that these integers give a solution of (2.16).

To prove that this is the only solution of (2.16), we proceed as follows: Let $\beta_{i}, 1 \leqslant i \leqslant s$, be an arbitrary sequence of integers such that

$$
\begin{equation*}
q^{t}=\sum_{i=1}^{s} \beta_{i} \quad \text { and } \quad p^{n} \geqslant \beta_{1} \geqslant \beta_{2} \geqslant \cdots \geqslant \beta_{s} . \tag{2.21}
\end{equation*}
$$

For brevity write $\beta=\left\{\beta_{i} \mid 1 \leqslant i \leqslant s\right\}$ and set

$$
\begin{equation*}
f(\beta)=\sum_{i=1}^{s}(2 i-1) \beta_{i} . \tag{2.22}
\end{equation*}
$$

Thus the integers $s$ and $\beta_{i}, 1 \leqslant i \leqslant s$, will represent a solution of (2.16) if and only if $f(\beta)=\left(q^{2 t}-1 / p^{n}\right)+1=d+1$. We shall now argue that, in fact, either $f(\beta)>d+1$ or else

$$
\begin{equation*}
s=a+1 \quad \beta_{i}=p^{n} \quad 1 \leqslant i<s \quad \beta_{s}=p^{n}-1, \tag{2.23}
\end{equation*}
$$

which will prove the uniqueness of our solution of (2.16) and will establish the lemma.

Suppose then that $s, \beta_{i}$ is not the solution (2.23). Then either $\beta_{1}<p^{n}$ and $s>1$ or $\beta_{k}=p^{n}, 1 \leqslant k \leqslant j-1<s-1$ and $\beta_{j}<p^{n}$. [Here we are using the fact that $q^{t}=a p^{n}+\left(p^{n}-1\right)$.] In the first case, we consider the sequence $\beta_{i}^{\prime}$ defined by $\beta_{1}^{\prime}=\beta_{1}+1, \beta_{i}^{\prime}=\beta_{i}, 2 \leqslant i \leqslant s-1$, and $\beta_{s}^{\prime}=\beta_{s}-1$ if $\beta_{s}>1$. On the other hand, if $\beta_{s}=1$, we do not define $\beta_{s}^{\prime}$. Correspondingly, we set $s^{\prime}=s$ or $s^{\prime}=s-1$. In the second case, we consider the sequence $\beta_{i}^{\prime}$
defined by $\beta_{k}^{\prime}=\beta_{k}, 1 \leqslant k \leqslant j-1$ and $j+1 \leqslant k \leqslant s-1, \beta_{j}^{\prime}=\beta_{j}+1$, and $\beta_{s}^{\prime}=\beta_{s}-1$ if $\beta_{s}>1$, while again $\beta_{s}^{\prime}$ is undefined if $\beta_{s}=1$. Again correspondingly we set $s^{\prime}=s$ or $s-1$. It follows at once in every case that the integers $s^{\prime}$ and $\beta_{i}^{\prime}, 1 \leqslant i \leqslant s^{\prime}$, satisfy (2.21). Setting $\beta^{\prime}=\left\{\beta_{i}^{\prime} \mid 1 \leqslant i \leqslant s^{\prime}\right\}$, we now compare $f\left(\beta^{\prime}\right)$ with $f(\beta)$. In the first case, we find by direct calculation that $f(\beta)-f\left(\beta^{\prime}\right)=(2 s-1)-1$, while in the second that $f(\beta)-f\left(\beta^{\prime}\right)=$ $(2 s-1)-(2 j-1)$. Hence, in either case,

$$
\begin{equation*}
f(\beta)>f\left(\beta^{\prime}\right) . \tag{2.24}
\end{equation*}
$$

If $\beta^{\prime}$ is not the solution (2.23) we can repeat the argument on $\beta^{\prime}$, and can successively repeat it so long as we do not obtain the solution (2.23). On the other hand, it is clear from the definition of $\beta^{\prime}$ in terms of $\beta$ that we must reach the solution (2.23) in a finite number of steps. Hence beginning with $\beta$ we can determine a sequence $\beta=\beta^{(1)}, \beta^{\prime}=\beta^{(2)}, \beta^{(3)}, \ldots, \beta^{(h)}$ of solutions of (2.21) with $\beta^{(h)}$ equal to the solution (2.23) with the property $f\left(\beta^{(i)}\right)>f\left(\beta^{(i+1)}\right), 1 \leqslant i \leqslant h-1$. But $f\left(\beta^{(h)}\right)=d+1$ by the first part of the proof and so $f(\beta)>d+1$, as asserted.

But now Lemma 2.6 together with Lemma 2.3 implies part (i) and (ii) of Theorem 2.1. Furthermore, part (iii) is an immediate consequence of (i) and (ii) and so the theorem is proved.

Remark It is not difficult to modify the proof of Theorem 2.1 to include the case that $F$ is algebraically closed of characteristic 0 or prime to $|G|$, the minimal polynomial of $x$ on $V$ in this case being correspondingly $X^{p^{n}}-1$ or $\left(X^{p^{n}}-1\right) /(X-1)$. This extension of the theorem, which we shall give in a sequence of exercises, is useful in the study of fixed-point-free automorphisms of solvable groups.

## EXERCISES

Let $G$ be a group of linear transformations acting irreducibly on a vector space $V$ over an algebraically closed field $F$ of characteristic 0 or prime to $|G|$. Assume $G=Q P$, where $Q \triangleleft G, Q$ is extra-special of order $q^{2 t+1}, P=\langle x\rangle$ is cyclic of order $p^{n}$, and $P$ acts faithfully and irreducibly on $Q / Q^{\prime}$ and trivially on $Q^{\prime}$. Prove

1. $\operatorname{dim}_{F} V=q^{\prime}$; in particular, $Q$ acts irreducibly on $V$.
2. Let $\lambda_{i}$ be the distinct characteristic roots of $x$ on $V$ and let $\alpha_{i}$ be the multiplicity of $\lambda_{i}, 1 \leqslant i \leqslant m$. If $E$ denotes the enveloping algebra of $Q$, then $x \in E$ and

$$
\operatorname{dim}_{F} C_{E}(x)=\sum_{i=1}^{m} \alpha_{i}^{2}
$$

3. Using Exercise 2 in place of Lemma 2.3(ii), show by an argument analogous to that of Lemma 2.6 that the minimal polynomial of $x$ on $V$ is either $X^{p^{n}}-1$ or $\left(X^{p^{n}}-1\right) /(X-1)$, and in the latter case that $q^{t}=p^{n}-1$.

## GROUPS WITH GENERALIZED QUATERNION SYLOW 2-SUBGROUPS

In this short chapter we give a major application of exceptional character theory to prove the nonsimplicity of any group whose $S_{2}$-subgroups are generalized quaternion. Specifically we shall prove

## Theorem 1.1 (Brauer-Suzuki)

Let $G$ be a group with a generalized quaternion $S_{2}$-subgroup $S$ of order at least 16 and let $K=\mathrm{O}_{2}(G)$ be the largest normal subgroup of $G$ of odd order. Then the center of $G / K$ is of order 2.

The same result holds when $S$ is quaternion, but all known proofs require the theory of modular characters.

For convenience we break up the proof into a sequence of short lemmas, but first we introduce some notation. Let

$$
S=\left\langle x, y \mid x^{2 n}=1, y^{2}=x^{2^{n-1}}, x^{y}=x^{-1}\right\rangle,
$$

so that by assumption $n \geqslant 3$. Set $X=\langle. x\rangle, T=\left\langle x^{2}\right\rangle, R=\left\langle x^{4}\right\rangle, C=C_{G}(T)$, and $N=N_{G}(T)$. Then we have

## Lemma 1.2

(i) $N=S H$, where $H \triangleleft N$ and $|H|$ is odd.
(ii) $C=X H$.

## Proof

We have $T=S^{\prime} \triangleleft S$ and so $S \subseteq N$. On the other hand, since $n \geqslant 3, S$ does not centralize $T$, so $S \cap C=X$. Since $C \triangleleft N, X$ is an $S_{2}$-subgroup of $C$. But $X$ is cyclic and hence $C$ possesses a normal 2-complement $H$ by Theorem 7.6.1. Since $H$ char $C \triangleleft N$, also $H \triangleleft N$. Furthermore, by Lemma 5.4.1 any element of $N$ of odd order centralizes $T$ and so lies in $H$. Thus $N / H$ is a 2 -group and consequently $N=S H$, completing the proof.

## Lemma 1.3

If $A=C-R H$, then $A$ is disjoint from its conjugates in $G$ and $N=N_{G}(A)$.

## Proof

Note that if $z \in A$, then $z H$ has order $2^{n}$ or $2^{n-1}$ in $C / H$. Correspondingly, $\left\langle z^{2}, H\right\rangle$ or $\langle z, H\rangle$ equals $T H=T \times H$. It follows at once that $\left\langle z^{m}\right\rangle=T$ for some integer $m$. But then if $z \in A \cap A^{u}$ for some $u$ in $G$, our argument shows that $\left\langle z^{m}\right\rangle=T$ and $T^{u}$, so $u \in N_{G}(T)=N$. On the other hand, $N$ normalizes both $C=X H$ and $R H$, as $R$ char $X$, and so normalizes $A$. The lemma follows.

Now it is easily checked that the linear character of $X$ which takes the value $i$ on $x$ has $R=\left\langle x^{4}\right\rangle$ in its kernel and induces an irreducible character on $S$ of degree 2 . Hence there exists a linear character $\psi$ of $C$ having $R H$ in its kernel which induces an irreducible character $\tilde{\psi}$ of $N$ of degree 2 . By definition of $\tilde{\psi}, \tilde{\psi}$ also has $R H$ in its kernel. We next prove

## Lemma 1.4

$\operatorname{Set} \theta=\tilde{1}_{c}-\tilde{\psi}$. Then
(i) $(\theta, \theta)_{N}=3$.
(ii) $\theta$ has degree 0 and has the value 0 on $N-A$.

## Proof

Now $\tilde{\mathrm{I}}_{C}$ is the character of the regular representation of $N / C$ by Theorem 4.4.2. Since $|N / C|=2, \tilde{I}_{C}$ has degree 2 and so is the sum of the two distinct linear characters of $N$ having $C$ in their kernels. Since $\tilde{\psi}$ is irreducible of degree 2, (i) follows from Theorem 4.2.4(i) $\operatorname{since} \operatorname{deg} \theta=0$. Furthermore, also $\tilde{\mathrm{I}}_{C}$ has $R H$ in its kernel, so $\theta$ is 0 on $R H=C-A$. By Theorem 4.4.3(ii), $\theta$ is 0 on $N-C$ as well and consequently $\theta$ is 0 on $N-A$.

Thus $\theta \in I_{0}(A)$. Since $A$ is disjoint from its conjugates, Theorem 4.4.6 can now be applied to yield that $\left(\theta^{*}, \theta^{*}\right)_{G}=3$. Since $1_{N}$ is a constituent of $\theta$ of multiplicity 1 , the Frobenius reciprocity theorem implies that $1_{G}$ is a constituent of $\theta^{*}$ of the same multiplicity. Since $\operatorname{deg} \theta^{*}=\operatorname{deg} \theta=0$ by Theorem 4.4.1, we must have

## Lemma 1.5

There exist distinct nonprincipal irreducible characters $\chi_{1}, \chi$ of $G$ such that

$$
\theta^{*}=1_{G}+\chi_{1}-\chi .
$$

In particular,

$$
\chi(1)=1+\chi_{1}(1) .
$$

The second statement follows from the first since $0=\operatorname{deg} \theta^{*}=\theta^{*}(1)$.
By Theorem 4.4.3(ii), $0^{*}$ is 0 on any element not in a conjugate of $A$. But no element of $A$ has odd order or is an involution. Hence by Lemma 1.5 we have

## Lemma 1.6

If $y$ is an involution or an element of odd order of $G$, then

$$
\theta^{*}(y)=0 \quad \text { and } \quad \chi(y)=1+\chi_{1}(y) .
$$

On the other hand, we have

## Lemma 1.7

If $\beta(y)$ denotes the number of ordered pairs of involutions whose product is $y$, then $\beta(y)=0$ if $y$ is of even order.

## Proof

Suppose $u v=y$ with $u, v$ involutions, $y \in G^{*}$ and $|y|=2 s, s$ an integer. Then $u$ and $v$ invert $y$ by Theorem 9.1.1 and so centralize $z=y^{-s}$, which is also an involution. If $u \neq z$, then $\langle u, z\rangle$ is a four group and so lies in an $S_{2}$-subgroup of $G$. But each $S_{2}$-subgroup of $G$, being generalized quaternion, possesses a unique involution. Hence $u=z$. For the same reason $v=z$, so $u=v$ and $u v=1$, a contradiction. Thus $\beta(v)=0$, as asserted.

Since each $S_{2}$-subgroup of $G$ has a unique involution, it follows from Sylow's theorem that $G$ possesses only one class of involutions, which we denote by $K$. Now by equation (9.4.2),

$$
\begin{equation*}
\beta(y)=\frac{|G|}{\left|C_{G}(u)\right|^{2}} \sum_{i=1}^{r} \frac{\zeta_{i}^{2}(u)}{\zeta_{i}(1)} \zeta_{i}(y), \tag{1.1}
\end{equation*}
$$

where $\zeta_{i}, \mathrm{I} \leqslant i \leqslant r$, are the irreducible characters of $G, u \in K$, and $y \in G$. By the preceding two lemmas $\beta(y) \overrightarrow{0^{*}(y)}=0$ for every element $y$ of $G$ and consequently

$$
\begin{equation*}
\left(\beta, \theta^{*}\right)_{G}=0 . \tag{1.2}
\end{equation*}
$$

Since $\theta^{*}=1_{G}+\chi_{1}-\chi$ and $\chi_{1}, \chi$ are irreducible characters of $G,(1.1)$ and (1.2) together with Theorem 4.2.4(i) now yield

## Lemma 1.8

For any involution $u$ of $G$,

$$
1+\frac{\chi_{1}^{2}(u)}{\chi_{1}(1)}-\frac{\chi^{2}(u)}{\chi(1)}=0 .
$$

Lemma 1.8 in turn gives

## Lemma 1.9

The kernel of $\chi$ contains every involution of $G$.

## Proof

Since $\chi_{1}(1)=\chi(1)-1$ and $\chi_{1}(u)=\chi(u)-1$ by Lemmas 1.5 and 1.6 , we can substitute in the preceding equation and clear denominators to obtain

$$
\begin{equation*}
(\chi(1)-1) \chi(1)+(\chi(u)-1)^{2} \chi(1)-\chi(u)^{2}(\chi(1)-1)=0, \tag{1.3}
\end{equation*}
$$

which reduces upon expansion to

$$
\begin{equation*}
(\chi(u)-\chi(1))^{2}=0 . \tag{1.4}
\end{equation*}
$$

Hence $\chi(u)=\chi(1)$ and the lemma follows.
Since $\chi(1)=1+\chi_{1}(1)$, we see that $\operatorname{deg} \chi \geqslant 2$. Our argument has thus shown that any group $G$ with generalized quaternion $S_{2}$-subgroups possesses a nonlinear irreducible character whose kernel contains all the involutions of $G$. With this information we can now easily complete the proof of the theorem.

Let $M$ be the normal subgroup of $G$ generated by all its involutions and set $Q=S \cap M$, so that $Q$ is an $S_{2}$-subgroup of $M$. We shall argue that $Q$ is cyclic. Indeed, if not, then $Q$ must be a generalized quaterrion and so must contain $y x^{i}$ for some $i$. Since $Q \triangleleft S$, also $\left(y x^{i}\right)^{x}=y x^{i+2} \in Q$, whence $x^{2} \in Q$. Thus $|S: Q| \leqslant 2$ and, in particular, $S / Q$ is abelian. On the other hand, consider the group $G_{1}=S M$. The conclusion of the preceding paragraph implies that $G_{1}$ possesses a nonlinear irreducible character $\phi$ whose kernel $K_{1}$ contains all involutions of $G_{1}$. But every involution of $G$ lies in $G_{1}$ and together they generate $M$, so $M \subseteq K_{1}$. But then $G_{1} / K_{1}$ is a homomorphic image of $G_{1} / M=S M / M$, which is isomorphic to $S / Q$. Since $S / Q$ is abelian, so also is $G_{1} / K_{1}$. Since $K_{1}$ is the kernel of $\phi$, it follows that $\phi$ is a linear character of $G_{1}$, which is not the case. We conclude that $Q$ is cyclic, as asserted.

But now $M$ has a normal 2-complement $L$ by Theorem 7.6.1. Since $L$ char $M \triangleleft G$, we have $L \triangleleft G$ and so $L \subseteq K=O_{2}(G)$. Since $M=L Q$ and $M \triangleleft G$, this yields $K Q \triangleleft G$. Setting $\bar{G}=G / K$, it follows that $\bar{Q}$, and hence also $\Omega_{1}(\bar{Q})$, is normal in $\bar{G}$, where $\bar{Q}$ is the image of $Q$ in $\bar{G}$. But
$\left|\Omega_{1}(\bar{Q})\right|=2$ as $Q$ is cyclic and so $\Omega_{1}(\bar{Q}) \subseteq Z(\bar{G})$. On the other hand, $O_{2} \cdot(\bar{G})=1$, whence $O_{2} \cdot(Z(\bar{G}))=1$ and therefore $Z(\bar{G})$ is a 2-group. But the center of $S$ and hence also of an $S_{2}$-subgroup of $\bar{G}$ has order 2 ; so we conclude that $\Omega_{1}(\bar{Q})=Z(\bar{G})$. This completes the proof of Theorem 1.1.

Remark If $Z$ denotes the inverse image of $Z\left(G / O_{2}(G)\right)$ in $G$, the Brauer-Suzuki theorem asserts that $|Z|$ is twice an odd number. But then it follows directly thai an $S_{2}$-subgroup of $G / Z$ is dihedral. Hence once the classification of all groups with dihedral $S_{2}$-subgroups is established, it is possible to make a much stronger statement about the structure of $\bar{G}=G / O_{2},(G)$. In fact, it can be shown that $\bar{G}$ is isomorphic to either an $S_{2}$-subgroup of $G$ or to a uniquely determined extension of $A_{7}$ by a group of order 2 or else that $\bar{G}$ contains a normal subgroup $\bar{L}$ isomorphic to $S L(2, q), q$ odd, with $\bar{G} / \bar{L}$ cyclic of order $k$ or $2 k, k$ odd.

## ZASSENHAUS GROUPS

A complete classification of Zassenhaus groups-doubly transitive groups in which only the identity fixes three letters-has been achieved by the combined efforts of Zassenhaus, Feit, Suzuki, and Ito. This is an extremely important class of groups, for it includes two of the families of simple groups " of rank 1 ": the groups $L_{2}(q), q>3$, and the Suzuki groups. It thus bears directly on three major classification problems: groups with dihedral Sylow 2-subgroups, groups with abelian Sylow 2-subgroups, and groups in which the centralizer of every nonidentity element is nilpotent.

Here we shall present only some of the steps in the classification of Zassenhaus groups. Section 1 gives a number of their elementary properties. In Section 2 we shall derive Feit's key result, which asserts that the degree of a Zassenhaus group is necessarily of the form $1+p^{a}$ for some prime $p$. The proof provides an excellent application of Feit's results on coherence which we established in Chapter 4.

Finally, in Section 3 we shall give a complete classification of a special class of Zassenhaus groups. The proof involves a fundamental, quite general, method-the characterization of a group in terms of a canonical set of generators and relations.

## 1. ELEMENTARY PROPERTIES

We first establish some basic properties of Zassenhaus groups.

## Theorem 1.1

Let $G$ be a Zassenhaus group of degree $n+1$ and let $N$ be the subgroup fixing a letter. Then we have
(i) $N$ is a Frobenius group with kernel $K$ of order $n$ and complement $H$.
(ii) $K$ is a Hall subgroup of $G, K$ is disjoint from its conjugates, and $N=N_{G}(K)$. Moreover, $C_{G}(y) \subseteq K$ and $C^{*}(y) \subseteq N$ for all $y$ in $K^{*}$.
(iii) $H$ is a subgroup of $G$ fixing two letters, $H$ is disjoint from its conjugates in $G$, and $\left|N_{\mathrm{G}}(H): H\right|=2$.
(iv) $|G|=e n(n+1)$, where $e=|H|$ and $e$ divides $n-1$.

## Proof

Let $G$ act on $S=\{1,2, \ldots, n+1\}$ and let $N$ fix 1 . Since $G$ is doubly transitive and only the identity fixes three letters, $N$ acts transitively on $T=S-\{1\}$ and only the identity of $N$ fixes two letters. By definition of a Zassenhaus group, the subgroup fixing two letters of $S$, and hence fixing a letter of $T$, is nontrivial. Therefore, $N$ is a Frobenius group in its action on $T$ and so by Frobenius' theorem possesses a normal subgroup $K$ of order $n=|T|$, where $K^{\#}$ consists of the set of elements of $N$ fixing no letter of $T$. Moreover, a Frobenius complement $H$ in $N$ is the subgroup fixing a letter $i$ of $T$, say $i=2$. Thus $H$ fixes 1 and 2 and so is a subgroup of $G$ fixing two letters.

Let $y \in K^{\#}$ and $x \in G$. Since the elements of $K^{*}$ fix only the letter 1 , $y^{x}$ fixes only the letter (1) $x$. But then if $y^{x} \in K$, we must have (1) $x=1$, whence $x \in N$. It follows immediately from this that $K$ is disjoint from its conjugates and that $N=N_{G}(K)$. In particular, if $y \in K^{\#}$ and $x \in C_{G}^{*}(y)$, then $K \cap K^{x} \neq 1$, so $x \in N$. Thus $C_{G}^{*}(y) \subseteq N$. Since $N$ is a Frobenius group, it follows that $C_{G}(y) \subseteq K$.

Next let $y \in H^{\#}$ and $x \in G$. Since no element of $G^{\#}$ fixes three letters, $y^{x}$ fixes only the letters (1) $x$ and (2) $x$. But then if $y^{x} \in H, x$ must transform the set $\{1,2\}$ into itself. This implies at once that $H^{x}$ fixes 1 and 2 , whence $x \in N_{G}(H)$. Thus also $H$ is disjoint from its conjugates. Furthermore, the elements of $N_{G}(H)$ necessarily transform the set $\{1,2\}$ into itself. Since $G$, being doubly transitive, contains an element which interchanges 1 and 2 , we conclude that $\left|N_{G}(H): H\right|=2$.

Finally if $e=|H|$, we have $|G|=e n(n+1)$ by Theorem 2.7.3(iii). Since
$N$ is a Frobenius group, $e$ divides $n-1$. In particular, $n$ is prime to $e(n+1)$ and so $K$ is a Hall subgroup of $G$. All parts of the theorem are thus proved.

For convenience we shall say that $G$ is of type $(H, K)$ if $K$ is the Frobenius kernel and $H$ a Frobenius complement of a subgroup $N$ of $G$ fixing a letter.

## Theorem 1.2

Let $G$ be a Zassenhaus group of type $(H, K)$ and let $w$ be an element of $N_{G}(H)-H$. Then every element $x$ of $G$, not in $N=H K$, has a unique representation in the form

$$
x=y_{1} w y_{2} u \text {, }
$$

where $u \in H$ and $y_{i} \in K, 1 \leqslant i \leqslant 2$.

## Proof

By Theorem 1.1(iii), such an element $w$ of $N_{G}(H)$ exists and $w^{2} \in H$. Furthermore, the proof. of Theorem 2.7.3 shows that $G=N \cup N w N$. Hence any element $x$ of $G-N$ can be written in the form $x=z_{1} w z_{2}$ with $z_{1}, z_{2}$ in $N$. Now $z_{1}=y_{1} v$, where $v \in H, y_{1} \in K$. Therefore, $x=y_{1} v w z_{2}=$ $y_{1} w\left(w^{-1} v w z_{2}\right)$ and $z_{2}^{\prime}=w^{-1} v w z_{2} \in N$ since $w \in N_{G}(H)$ and $H \subseteq N$. Hence $z_{2}^{\prime}=y_{2} u$ with $u \in H, y_{2} \in K$, and consequently $x=y_{1} w y_{2} u$.

Suppose we also have $x=z_{1} w z_{2} v$ with $v \in H$ and $z_{i} \in K, 1 \leqslant i \leqslant 2$. Then $w^{-1} z_{1}^{-1} y_{1} w=z_{2} v u^{-1} y_{2}^{-1}$ and so lies in $N$. But $\left|w^{-1} z_{1}^{-1} y_{1} w\right|=\left|z_{1}^{-1} y_{1}\right|$ and hence is a divisor of $|K|$. However, $K$ is a Hall subgroup of $G$, whence $w^{-1} z_{1}^{-1} y_{1} w$ lies in $K$ as well as $K^{w}$. Since $K$ is disjoint from its conjugates, either $z_{1}^{-1} y_{1}=1$ or $w \in N=N_{G}(K)$. However, in the latter case, $w \in N_{\mathrm{N}}(H)=H$, contrary to our choice of $w$. Thus $y_{1}=z_{1}$. But then also $y_{2} u=z_{2} v$. Since $H \cap K=1$, this forces $u=v$ and $y_{2}=z_{2}$. Therefore the expression for $x$ is unique.

## Theorem 1.3

Let $G$ be a Zassenhaus group of type $(H, K)$ with $|H|=e$ and $|K|=n$. Then we have
(i) If $e$ is even, $K$ is abelian.
(ii) If $e \geqslant \frac{1}{2}(n-1), K$ is an elementary abelian p-group for some prime $p$.

## Proof

If $e$ is even, $H$ contains an element $u$ of order 2 and so $u$ induces by conjugation a fixed-point-free automorphism of $K$ of order 2 . But then $K$ is abelian by Theorem 10.1.4.

Now assume $e \geqslant \frac{1}{2}(n-1)$. Since $K$ is nilpotent, (ii) will follow from Theorem 2.1.4 if we can show that $K$ is characteristically simple. If not, then $K$ possesses a nontrivial proper $H$-invariant subgroup $L$. Since each orbit of $L^{*}$ under the action of $H$ contains $e$ elements, $|L| \geqslant e+1$, whence $|L| \geqslant \frac{1}{2}(n-1)+1=\frac{1}{2} n+\frac{1}{2}$. However, this is impossible since $|L|<n$ and $|L|$ divides $n$.

## Theorem 1.4

Let $G$ be a simple Zassenhaus group of degree $n+1$ and type $(H, K)$ in which $e=|H|$ is odd. Then the following conditions hold:
(i) $H$ is cyclic and $N_{G}(H)$ is a Frobenius group.
(ii) $G$ has only one class of involutions.
(iii) The only strongly real elements of $K^{*}$ are involutions.
(iv) The number of involutions of $G$ is $e(n+1)$ if $n$ is even and is en if $n$ is odd.
(v) There are at least e conjugate classes of $G$ not containing elements of $K$.

## Proof

The Sylow subgroups of $H$ are all cyclic by Theorem 10.3.1(iv). Let $w$ be an element of order 2 in $L=N_{G}(H)$. If $w$ inverts $H$, then $H$ is abelian by Theorem 10.1.4. But then $H$ is cyclic by Theorem 1.3.1(ii), as its Sylow subgroups are cyclic. In this case $L$ is a Frobenius group (in fact, a dihedral group) and (i) holds.

Suppose then that $w$ does not invert $H$, in which case $C=C_{H}(w) \neq 1$. We shall argue that $C \nsubseteq H^{\prime}$. Since $|L: H|=2$, and $|H|$ is odd, the Sylow subgroups of $L$ are also cyclic, so $L$ is metacyclic by Theorem 7.6.2. Thus $L^{\prime}$ and $L / L^{\prime}$ are each cyclic. But $L^{\prime} \subseteq H$ as $L / H$ is abelian and consequently $w$ centralizes $H / L^{\prime}$. Theorem 6.2.2(iv) now yields that $C L^{\prime}=H$. Since $H^{\prime} \subseteq L^{\prime}$, we have either $C \nsubseteq H^{\prime}$ or $L^{\prime}=H$. However, since $L^{\prime}$ is cyclic, it follows in the latter case that $H^{\prime}=1$, so $C \not \equiv H^{\prime}$ in this case as well.

Now $w$ leaves an $S_{p}$-subgroup $P$ of $H$ invariant for each prime $p$ by Theorem 6.2.2(i) and by the preceding paragraph we can choose $P$ so that $P \cap C \neq 1$ and $P \nsubseteq H^{\prime}$. By Theorem 5.2.4, $w$ centralizes $P$. Let $Q$ be an $S_{P}$-subgroup of $G$ containing $P$. Since $H$ is disjoint from its conjugates, $N_{Q}(P) \subseteq L$, whence $N_{Q}(P)=P$. But then $Q=P$ by Theorem 1.2.11(ii). Thus $P$ is an $S_{p}$-subgroup of $G$. If $M=N_{\mathrm{G}}(P)$, the same argument shows that $M \subseteq L$. However, as $P \nsubseteq H^{\prime}$ and $w$ centralizes $P, L$, and hence also $M$, possesses a normal subgroup of index $p$. Thus $P \cap M^{\prime} \subset P$. But as $P$ is abelian, $P \cap M^{\prime}=P \cap G^{\prime}$ by Theorem 7.4.4. Therefore $G$ also possesses
a normal subgroup of index $p$, contrary to the simplicity of $G$. Thus (i) holds.

Suppose next that $n$ is even and let $S$ be an $S_{2}$-subgroup of $K$. Then $S$ is an $S_{2}$-subgroup of $G$ and is disjoint from its conjugates by Theorem 1.1(ii). Therefore $G$ has only one class of involutions by Theorem 9.1.4. Since $K$ is nilpotent, there exists an involution $y$ in $Z(K)$. Then $C_{G}(y)=K$ by Theorem 1.1(ii) and so $\left|G: C_{G}(y)\right|=e(n+1)$. Thus $G$ contains exactly $e(n+1)$ involutions in this case. Furthermore, $N=H K$ contains both the centralizer of each of its involutions and $N_{G}(S)$. Since $G$ is simple, also not every involution of $G$ lies in $N$. Hence $N$ has only one class of involutions by Theorem 9.2.1(ii) and therefore every involution of $N$ lies in $Z(K)$. Now suppose $y \in K^{\#}$ and $y$ is strongly real, so that $y=u v$, where $u, v$ are involutions and $u, v$ invert $y$. Then $u, v \in N$ by Theorem 1.1 (ii) and consequently $u, v$ lie in $Z(K)$. Thus $u v=v u$ and $y^{2}=(u v)^{2}=1$. Hence (ii), (iii), and (iv) hold when $n$ is even.

Now assume $n$ is odd, whence $|N|=e n$ is odd. Since $C_{C}^{*}(y) \subseteq N$ for all $y$ in $K^{*}$, it follows that $K^{*}$ contains no strongly real elements. But then if $K u=K v$ for involutions $u$ and $v$, we must have $u=v$, since otherwise $u v$ would be a strongly real element of $K^{\#}$. Thus a right coset of $K$ in $G-N$ contains at most one involution. Since $N$ has no involutions, the number of involutions in $G$ is therefore at most $e(n+1)-e=e n$. On the other hand, $G$ contains an involution $y$ as $|G|$ is even. To complete the proof of (ii), (iii), and (iv), it will suffice to show that (en, $\left.\left|C_{6}(y)\right|\right)=1$, for then $\left|C_{\sigma}(y)\right|$ divides $n+1$ and consequently the conjugate class containing $y$ has $\left|G: C_{G}(y)\right| \geqslant$ en elements. But then $G$ has exactly en involutions and they are all conjugate to $y$.

If $\left|C_{G}(y)\right|$ is not prime io en, then $y$ centralizes an element $x$ of prime or$\operatorname{der} p$ with $p \mid e n$. If $p \mid n, x$ lies in a conjugate $K_{1}$ of $K$, whence $y \in C_{G}(x) \subseteq K_{1}$, a contradiction. Thus $p \mid e$. But as $e$ is odd and $e \mid(n-1),(e, n(n+1))=1$, so $H$ is also a Hall subgroup of $G$. Thus $x$ lies in a conjugate $H_{1}$ of $H$. But now it follows at once from (i) and Theorem 1.1 (iii) that $C_{G}(x) \subseteq H_{1}$, giving the same contradiction.

Finally, let $t$ be the number of strongly real conjugate classes of $G$. By (ii) and (iii), $t-1$ of these classes do not contain involutions and of these only the class $\{1\}$ has an element in common with $K$. Thus there are at least $t-2$ conjugate classes not consisting of involutions which have no elements in common with $K$.

If $n$ is even, $e(n+1)$ is the number of involutions of $G$ by (iv). But then Theorem 9.1.8 yields

$$
\begin{equation*}
t-1 \geqslant \frac{e(n+1)(e(n+1)+1)}{e n(n+1)}=\frac{e(n+1)+1}{n}>e, \tag{1.1}
\end{equation*}
$$

whence $t-2 \geqslant e$. Hence (v) follows from the preceding paragraph.
On the other hand, if $n$ is odd, (iv) and Theorem 9.1.8 give

$$
\begin{equation*}
t-1 \geqslant \frac{e n(e n+1)}{e n(n+1)}=\frac{e n+1}{n+1}=e-\frac{e-1}{n+1} . \tag{1.2}
\end{equation*}
$$

Since $e<n$, (1.2) implies that $t-1>e-1$, whence $t-2 \geqslant e-1$. Since $K$ has no involutions, ( v ) follows in this case as well.

Remark If $G$ is a simple Zassenhaus group of type ( $H, K$ ) in which $e=|H|$ is even, then an $S_{2}$-subgroup of $H$ is either cyclic or generalized quaternion by Theorem 10.3.1(iv). It can be shown by studying the fusion of 2-elements in $G$ that $N_{G}(H)$ contains an $S_{2}$-subgroup $S$ of $G$ and that $S$ is dihedral or semidihedral according as $S \cap H$ is cyclic or generalized quaternion; however, we shall not need this result.

## 2. FEIT'S THEOREM

In this section we shall prove a key result needed for the classification of Zassenhaus groups, which will also provide an application of the concept of coherence developed in Section 4.6.

## Theorem 2.1 (Feit)

Let $G$ be a simple Zassenhaus group of degree $n+1$ and type $(H, K)$ in which $e=|H|$ is odd. Then
(i) $K$ is a p-group for some prime $p$.
(ii) Either $e \geqslant \frac{1}{2}(n-1)$ or $K$ is nonabelian and $\left|K: K^{\prime}\right| \leqslant 4 e^{2}+1$.

## Proof

If $e \geqslant \frac{1}{2}(n-1)$, then $K$ is an elementary abelian $p$-group by Theorem 1.3(ii). Hence we may assume that $e<\frac{1}{2}(n-1)$. Since $K$ is nilpotent, disjoint from its conjugates, and $N=N_{G}(K)$ is a Frobenius group, Theorem 4.6 .5 applies. Since $e \neq n-1$, (i) and (ii) follow if $I(K)$ is not coherent. Hence we may also assume that $I(K)$ is coherent. We shall argue that the coherence of $I(K)$ forces $e \geqslant \frac{1}{2}(n-1)$ and this will suffice to complete the proof.

Let $\zeta_{i}, 1 \leqslant i \leqslant t$, be the irreducible characters of $I(K)$, so that the $\zeta_{i}$ are the nonprincipal irreducible characters of $N$ whose kernel does not contair. $K$. The $\zeta_{i}$ are induced from the nonprincipal irreducible characters of $K$. Since $K$
is nilpotent, some $\zeta_{i}$, say $\zeta_{1}$, has degree $e$. Set $\zeta=\zeta_{1}$. Also let $\tau$ be the isometry of $I(K)$ into ch $(G)$ which extends the induction map $*$ of $I_{0}(K)$ into $\mathrm{ch}_{0}(G)$. We shall prove in a sequence of lemmas that $\zeta^{\tau}$ has degree $e$. Once this is accomplished, an argument of Brauer can be applied to yield the desired conclusion. (Compare the proof of Theorem 4.7.11, which employs a similar argument.)

## Lemma 2.2

The following conditions hold:
(i) $\zeta^{*}(y)=\zeta(y)$ for $y$ in $K^{\#}$.
(ii) $\left(\zeta^{*}, \zeta^{*}\right)_{G}=e+1$.

## Proof

First of all, (i) follows from Theorem 4.4.6(i). Now deg $\zeta^{*}=(n+1) e$ as $|G: N|=n+1$; also $\zeta^{*}$ is 0 outside of the conjugates of $K$. Since $K$ is disjoint from its conjugates and $K$ has $|G| / n e$ conjugates, it follows from (i) and the definition of $\left(\zeta^{*}, \zeta^{*}\right)_{G}$ that

$$
\begin{align*}
\left(\zeta^{*}, \zeta^{*}\right)_{G} & =\frac{1}{|G|}\left\{(n+1)^{2} e^{2}+\frac{|G|}{n e} \sum_{y \in \mathrm{~K}^{*}} \zeta(y) \overline{\zeta(y)}\right\}  \tag{2.1}\\
& =\frac{1}{|G|}\left\{(n+1)^{2} e^{2}-\frac{|G| e^{2}}{n e}+\frac{|G|}{n e} \sum_{y \in K} \zeta(y) \overline{\zeta(y)}\right\} .
\end{align*}
$$

However, as $\zeta(y)=0$ for $y$ in $N-K$, the final sum is the same as that over $N$ and so equals $|N|(\zeta, \zeta)_{N}=n e$ as $\zeta$ is irreducible. Substituting this in (2.1) and using $|G|=n e(n+1)$, (2.1) reduces to

$$
\begin{equation*}
\left(\zeta^{*}, \zeta^{*}\right)_{G}=\left\{\frac{(n+1) e}{n}-\frac{e}{n}+1\right\}=e+1, \tag{2.2}
\end{equation*}
$$

proving (ii).

## Lemma 2.3

The following conditions hold:
(i) $\zeta_{i}^{\mathrm{T}}(y)=\zeta_{i}(y)$ for all $y$ in $K^{*}, i \leqslant i \leqslant t$,
(ii) $\zeta_{i}^{*}=\zeta_{i}^{\mathrm{T}}+\frac{\operatorname{deg} \zeta_{i}}{e} \psi, 1 \leqslant i \leqslant t$,
where $\psi$ is a sum of e distinct irreducible characters of $G$, none of which is contained in $I(K)^{\mp}$.

## Proof

We first argue that any nonprincipal irreducible character $\chi$ of $G$ that is not in $I(K)^{\tau}$ is a constituent of $\zeta^{*}$. Indeed, if not, then by the Frobenius
reciprocity theorem, $\left(\zeta,\left.\chi\right|_{N}\right)_{N}=0$. But $\chi$ has a constant value $a$ on $K^{\#}$ by Theorem 4.6.6, while $\zeta$ is 0 on $N-K$. Hence

$$
\begin{equation*}
0=\left(\zeta,\left.\chi\right|_{N}\right)_{N}=\frac{1}{|N|} \chi(1) e+\frac{1}{|N|} \sum_{y \in N^{*}} a \zeta(y) . \tag{2.3}
\end{equation*}
$$

Since $\sum_{y \in N} \zeta(y)=0$ by Theorem 4.2.1(iii) and $\zeta(1)=e,(2.3)$ reduces to

$$
\begin{equation*}
0=\frac{e}{|N|}(\chi(1)-a) . \tag{2.4}
\end{equation*}
$$

Thus $\chi(1)=a=\chi(y)$ for all $y$ in $K^{*}$ and $K$ lies in the kernel of $\chi$, contrary to the simplicity of $G$.

Now, $t=n-1 / e$ is the number of conjugate classes of elements of $K^{*}$. Hence by Theorem 1.4(v), $G$ has at least $t+1+e$ conjugate classes and so also at least $t+1+e$ irreducible characters. Since $I(K)$ contains exactly $t$ irreducible characters, it follows from the preceding paragraph that there exist $e$ distinct irreducible nonprincipal characters $\chi_{J}$ of $G$ with no $\chi_{j}$ in $I(K)^{\tau}$, each of which is a constituent of $\zeta^{*}, 1 \leqslant j \leqslant e$. We set

$$
\begin{equation*}
\psi=\sum_{j=1}^{e} x_{j} . \tag{2.5}
\end{equation*}
$$

We next make a similar calculation with $\chi=\zeta_{i}^{\tau}$. By Theorem 4.6.6, we have for $y$ in $K^{\#}$,

$$
\begin{equation*}
\zeta_{i}(y)=\zeta_{i}(y)+\frac{\operatorname{deg} \zeta_{i}}{e} c \quad 1 \leqslant i \leqslant t \tag{2.6}
\end{equation*}
$$

for some fixed integer $c$. But then as $\overline{\zeta(y)}=0$ for $y$ in $N-K$, we obtain

$$
\begin{equation*}
\left(\zeta_{i}^{\tau}, \zeta^{*}\right)_{G}=\left(\left.\zeta_{i}^{\tau}\right|_{N}, \zeta\right)_{N}=\frac{1}{|N|}\left(e \operatorname{deg} \zeta_{i}+\sum_{y \in N^{*}}\left(\zeta_{i}(y)+\frac{\operatorname{deg} \zeta_{i}}{e} c\right) \overline{\zeta(y)}\right) . \tag{2.7}
\end{equation*}
$$

Since $\sum_{y \in N} \overline{\zeta(y)}=0$ and $\sum_{y \in N} \zeta_{i}(y) \overline{\zeta(y)}=|N| \delta_{i 1}$ with $\delta_{i 1}=0$ or 1 according as $i \neq 1$ or $i=1$, (2.7) reduces to

$$
\begin{equation*}
\left(\zeta_{i}^{\tau}, \zeta^{*}\right)_{G}=\delta_{i 1}-\frac{c \operatorname{deg} \zeta_{i}}{|N|} \tag{2.8}
\end{equation*}
$$

But $t=n-1 / e \geqslant 3$ as $e<\frac{1}{2}(n-1)$. Hence if $c \neq 0, \pm \zeta_{i}$ would be a constituent of $\zeta^{*}$ for both $i=2$ and 3. By the first part of the proof, $\zeta^{*}$ would then contain at least $e+2$ distinct irreducible constituents, contrary to Lemma 2.2(ii). Thus $c=0$ and, in particular, (i) follows from (2.6).

Moreover, $\left(\zeta^{\tau}, \zeta^{*}\right)_{G}=\left(\zeta_{1}^{\tau}, \zeta^{*}\right)_{G}=1$ by (2.8). Thus $\zeta^{\tau}$ is an irreducible character of $G$ and we conclude from Lemma 2.2(ii) and (2.5) that

$$
\begin{equation*}
\zeta^{*}=\zeta^{\tau}+\psi . \tag{2.9}
\end{equation*}
$$

Finally, as $\zeta^{\tau}$ is irreducible and $t \geqslant 3$, the coherence of $I(K)$ yields that $\zeta_{i}^{\tau}$ is an irreducible character for all $i$ and that

$$
\begin{equation*}
\zeta_{i}^{*}-\frac{\operatorname{deg} \zeta_{i}}{e} \zeta^{*}=\zeta_{i}^{\tau}-\frac{\operatorname{deg} \zeta_{1}}{e} \zeta^{\tau} . \tag{2.10}
\end{equation*}
$$

But now (2.9) and (2.10) together imply (ii).
We now bring the irreducible characters of $N$ having $K$ in their kernels into the argument. These are the same as the irreducible characters of the cyclic group $N / K$ of order $e$. There are thus $e-1$ such nonprincipal characters, each of degree 1 , which we denote by $\eta_{j}, 1 \leqslant j \leqslant e-1$. If $H=\langle x\rangle$ and $\alpha$ is a primitive $e$ th root of unity, we can choose the numbering so that $\eta_{j}(x)=\alpha^{j}, 1 \leqslant j \leqslant e-1$. Since $\bar{\eta}_{j}(x)=\overline{\eta_{j}(x)}=\eta_{j}\left(x^{-1}\right)=\alpha^{-1}$, we see that for $j \leqslant s=(e-1) / 2$, we have $\bar{\eta}_{j}=\eta_{j+s}$.

## Lemma 2.4

The following conditions hold:
(i) $\eta_{j}^{*}(y)=\eta_{j}(y)+\overline{\eta_{j}(y)}$ for $y$ in $H^{\#}, 1 \leqslant j \leqslant s$.
(ii) $\eta_{j}^{*}(y)=1$ for $y$ in $K^{*}, 1 \leqslant j \leqslant s$.
(iii) The $\eta_{j}^{*}$ are distinct irreducible characters of $G$.
(iv) $1_{N}^{*}=1_{G}+\theta$, where $\theta$ is an irreducible character of $G$ which is 0 on $K^{\#}$.

## Proof

Set $L=N_{G}(H)$, so that by Theorem 1.4(i) $L$ is a Frobenius group of order $2 e$. Let $w$ be an involution of $L$. Since $H$ is disjoint from its conjugates and $N$ is a Frobenius group, it follows that for $y$ in $H^{\#}$, if $y^{u} \in N$, then either $u \in N$ or $u=w z$, where $z \in N$. But

$$
\eta_{j}^{*}(y)=\frac{1}{|N|} \sum_{u \in G} \eta_{j}\left(y^{u}\right),
$$

where $\eta_{j}$ is defined to be 0 on $G-N$. But now using the fact that $\eta_{j}$ is a class function on $N$, we conclude at once that $\eta_{j}^{*}(y)=\eta_{j}(y)+\eta_{j}\left(y^{w}\right)$. Since $y^{w}=y^{-1}$, we have $\eta_{j}\left(y^{w}\right)=\bar{\eta}_{j}(y)$, and (i) follows. We note that the same calculation also yields $1_{N}^{*}(y)=2$ for $y$ in $H^{\#}$.

Similarly, if $y \in K^{*}$ and $y^{u} \in N$, then $y^{u} \in K$ and $u \in N$, as $K$ is also disjoint from its conjugates. Since $\eta_{j}$ is 1 on $K$, we compute directly that $\eta_{j}^{*}(y)=1$ and that $1_{N}^{*}(y)=1$ for $y$ in $K^{\#}$. In particular, (ii) holds.

Now the given permutation representation of $G$ is equivalent to that on the right cosets of $N$, as $N$ is the subgroup fixing a letter. Since $G$ is doubly transitive, Theorems 4.3.4(ii) and 4.4 .2 imply that $1_{N}^{*}=1_{G}+\theta$, where $\theta$ is an irreducible character of $G$. Since $1_{N}^{*}(y)=1$ for $y$ in $K^{*}, \theta(y)=0$ for $y$ in $K^{\#}$, so (iv) also holds.

Finally, $\eta_{j}^{*}$ and $1_{N}^{*}$ are each 0 outside of the conjugates of $N$, have the same value 1 on $K^{*}$ and $|G: N|=n+1$ on 1 . Moreover, by (i), $\eta_{j}^{*}(y) \overline{\eta_{j}^{*}(y)} \leqslant 4$ for all $y$ in $H^{\#}$ and is strictly less than 4 on the generator $x$ of $H^{\#}$. Since $1_{N}^{*}(y)=2$ for $y$ in $H^{\#}$, we conclude that

$$
\begin{equation*}
\left(\eta_{j}^{*}, \eta_{j}^{*}\right)_{G}=\frac{1}{|G|} \sum_{y \in G} \eta_{j}^{*}(y) \overline{\eta_{j}^{*}(y)}<\frac{1}{|G|} \sum_{y \in G} 1_{N}^{*}(y) \overline{1_{N}^{*}(y)}=\left(1_{N}^{*}, 1_{N}^{*}\right)_{G} . \tag{2.11}
\end{equation*}
$$

But $\left(1_{N}^{*}, 1_{N}^{*}\right)_{G}=2$ by (iv) and consequently $\left(\eta_{j}^{*}, \eta_{j}^{*}\right)_{G}=1$, whence $\eta_{j}^{*}$ is irreducible, $1 \leqslant j \leqslant s$. Furthermore, $\eta_{j}^{*} \neq \eta_{k}^{*}$ for $j \neq k, 1 \leqslant j, k \leqslant s$, since otherwise by (i) $\eta_{j}+\bar{\eta}_{j}$ and $\eta_{k}+\bar{\eta}_{k}$ would be the same characters of $N / K$, which is not the case. This establishes (iii) and completes the proof.

Finally we prove

## Lemma 2.5

$$
\operatorname{deg} \zeta^{\tau}=e
$$

## Proof

We shall argue that $\left.\zeta^{\top}\right|_{N}=\zeta$. Since $\operatorname{deg} \zeta=\zeta(1)=e$, this will imply the lemma. First of all, no $\zeta_{i}$ is constant on $K^{\#}, 1 \leqslant i \leqslant t$. But $\theta$ and each $\eta_{j}^{*}$ is constant on $K^{\#}$ by Lemma 2.4(ii) and (iv). Since $\zeta_{i}^{\tau}=\zeta_{i}$ on $K^{\#}$ by Lemma 2.3(i), it follows that neither $\theta$ nor any $\eta_{j}^{*}, 1 \leqslant j \leqslant s$, is of the form $\zeta_{i}^{\tau}$.

Now clearly $\bar{\eta}_{j}$ also induces $\eta_{j}^{*}$. Hence by the Frobenius reciprocity theorem,

$$
\begin{equation*}
0=\left(\zeta^{\tau}, \eta_{j}^{*}\right)_{G}=\left(\left.\zeta^{\tau}\right|_{N}, \eta_{j}\right)_{N}=\left(\left.\zeta^{\tau}\right|_{N}, \bar{\eta}_{j}\right)_{N} . \tag{2.12}
\end{equation*}
$$

Thus no $\eta_{j}$ nor $\bar{\eta}_{j}$ is a constituent of $\left.\zeta^{\zeta}\right|_{N}$. Furthermore, the representation $\tilde{\mathrm{I}}_{K}$ induced by $1_{K}$ on $N$ is the regular representation of $N / K$ and consequently

$$
\begin{equation*}
\tilde{1}_{K}=1_{N}+\sum_{j=1}^{s}\left(\eta_{j}+\bar{\eta}_{j}\right) \tag{2.13}
\end{equation*}
$$

by Theorem 3.6.14(iv). But $1_{K}^{*}=\tilde{I}_{K}^{*}$ by Theorem 4.4.4. Since $\eta_{j}$ and $\bar{\eta}_{j}$ each
induce $\eta_{j}^{*}$, we obtain from Lemma 2.4(iv) that

$$
\begin{equation*}
1_{K}^{*}=1_{G}+\theta+2 \sum_{j=1}^{s} \eta_{j}^{*} \tag{2.14}
\end{equation*}
$$

Hence $\zeta^{\tau}$ is not a constituent of $1_{K}^{*}$ and so by the Frobenius reciprocity theorem $1_{N}$ is not a constituent of $\left.\zeta^{\tau}\right|_{N}$.

Similarly by Lemma 2.3(ii), $\zeta^{\tau}$ is not a constituent of $\zeta_{i}^{*}$ for all $i>1$ and so $\zeta_{i}$ is not a constituent of $\left.\zeta^{\tau}\right|_{N}, 2 \leqslant i \leqslant t$. But $1_{N}, \eta_{j}, \bar{\eta}_{j}, \zeta_{i}, 1 \leqslant j \leqslant s$, $1 \leqslant i \leqslant t$, are all the irreducible characters of $N$. We conclude therefore that $\left.\zeta^{\tau}\right|_{N}$ is a multiple of $\zeta=\zeta_{1}$. But $\zeta^{\tau}$ and $\zeta$ take the same values on $K^{\#} \subseteq N$ by Lemma 2.3(i). Hence $\left.\zeta^{\tau}\right|_{N}=\zeta$ and the lemma is proved.

We can now readily establish that $e \geqslant \frac{1}{2}(n-1)$. Indeed, we have for all $y$ in $G$,

$$
\begin{equation*}
\left(\frac{\operatorname{deg} \zeta_{2}}{e} \zeta^{\mathrm{x}}(y)-\zeta_{2}^{\mathrm{T}}(y)\right)\left(\eta_{j}^{*}(y)-1_{\mathrm{G}}(y)\right)=0 \tag{2.15}
\end{equation*}
$$

since the first factor is 0 outside of the conjugates of $K^{\#}$, while the second is 0 on the conjugates of $K^{*}$ by Lemma 2.4(ii). But then for $1 \leqslant j \leqslant s$,

$$
\begin{equation*}
\frac{\operatorname{deg} \zeta_{2}}{e} \zeta^{\mathrm{r}} \eta_{j}^{*}+\zeta_{2}^{\mathrm{T}}=\zeta_{2}^{\tau} \eta_{j}^{*}+\frac{\operatorname{deg} \zeta_{2}}{e} \zeta^{\mathrm{r}}, \tag{2.16}
\end{equation*}
$$

inasmuch as each side is a character of $G$ taking the same values on each element of $G$ by (2.15) and the definition of the product of two characters. It follows from (2.16) that $\zeta^{\tau}$, being distinct from $\zeta_{2}^{\tau}$, is a constituent of $\zeta^{\tau} \eta_{j}^{*}$. But now Theorem 4.2.6 yields that $\eta_{j}^{*}$ is a constituent of $\zeta^{\tau} \zeta^{\tau}, l \leqslant j \leqslant s$.

Now deg $\eta_{j}^{*}=|G: N|=n+1,1 \leqslant j \leqslant s$, while $\operatorname{deg} \zeta^{\tau} \overline{\zeta^{\tau}}=e^{2}$ since $\zeta^{\tau}$ has degree $e$ by the preceding lemma. Furthermore, $1_{G}$ is also a constituent of $\zeta_{\zeta}^{\tau T}$ by Theorem 4.2.6. Since $s=(e-1) / 2$, we conclude that

$$
\begin{equation*}
e^{2} \geqslant 1+\frac{e-1}{2}(n+1) . \tag{2.17}
\end{equation*}
$$

Subtracting 1 and then dividing by $e-1$, it follows at once that $e \geqslant \frac{1}{2}(n-1)$. This completes the proof of Feit's theorem.

## 3. CLASSIFICATION OF CERTAIN ZASSENHAUS GROUPS

We have shown in Section 2.8 that the groups $L_{2}\left(p^{r}\right), p^{r}>3$, are simple Zassenhaus groups of degree $n+1$ (with $n=p^{r}$ ) and type ( $H, K$ ) with $H$ cyclic, inverted by an involution, and of order $e=n-1$ if $n$ is even and
of order $e=\frac{1}{2}(n-1)$ if $n$ is odd. Moreover, we shall prove in Section 15.1 that they are, in fact, simple. Our aim in the present section will be to show conversely that, up to isomorphism, these are the only Zassenhaus groups which satisfy these conditions.

The proof of this result will illustrate a fundamental method which underlies many classification problems and which stems from Zassenhaus's original paper on these groups. The idea is to show that any two Zassenhaus groups satisfying the given conditions and of the same degree $n+1$ are necessarily isomorphic. Since $e \geqslant \frac{1}{2}(n-1), n$ must be a prime power by Theorem 1.3(ii) and so the group $L_{2}(n)$ exists and satisfies the given conditions. It will thus follow that these are the only groups of this type. The existence of this isomorphism depends in turn upon constructing a canonical set of generators for each such Zassenhaus group of degree $n+1$ and then showing that the mapping of the canonical set of one such group on that of another can be extended to an isomorphism of the two groups.

This approach can be viewed essentially as a uniqueness theorem, in which a given class of groups is characterized in terms of a set of generators and relations. Although this argument is implicit in Zassenhaus's paper [1], his procedure is actually more geometric. He identifies the underlying set $S$ on which his group $G$ is acting with the projective line coordinatized by the field $G F(n)$, in which case $G$ becomes a group of transformations of this line. The content of his proof consists in showing that each element of $G$, in fact, induces a projective transformation of the line, which implies that $G$ is a subgroup of $L_{2}(n)$. A comparison of orders then yields the desired conclusion $G=L_{2}(n)$.

Under the above assumptions Zassenhaus's geometric approach actually provides a shorter proof. However, the generator-relation method appears to have wider applicability in classification problems and for this reason we have chosen to follow it here.

We begin the discussion with a general result for an arbitrary Zassenhaus group $G$. Let its type be $(H, K)$ and let $w$ be an element of $N_{G}(H)-H$. Since $w$ interchanges the two letters fixed by $N=H K, w \notin N$. Since $K$ is disjoint from its conjugates, it follows that $w^{-1} x w \notin N$ for any $x \in K^{\#}$. But then, by Theorem 1.2, there exists uniquely determined elements $u$ in $H$ and $y_{1}, y_{2}$ in $K$ such that

$$
\begin{equation*}
w^{-1} x w=y_{1} w y_{2} u, \tag{3.1}
\end{equation*}
$$

Moreover, $y_{1} \neq 1$, since otherwise $w=x^{-1} w^{2} y_{2} u$ would lie in $N$, which is not the case. Similarly, $y_{2} \neq 1$.

Since $u, y_{1}$, and $y_{2}$ depend only upon $x$ (once $w$ is fixed), we can write $y_{1}=\alpha(x), y_{2}=\beta(x)$, and $u=\gamma(x)$. Thus $\alpha(x), \beta(x)$ are well-defined functions from $K^{\#}$ to $K^{\#}$ and $\gamma(x)$ is a well-defined function from $K^{\#}$ to $H$ and we have for $x$ in $K^{*}$,

$$
\begin{equation*}
w^{-1} x w=x(x) w \beta(x) \gamma(x) . \tag{3.2}
\end{equation*}
$$

Furthermore, the function $\alpha(x)$ is one-to-one. Indeed, if $\alpha(x)=\alpha\left(x^{\prime}\right)$, then $w^{-1} x^{-1} x^{\prime} w=\left(w^{-1} x w\right)^{-1}\left(w^{-1} x^{\prime} w\right)=\gamma(x)^{-1} \beta(x)^{-1} \beta\left(x^{\prime}\right) \gamma\left(x^{\prime}\right) \in N$, which is possible only if $x^{-1} x^{\prime}=1$. Thus $\alpha(x)=\alpha\left(x^{\prime}\right)$ implies $x=x^{\prime}$, so $x$ is one-to-one.

We shall call $\alpha, \beta$, and $\gamma$ the multiplication functions of $G$ with respect to ( $H, K, w$ ). The group laws in $G$ imply that $\alpha, \beta$, and $\gamma$ satisfy a number of functional relations, some of which we shall derive in subsequent proofs. For the present we wish to show rather that the structure of $G$ is entirely determined by these multiplication functions. Indeed, we have

## Theorem 3.1

Let $G_{i}$ be Zassenhaus groups of types ( $H_{i}, K_{i}$ ), and let $\alpha_{i}, \beta_{i}$, and $\gamma_{i}$ be the multiplication functions of $G_{i}$ with respect to $\left(H_{i}, K_{i}, w_{i}\right)$ where $w_{i} \in N_{G_{i}}\left(H_{i}\right)-H_{i}, 1 \leqslant i \leqslant 2$. Suppose there exists an isomorphism $\theta$ of $H_{1} K_{1}$ on $H_{2} K_{2}$ taking $H_{1}$ into $H_{2}$ such that

$$
\begin{aligned}
& \theta \alpha_{1}=\alpha_{2} \theta \quad \theta \beta_{1}=\beta_{2} \theta \quad \theta \gamma_{1}=\gamma_{2} \theta \quad \theta\left(w_{1}^{2}\right)=w_{2}^{2} \text { and } \\
& \theta\left(u^{n_{1}}\right)=(\theta(u))^{w_{2}} \text { for all } u \in H_{1} .
\end{aligned}
$$

Then $\theta$ can be extended to an isomorphism of $G_{1}$ onto $G_{2}$.

## Proof

We note first of all that as $K_{i}$ is a Hall subgroup of $N_{i}=H_{i} K_{i}, 1 \leqslant i \leqslant 2$, $\theta$ must also take $K_{1}$ into $K_{2}$. In addition, $w_{i}$ normalizes $H_{i}$ and $w_{i}^{2} \in H_{i}$, $1 \leqslant i \leqslant 2$. Hence our conditions on $\theta$ are meaningful.

If $x \in G_{1}-N_{1}$, we write $x=y_{w_{1}} z u$ with $u$ in $H_{1}$ and $y, z$ in $K_{1}$ and set $\psi(x)=\theta(y) w_{2} \theta(z) \theta(u)$. Since $u, y$, and $z$ are uniquely determined, $\psi$ is a well-defined function from $G_{1}-N_{1}$ to $G_{2}-N_{2}$. Since $\theta$ is an isomorphism, it follows at once from Theorem 1.2 applied to $G_{2}$ that $\psi$ is one-to-one. Hence $\psi$ maps $G_{1}-N_{1}$ onto $G_{2}-N_{2}$. Finally, we set $\psi=\theta$ on $N_{1}$ and thus $\psi$ is a one-to-one mapping of $G_{1}$ onto $G_{2}$ and $\psi$ is an extension of $\theta$.

We argue that $\psi$ is a homomorphism, which will suffice to complete the proof. Since this is true on $N_{1}$, we need only show that $\psi\left(x x_{1}\right)=\psi(x) \psi\left(x_{1}\right)$ for $x \in G_{1}-N_{1}$ and $x_{1} \in G_{1}$. If $x_{1} \in N_{1}$, write $x_{1}=y_{1} u_{1}, u_{1} \in H_{1}, y_{1} \in K_{1}$. Then

$$
\begin{equation*}
x x_{1}=y w_{1} z u y_{1} u_{1}=y w_{1} z y_{1}^{u^{-1}} u u_{1} . \tag{3.3}
\end{equation*}
$$

Since $\theta$ is an isomorphism on $N_{1}$, we have

$$
\begin{align*}
\psi\left(x x_{1}\right) & =\theta(y) w_{2} \theta(z) \theta\left(y_{1}^{u^{-1}}\right) \theta\left(u u_{1}\right)  \tag{3.4}\\
& =\theta(y) w_{2} \theta(z) \theta\left(y_{1}\right)^{\theta(u)^{-1}} \theta(u) \theta\left(u_{1}\right) \\
& =\theta(y) w_{2} \theta(z) \theta(u) \theta\left(y_{1} u_{1}\right)=\psi(x) \psi\left(x_{1}\right) .
\end{align*}
$$

Assume next that $x=w_{1}$ and $x_{1}=y_{1} w_{1}, y_{1} \in K_{1}$. If $y_{1}=1$, the desired conclusion is obvious, so assume $y_{1} \neq 1$. Then

$$
\begin{align*}
w_{1} y_{1} w_{1} & =w_{1}^{2} w_{1}^{-1} y_{1} w_{1}=w_{1}^{2} x_{1}\left(y_{1}\right) w_{1} \beta_{1}\left(y_{1}\right) y_{1}\left(y_{1}\right)  \tag{3.5}\\
& =x_{1}\left(y_{1}\right)^{w_{1}-2} w_{1} \beta\left(y_{1}\right)^{w_{1}-2} w_{1}^{2} \gamma\left(y_{1}\right) .
\end{align*}
$$

Thus

$$
\begin{equation*}
\psi\left(x x_{1}\right)=\psi\left(w_{1} y_{1} w_{1}\right)=\theta\left(x_{1}\left(y_{1}\right)^{w_{1}-2}\right) w_{2} \theta\left(\beta_{1}\left(y_{1}\right)^{w_{1}-2}\right) \theta\left(w_{1}^{2} y_{1}(y)\right) . \tag{3.6}
\end{equation*}
$$

Now using our conditions on $\theta$, we obtain

$$
\begin{align*}
\psi\left(x x_{1}\right) & =w_{2}^{2} \theta\left(x_{1}\left(y_{1}\right)\right) w_{2} \theta\left(\beta_{1}\left(y_{1}\right)\right) \theta\left(y_{1}\left(y_{1}\right)\right)  \tag{3.7}\\
& \left.=w_{2}^{2} \alpha_{2}\left(\theta\left(y_{1}\right)\right) w_{2} \beta_{2}\left(\theta\left(y_{1}\right)\right) \gamma_{2} \theta\left(y_{1}\right)\right) \\
& =w_{2}^{2} w_{2}^{-1} \theta\left(y_{1}\right) w_{2}=w_{2}\left(\theta\left(y_{1}\right) w_{2}\right)=\psi(x) \psi\left(x_{1}\right) .
\end{align*}
$$

Since $\theta\left(u^{w_{1}}\right)=(\theta(u))^{w_{2}}$ for all $u \in H_{1}$ by assumption, it follows readily from this last case that also $\psi\left(x w_{1}\right)=\psi(x) \psi\left(w_{1}\right)$ for any $x$ in $G_{1}-N_{1}$. Clearly the same relation holds if $x \in N_{1}$.

Finally, let $x, x_{1}$ be arbitrary elements of $G_{1}-N_{1}$ and write $x_{1}=$ $y_{1} w z_{1} u_{1}$ with $u_{1} \in H_{1}$ and $y_{1}, z_{1} \in H_{1}$. Then

$$
\begin{equation*}
\psi\left(x_{1}\right)=\theta\left(y_{1}\right) w_{2} \theta\left(z_{1}\right) \theta\left(u_{1}\right)=\psi\left(y_{1}\right) \psi\left(w_{1}\right) \psi\left(z_{1} u_{1}\right) . \tag{3.8}
\end{equation*}
$$

Now by the first case of the proof, $\psi\left(x y_{1}\right)=\psi(x) \psi\left(y_{1}\right)$. But by the preceding paragraph, $\psi\left(x y_{1} w_{1}\right)=\psi\left(x y_{1}\right) \psi\left(w_{1}\right)$. Again by the first case $\psi\left(x y_{1} w_{1} z_{1} u_{1}\right)=$ $\psi\left(x y_{1} w_{1}\right) \psi\left(z_{1} u_{1}\right)$. Combining these relations with (3.8) we obtain

$$
\begin{equation*}
\psi\left(x x_{1}\right)=\psi\left(x y_{1} w_{1} z_{1} u_{1}\right)=\psi(x) \psi\left(y_{1}\right) \psi\left(w_{1}\right) \psi\left(z_{1} u_{1}\right)=\psi(x) \psi\left(x_{1}\right) . \tag{3.9}
\end{equation*}
$$

Thus $\psi$ is a homomorphism and the proof is complete.
We turn now to the task of constructing a canonical set of generators for a Zassenhaus group $G$ of type ( $H, K$ ) and degree $n+1$ in which $H$ is cyclic, is inverted by an involution $w$ of $G$, and has order $e=n-1$ if $n$ is even and order $e=\frac{1}{2}(n-1)$ if $n$ is odd. We assume $G$ satisfies these conditions in our next two results.

We need a preliminary lemma.

## Lemma 3.2

Suppose $e=\frac{1}{2}(n-1)$ and let $x \in K^{\#}$. Then we have
(i) If $e$ is odd, $x$ and $x^{-1}$ lie in distinct orbits under the action of $H$.
(ii) There exists an element $u$ in $H^{*}$ such that $x$ and $[x, u]$ lie in distinct orbits of $K^{\#}$ under the action of $H$.

## Proof

Assume $e$ is odd and suppose $x^{v}=x^{-1}, v \in H$. Then $x^{v 2}=\left(x^{-1}\right)^{v}=$ $\left(x^{v}\right)^{-1}=x$. Since $H$ acts regularly on $K$, this forces $v^{2}=1$. But then $v=1$ as $e=|H|$ is odd. Thus $x=x^{-1}$ and so $x^{2}=1$. However, $n=|K|$ is also odd since $e=\frac{1}{2}(n-1)$, whence $x=1$, contrary to $x \in K^{\#}$. Thus (i) holds.

Suppose next that (ii) is false and let $H=\langle v\rangle$. Then we have

$$
\begin{equation*}
x^{-1} x^{v^{i}}=\left[x, v^{i}\right]=x^{v^{i}} \tag{3.10}
\end{equation*}
$$

for all $i, 1 \leqslant i \leqslant e$, where $j$ is a function of $i$. Since $K$ is an elementary abelian $p$-group for some prime $p$ by Theorem 1.3(ii), we can regard $K$ as a vector space over $Z_{p}$ and $H$ as a group of linear transformations of $K$. Because $H$ is abelian and acts irreducibly on $K$, it follows from (3.10) that $-1+v^{i}$ and $v^{j}$ are the same linear transformations of $K$ and so have the same characteristic roots.

Now if $\omega$ denotes a characteristic root of $v$ on $K$, then $-1+\omega^{i}$ is a characteristic root $-1+v^{i}$, as is easily checked. Hence by Lemma 5.6.3,

$$
\begin{equation*}
-1+\omega^{i}=\omega^{m} \tag{3.11}
\end{equation*}
$$

for some $m$, depending on $i$. Moreover, $\omega$ is a primitive $e$ th root of unity over $Z_{p}$. But then multiplying by an arbitrary power of $\omega$, we have the following relations for all $i, j, 1 \leqslant i, j<e, i \neq j$ :

$$
\begin{equation*}
\omega^{i}-\omega^{j}=\omega^{k} \tag{3.12}
\end{equation*}
$$

where $k$ depends on $i$ and $j$. These relations assert that the $e+1$ elements $\left\{0, \omega^{i} \mid 1 \leqslant i \leqslant e\right\}$ form an additive subgroup $L$ of $Z_{p}(\omega)$. But as $v$ acts irreducibly on $K$, we have $\left|Z_{p}(\omega)\right|=|K|$. However, this is impossible, as $\frac{1}{2}(n+1)=e+1=|L|$ cannot divide $n=|K|$. Thus (ii) also holds.

The lemma tells us that when $e$ is odd, every element of $K^{*}$ is of the form $x^{ \pm v}$ for some $v$ in $H$. On the other hand, when $e$ is even, $H$ contains an element which inverts $K$, so $x, x^{-1}$ both lie in the same orbit of $K^{\#}$ under $H$. Since $\cdot e=\frac{1}{2}(n-1)$ in this case, the elements $x^{ \pm v}, v \in H$, include only half the elements of $K^{*}$. Part (ii) of the lemma gives a procedure for constructing the second $H$-orbit of $K^{\#}$ in this case.

We now prove

## Theorem 3.3

Let $\alpha, \beta$, and $\gamma$ be the multiplication functions of $G$ with respect to $(H, K, w)$ and assume that $H$ is inverted by $w$ and is cyclic of order $e=n-1$ or $\frac{1}{2}(n-1)$. If $x \in K^{\#}$, then we have
(i) $\beta(x)=x^{-1}$ and $\alpha(x)=x^{-\gamma(x)}$.
(ii) There exists a unique pair of elements $x_{0}, x_{0}^{-1}$ in $K^{\#}$ such that $\left(w x_{0}\right)^{3}=\left(w x_{0}^{-1}\right)^{3}=1$.
(iii) If $e$ is odd, then $x=x_{0}^{ \pm u}$ for some $u$ in $H$ and $\gamma(x)=u^{-2}$.
(iv) If $e$ is even, then for some $u_{0}$ in $H, x_{1}=\left[x_{0}, u_{0}\right]$ and $x_{0}$ lie in distinct orbits under $H$. We have $x=x_{0}^{u}$ or $x_{1}^{u}$ for some $u$ in $H$ and correspondingly $\gamma(x)=u^{-2}$ or $\gamma(x)=\gamma\left(x_{1}\right) u^{-2}$. Moreover, $\gamma\left(x_{1}\right)$ is uniquely determined by the condition

## Proof

$$
x_{1}^{\gamma\left(x_{1}\right)}=x_{0}^{-1} x_{1}^{\gamma\left(x_{1}\right) u_{0}-1}
$$

Let $x \in K^{\#}$ and $u \in H$. Using (3.2) and the fact that $w$ inverts $H$ we obtain

$$
\begin{align*}
w x^{u} w & =w u^{-1} x u w=u w x w u^{-1}  \tag{3.13}\\
& =u x(x) w \beta(x) \gamma(x) u^{-1}=\alpha(x)^{u^{-1}} w \beta(x)^{u} \gamma(x) u^{-2} .
\end{align*}
$$

This gives

$$
\begin{equation*}
\gamma\left(x^{u}\right)=\gamma(x) u^{-2} \tag{3.14}
\end{equation*}
$$

On the basis of this relation, we shall now prove the theorem in the case that $e=|H|$ is odd. Under this condition we can find an element $a$ in $H$ such that $a^{2}=\gamma(x)$. But then $\gamma\left(x^{a}\right)=1$ by (3.14). Hence setting $x_{0}=x^{a}$, we obtain

$$
\begin{equation*}
w x_{0} w=\alpha\left(x_{0}\right) w \beta\left(x_{0}\right) . \tag{3.15}
\end{equation*}
$$

Moreover, (3.13) with $x=x_{0}$ gives

$$
\begin{equation*}
w x_{0}^{n} w=\alpha\left(x_{0}\right)^{u^{-1}} w \beta\left(x_{0}\right)^{u} u^{-2} . \tag{3.16}
\end{equation*}
$$

Now if $e=n-1$, then $x_{0}^{v}=\beta\left(x_{0}\right)^{-1}$ for some $v$ in $H$, while if $e=\frac{1}{2}(n-1)$, either $x_{0}^{p}=\beta\left(x_{0}\right)$ or $\beta\left(x_{0}\right)^{-1}$ for some $v$ in $H$. We expand $w x_{0} w \beta\left(x_{0}\right)^{-1} w$ in two ways. First, using (3.15), we have

$$
\begin{equation*}
\left(w x_{0} w\right) \beta\left(x_{0}\right)^{-1} w=\alpha\left(x_{0}\right) w \beta\left(x_{0}\right) \beta\left(x_{0}\right)^{-1} w=\alpha\left(x_{0}\right) . \tag{3.17}
\end{equation*}
$$

If $\beta\left(x_{0}\right)^{-1}=x_{0}^{v}$ for some $v$ in $H$, we also have, using (3.16),

$$
\begin{equation*}
w x_{0}\left(w \beta\left(x_{0}\right)^{-1} w\right)=w x_{0} \alpha\left(x_{0}\right)^{v^{-1}} w \beta\left(x_{0}\right)^{v} v^{-2} . \tag{3.18}
\end{equation*}
$$

Together (3.17) and (3.18) yield

$$
\begin{equation*}
w \alpha\left(x_{0}\right)=x_{0} \alpha\left(x_{0}\right)^{v^{-1}} w \beta\left(x_{0}\right)^{v} v^{-2} . \tag{3.19}
\end{equation*}
$$

But now the uniqueness of expression forces $v^{-2}=1, x_{0} \alpha\left(x_{0}\right)^{v-1}=1$, and $\alpha\left(x_{0}\right)=\beta\left(x_{0}\right)^{v}$. Hence $v=1$ and, consequently,

$$
\begin{equation*}
\alpha\left(x_{0}\right)=\beta\left(x_{0}\right)=x_{0}^{-1} . \tag{3.20}
\end{equation*}
$$

On the other hand, if $\beta\left(x_{0}\right)^{-1}$ is not of this form, then $\beta\left(x_{0}\right)=x_{0}^{v}$ for some $v$ in $H$. In this case, we put $u=v$ in (3.16) and take inverses of both sides to obtain an expression for $w \beta\left(x_{0}\right)^{-1} w$. Using it, we obtain

$$
\begin{equation*}
w x_{0}\left(w \beta\left(x_{0}\right)^{-1} w\right)=w x_{0} v^{2} \beta\left(x_{0}\right)^{-v} w \alpha\left(x_{0}\right)^{-v^{-1}} . \tag{3.21}
\end{equation*}
$$

Comparing with (3.17) and using the uniqueness of expression, we obtain this time $v^{2}=1$ and $\alpha\left(x_{0}\right)=\alpha\left(x_{0}\right)^{-v-1}$. But then $v=1$ and $\alpha\left(x_{0}\right)^{2}=1$. However, this case arises only if $e=\frac{1}{2}(n-1)$, whence $n=|K|$ is odd. Thus $\alpha\left(x_{0}\right)=1$, contrary to the fact that $\alpha\left(x_{0}\right) \in K^{*}$. Hence (3.20) must hold.

But now (3.16) reduces to

$$
\begin{equation*}
w x_{0}^{u} w=x_{0}^{-u-1} w x_{0}^{-u} u^{-2} . \tag{3.22}
\end{equation*}
$$

In particular, $w x_{0} w=x_{0}^{-1} w x_{0}^{-1}$, which yields upon taking inverses that $w x_{0}^{-1} w=x_{0} w x_{0}$. Conjugating by $u^{-1}$, we obtain

$$
\begin{equation*}
w x_{0}^{-u} w=x_{0}^{u-1} w x_{0}^{u} u^{-2} . \tag{3.23}
\end{equation*}
$$

Now if $x \in K^{\#}$, we know that $x=x_{0}^{\mu}$ or $x_{0}^{-u}$ for some $u$ in $H$. It follows therefore correspondingly from (3.22) or (3.23) that $\beta(x)=x^{-1}, \gamma(x)=u^{-2}$, and $\alpha(x)=x^{-u^{-2}}=x^{-\gamma(x)}$. Thus (i) and (iii) hold. Moreover, the relations $w x_{0} w=x_{0}^{-1} w x_{0}^{-1}$ and $w x_{0}^{-1} w=x_{0} w x_{0}$ are equivalent to the assertions $\left(w x_{0}\right)^{3}=\left(w x_{0}^{-1}\right)^{3}=1$. On the other hand, (3.22) and (3.23) show that $\left(w x_{0}^{ \pm u}\right)^{3} \neq 1$ if $u \neq 1$. Thus $\left\{x_{0}, x_{0}^{-1}\right\}$ is the unique pair in $K^{\#}$ satisfying (ii). Hence the theorem is proved when $e$ is odd.

We turn now to the case $e$ even, which is somewhat more delicate. In this case, $H$ contains an element $a$ of order 2 which inverts $K$, whence $x^{a}=x^{-1}$ for all $x$ in $K$. Hence (3.13) with $u=a$ yields

$$
\begin{equation*}
\alpha\left(x^{-1}\right)=\alpha(x)^{-1} \quad \beta\left(x^{-1}\right)=\beta(x)^{-1} \quad \gamma\left(x^{-1}\right)=\gamma(x) . \tag{3.24}
\end{equation*}
$$

We also have

$$
\begin{aligned}
\alpha\left(x^{-1}\right) w \beta\left(x^{-1}\right) \gamma\left(x^{-1}\right) & =w x^{-1} w=(w x w)^{-1} \\
& =\gamma(x)^{-1} \beta(x)^{-1} w x(x)^{-1}=\beta(x)^{-r(x)} w x(x)^{-\gamma(x)^{-1}} \gamma(x) .
\end{aligned}
$$

The uniqueness of expression gives

$$
\begin{equation*}
\alpha\left(x^{-1}\right)=\beta(x)^{-\gamma(x)} . \tag{3.25}
\end{equation*}
$$

Furthermore, (3.2) gives

$$
w \alpha(x) w=x w \gamma(x)^{-1} \beta(x)^{-1}=x w \beta(x)^{-\gamma(x)} \gamma(x)^{-1},
$$

whence

$$
\begin{equation*}
\beta(\alpha(x))=\beta(x)^{-\gamma(x)} . \tag{3.26}
\end{equation*}
$$

Combining (3.24), (3.25), and (3.26), we obtain

$$
\begin{equation*}
\beta(x(x))=\alpha(x)^{-1} . \tag{3.27}
\end{equation*}
$$

But $\alpha(x)$ runs over $K^{\#}$ as $x$ does. Hence $\beta(x)=x^{-1}$ for all $x$ in $K^{\#}$. It follows therefore from (3.24) and (3.25) that also $\alpha(x)=x^{-\gamma(x)}$. Thus (i) holds.

We next argue that $\gamma(x)=\gamma(y)$ if and only if $y=x^{ \pm 1}$. Since $|H|=\frac{1}{2}\left|K^{\#}\right|$, this will prove the existence of a unique pair $\left\{x_{0}, x_{0}^{-1}\right\}$ in $K^{\#}$ such that $\gamma\left(x_{0}\right)=\gamma\left(x_{0}^{-1}\right)=1$ and, as in the case $e$ odd, this will establish (ii). In view of (3.24), we need only show that $\gamma(x)=\gamma(y)$ implies $y=x^{ \pm 1}$.

Set $\gamma(x)=v$. Then we have by (i),

$$
\begin{equation*}
w x w=x^{-v} w x^{-1} v \quad \text { and } \quad w y w=y^{-v} w y^{-1} v . \tag{3.28}
\end{equation*}
$$

Now $w x w$ and $w y w$ lie in the same conjugate of $K$ and so commute, as $K$ is abelian. It follows therefore from (3.28) that

$$
\left(x^{-v} w x^{-1} v\right)\left(y^{-v} w y^{-1} v\right)=\left(y^{-v} w y^{-1} v\right)\left(x^{-v} w x^{-1} v\right),
$$

whence

$$
\begin{equation*}
v^{-1} x^{-1} w x^{-v} y^{-v} w y^{-1} v=v^{-1} y^{-1} w y^{-v} x^{-v} w x^{-1} v . \tag{3.29}
\end{equation*}
$$

If we set $b=w x^{-v} y^{-v} w$, then, as $x, y$ commute, (3.29) yields

$$
\begin{equation*}
b^{-1} y x^{-1} b=x^{-1} y=y x^{-1} . \tag{3.30}
\end{equation*}
$$

But then, as $K$ is disjoint from its conjugates, the assumption $y \neq x$ forces $b=w(x y)^{-v} w$ to lie in $N$. The uniqueness of expression shows that this is possible only if $x y=1$, whence $y=x^{-1}$. Hence $y=x^{ \pm 1}$ and (ii) is proved.

By the preceding lemma there is an element $u_{0}$ in $H$ such that $x_{1}=\left[x_{0}, u_{0}\right]$ does not lie in the same orbit as $x_{0}$ under $H$. Hence if $x \in K^{\#}$, we have $x=x_{0}^{u}$ or $x_{1}^{u}$ for some $u$ in $H$. Since $\gamma\left(x_{0}\right)=1$, it follows from (3.14) that correspondingly $\gamma(x)=u^{-2}$ or $\gamma(x)=\gamma\left(x_{1}\right) u^{-2}$. Hence to complete the proof of (iv), it remains only to show that $\gamma\left(x_{1}\right)$ is uniquely determined by the stated condition.

Now $x_{1}=x_{0}^{-1} x_{0}^{u_{0}}$, so also $x_{1}^{u_{0}-1}=x_{0}^{-u_{0}-1} x_{0}=x_{0} x_{0}^{-u_{0}-1}$. Using these
relations together with (3.2), (3.13), and our knowledge of $\alpha$ and $\beta$, we have

$$
\begin{align*}
x_{1}^{-\gamma\left(x_{1}\right)} w x_{1}^{-1} \gamma\left(x_{1}\right) & =w x_{1} w=\left(w x_{0}^{-1} w\right)\left(w x_{0}^{u_{0}} w\right)  \tag{3.31}\\
& =x_{0} w x_{0} x_{0}^{-u_{0}-1} w x_{0}^{-u_{0}} u_{0}^{-2}=x_{0}\left(w x_{1}^{u_{0}} w\right) x_{0}^{-u_{0}} u_{0}^{-2} \\
& =x_{0}\left(x_{1}^{-7\left(x_{1}\right) u_{0}-1} w x_{1}^{-u_{0}} \gamma\left(x_{1}\right) u_{0}^{-2}\right) x_{0}^{-u_{0}} u_{0}^{-2} .
\end{align*}
$$

Hence by the uniqueness of expression, we have $x_{1}^{-\gamma\left(x_{1}\right)}=x_{0} x_{1}^{-\gamma\left(x_{1}\right) u_{0}^{-1}}$. Taking inverses, we get

$$
\begin{equation*}
x_{1}^{7\left(x_{1}\right)}=x_{0}^{-1} x_{1}^{\gamma\left(x_{1}\right) \mu_{0}^{-1}} . \tag{3.32}
\end{equation*}
$$

Suppose there were two values $b$ and $c$ of $\gamma\left(x_{1}\right)$ which satisfied (3.32), whence $x_{1}^{b}=x_{0}^{-1} x_{1}^{b u_{0}-1}$ and $x_{1}^{c}=x_{0}^{-1} x_{1}^{c u_{0}-1}$. Then

$$
\begin{equation*}
x_{0}=x_{1}^{b u_{0}-1} x_{1}^{-b}=x_{1}^{c u_{0}-1} x_{1}^{-c} . \tag{3.33}
\end{equation*}
$$

However, it follows at once from this relation that $u_{0}^{-1}$ centralizes $x_{1}^{b} x_{1}^{-c}$. Since $u_{0} \in H^{\#}$, this forces $x_{1}^{b} x_{1}^{-c}=1$, whence $x_{1}^{b}=x_{1}^{c}$ and $b=c$. Thus $\gamma\left(x_{1}\right)$ is uniquely determined by (3.32), which completes the proof of (iv) and of the theorem.

If $H=\langle v\rangle$ and $w, x_{0}$ are as in the theorem, the multiplication table of $G$ can be completely described in terms of the elements $v^{i}, x_{0}^{ \pm u^{i}}$, and $w$ if $e$ is odd and in terms of the elements $v^{i}, x_{0}^{x_{0}^{i}}, x_{1}^{x^{i}}$, and $w$ if $e$ is even. As the case may be, we call $\left\{v, w, x_{0}\right\}$ or $\left\{v, w, x_{0}, x_{1}\right\}$ a canonical set of generators of $G$. In particular, the relation $\left(w x_{0}\right)^{3}=1$ is equivalent to the equation

$$
w x_{0} w=x_{0}^{-1} w x_{0}^{-1} .
$$

Identities of this general form are of great importance in the study of doubly transitive groups and are termed structure identities.

To apply Theorem 3.3 in conjunction with Theorem 3.1, we need the following additional result:

## Lemma 3.4

For $1 \leqslant i \leqslant 2$, let $N_{i}$ be isomorphic Frobenius groups with cyclic complements $H_{i}$ and elementary abelian kernels $K_{i}$ of prime power order on which $H_{i}$ acts irreducibly. Then if $z_{i}$ are arbitrary elements of $K_{i}^{*}, 1 \leqslant i \leqslant 2$, there exists an isomorphism $\theta$ of $N_{1}$ onto $N_{2}$ such that $\theta\left(z_{1}\right)=z_{2}$ and $\theta\left(H_{1}\right)=H_{2}$.

## Proof

Let $\left|K_{i}\right|=p^{r}, 1 \leqslant i \leqslant 2$. If $H_{1}=\left\langle u_{1}\right\rangle$, the characteristic roots of $u_{1}^{j}$ on $K_{1}$ as a vector space over $Z_{p}$ are $\left(\omega^{j}\right)^{p^{i}}, 0 \leqslant i \leqslant r-1$, for some primitive $\left|H_{1}\right|$ th root of unity $\omega$ by Lemma 5.6.3. As $u_{1}^{j}$ runs through the generators
of $H_{1}, \omega^{j}$ runs through all the primitive $\left|H_{1}\right|$ th roots of unity in $Z_{p}(\omega)$. The same reasoning applies to $H_{2}$ and consequently we can write $H_{2}=\left\langle u_{2}\right\rangle$, where $u_{2}$ has the same characteristic roots $\omega^{p^{i}}$ on $K_{2}$ as $u_{1}$ has on $K_{1}$.

Now the elements $z_{i}, z_{i}^{u_{i}}, \ldots, z_{i}^{u_{i} r^{-1}}$ form a basis of $K_{i}$ because of the irreducibility of $H_{i}$ on $K_{i}$, and with respect to these bases the elements $u_{1}, u_{2}$ have identical companion matrices since they have the same characteristic roots on $K_{1}, K_{2}$, respectively. Hence if we define the linear transformation $\psi$ of $K_{1}$ on $K_{2}$ by setting $\psi\left(z_{1}^{u_{1} j}\right)=z_{2}^{u_{2} j}, 0 \leqslant j \leqslant r-1$, and then define $\theta$ on the semidirect product $N_{1}=H_{1} K_{1}$ into $N_{2}=H_{2} K_{2}$ by the rule

$$
\theta\left(u_{1}^{k} y_{1}\right)=u_{2}^{k} \psi\left(y_{1}\right)
$$

for $y_{1} \in K_{1}$ and $1 \leqslant k \leqslant\left|H_{1}\right|$, it follows directly that $\theta$ is an isomorphism of $N_{1}$ on $N_{2}$. Since $\theta\left(z_{1}\right)=\psi\left(z_{1}\right)=z_{2}$ and $\theta\left(u_{1}\right)=u_{2}$, the lemma holds.

We can now derive our main result:

## Theorem 3.5 (Zassenhaus)

Let $G$ be a Zassenhaus group of type $(H, K)$ and degree $n+1$ in which $H$ is cyclic, $H$ is inverted by an involution of $G$, and $H$ has order $n-1$ if $n$ is even and order $\frac{1}{2}(n-1)$ if $n$ is odd. Then $n=p^{r}>3$ for some prime $p$ and $G$ is isomorphic to $L_{2}(n)$.

## Proof

In view of the discussion at the beginning of the section, we need only show that any two Zassenhaus groups $G_{i}$ of the same degree $n+1$ and satisfying the given conditions are isomorphic. Let $G_{i}$ be of type ( $H_{i}, K_{i}$ ) with $e=\left|H_{i}\right|, 1 \leqslant i \leqslant 2$. If $e$ is odd, let $\left\{v_{i}, w_{i}, x_{0 i}\right\}$ be a set of canonical generators of $G_{i}$, while if $e$ is even, let $\left\{v_{i}, w_{i}, x_{0 i}, x_{1 i}\right\}$ be a set of canonical generators of $G_{i}, 1 \leqslant i \leqslant 2$.

Since the generators $v_{i}$ of $H_{i}$ can be taken arbitrarily, we can choose them, in view of the preceding lemma, so that there exists an isomorphism $\theta$ of $N_{1}=H_{1} K_{\mathrm{t}}$ on $N_{2}=H_{2} K_{2}$ such that

$$
\begin{equation*}
\theta\left(x_{01}\right)=x_{02} \quad \text { and } \quad \theta\left(v_{1}\right)=v_{2} . \tag{3.34}
\end{equation*}
$$

Now if $e$ is even, then $x_{11}=\left[x_{01}, v_{1}^{k}\right]$ for some integer $k$ and $x_{11}$ is not in the orbit of $x_{01}$ under $H_{1}$. But then clearly $\theta\left(x_{11}\right)=\left[\theta\left(x_{01}\right), \theta\left(\nu_{1}^{k}\right)\right]=$ [ $x_{02}, v_{2}^{k}$ ] is not in the orbit of $x_{02}$ under $H_{2}$. Hence we can choose $x_{12}$ to be $\theta\left(x_{11}\right)$. Thus if $e$ is even, we may also assume

$$
\begin{equation*}
\theta\left(x_{11}\right)=x_{12} . \tag{3.35}
\end{equation*}
$$

Next let $\alpha_{i}, \beta_{i}$, and $\gamma_{i}$ be the multiplication functions of $G_{i}$ with respect to ( $H_{i}, K_{i}, w_{i}$ ), $1 \leqslant i \leqslant 2$. The exact forms of $\alpha_{i}, \beta_{i}$, and $\gamma_{i}$ in terms of the
canonical generators are given in Theorem 3.3. Using these results together with (3.35), it follows directly that $\theta \beta_{1}=\beta_{2} \theta$ and that $\theta \gamma_{1}=\gamma_{2} \theta$ and $\theta \alpha_{1}=\alpha_{2} \theta$ on the orbits of $x_{01}$ and $x_{01}^{-1}$ under $H_{1}$. For example,

$$
\begin{equation*}
\theta \gamma_{1}\left(x_{01}^{v_{0} j^{j}}\right)=\theta\left(v_{1}^{-2 j}\right)=v_{2}^{-2 j}=\gamma_{2}\left(x_{02}^{0 j^{j}}\right)=\gamma_{2} \theta\left(x_{01}^{v_{1} I_{1}}\right) . \tag{3.36}
\end{equation*}
$$

Furthermore, since $w_{1}$ and $w_{2}$ are involutions, we obviously have $\theta\left(w_{1}^{2}\right)=w_{2}^{2}$. Since $w_{i}$ inverts $H_{i}, i=1,2$, we also see that $\theta\left(u^{w_{1}}\right)=(\theta(u))^{w_{2}}$ for all $u \in H_{1}$.

In particular, if $e$ is odd, the hypothesis of Theorem 3.1 holds. On the other hand, if $e$ is even, we apply $\theta$ to the equation of Theorem 3.3(iv) in the group $G_{1}$ and use (3.34) and (3.35) to obtain

$$
\begin{equation*}
x_{12}^{\theta_{12}\left(x_{11}\right)}=x_{02}^{-1} x_{12}^{\theta_{12}\left(x_{1}\right) v_{1} k} . \tag{3.37}
\end{equation*}
$$

But then Theorem 3.3(iv) in $G_{2}$ yields

$$
\begin{equation*}
\gamma_{2}\left(x_{12}\right)=\theta \gamma_{1}\left(x_{11}\right) . \tag{3.38}
\end{equation*}
$$

Combined with (3.35), this gives

$$
\begin{equation*}
\gamma_{2} \theta\left(x_{11}\right)=\theta \gamma_{1}\left(x_{11}\right) . \tag{3.39}
\end{equation*}
$$

It follows at once from this that $\theta \gamma_{1}=\gamma_{2} \theta$ and $\theta \alpha_{1}=\alpha_{2} \theta$ on the orbit of $x_{11}$ under $H_{1}$. Hence the hypothesis of Theorem 3.1 holds also in this case. We conclude therefore that $G_{1}$ and $G_{2}$ are isomorphic, thus completing the proof.

## CHAPTER 4

## GROUPS IN WHICH CENTRALIZERS ARE NILPOTENT

In this chapter we study the important class of groups in which the centralizer of every nonidentity element is nilpotent. For brevity such a group is called a $C N$-group. As in the case of Zassenhaus groups, $C N$ groups have been completely classified. In a major work Feit, M. Hall, and Thompson established the solvability of all CN -groups of odd order. The over-all conceptual outline of their proof followed that of Suzuki, who in a pioneering paper treated the special case in which the centralizers of every nonidentity element are assumed to be abelian. We shall present a complete proof of their result in Sections 2 and 3, after deriving a number of general properties of CN -groups. This special case of the general OddOrder Paper, apart from its intrinsic value, is of great interest because of the light it sheds on a number of problems that arise in far more complex form in the general proof.

Suzuki has determined all nonsolvable CN -groups and in so doing discovered the family of simple groups which bears his name. Here we shall determine only those simple $C N$-groups which have abelian Sylow 2-subgroups, which will be done by showing that they are Zassenhaus groups which satisfy the hypothesis of Zassenhaus's theorem.

## 1. BASIC PROPERTIES OF $C N$-GROUPS

In this section we establish a number of basic properties of CN -groups which we shall need for the deeper analysis to be carried out in the succeeding sections.

The following lemma is obvious:

## Lemma 1.1

If $H$ is a nontrivial subgroup of the $C N$-group $G$, then $H$ is a $C N$-group and $C_{G}(H)$ is nilpotent.

## Lemma 1.2

Let $P$ and $Q$ be $S_{p}$ - and $S_{q}$-subgroups of the $C N$-group $G$, where $p$ and $q$ are distinct primes. If an element of $P^{\#}$ centralizes an element of $Q^{\#}$, then $P$ centralizes $Q$.

## Proof

Suppose $x \in P^{\#}, y \in Q^{\#}$, and $[x, y]=1$. Then $C_{G}(x)$ is nilpotent and contains $Z(P)$ as well as $y$. Then the $S_{p}$ - and $S_{q}$-subgroups of $C_{G}(x)$ centralize each other and so $y$ centralizes $Z(P)$. Choosing $x_{1}$ in $Z(P)^{*}$, we have similarly that $C_{G}\left(x_{1}\right)$ contains both $P$ and $y$ and is nilpotent, so that $P$ centralizes $y$. Consideration of $C_{G}(y)$ shows now that $P$ centralizes $Z(Q)$. Choosing $y_{1}$ in $Z\left(Q^{*}\right)$ and considering $C_{6}\left(y_{1}\right)$, we conclude that $P$ centralizes $Q$.

## Lemma 1.3

If $G$ is a CN-group and $H$ is a normal solvable subgroup of $G$, then $G / H$ is a CN-group.

## Proof

Suppose first that $H$ is an elementary abelian $p$-group for some prime $p$. Set $\bar{G}=G / H$ and let $\bar{x} \in \bar{G}^{\#}$. We must show that $\bar{C}=C_{\bar{G}}(\bar{x})$ is nilpotent. If $\bar{y}$ is a power of $\bar{x}$, then clearly $G_{\bar{\sigma}}(\bar{x}) \subseteq C_{\bar{G}}(\bar{y})$. Since subgroups of nilpotent groups are nilpotent, we need only show that $C_{\bar{G}}(\bar{y})$ is nilpotent. Since we can choose $\bar{y}$ of prime order $q$, it will suffice to prove that $\bar{C}$ is nilpotent in the case that $|\bar{x}|=q$.

Let $C$ be the inverse image of $\bar{C}$ in $G$. If $q \neq p$, there exists an element $x$ of $C$ of order. $q$ which maps on $\bar{x}$. Setting $X=\langle x\rangle$, we have $H X \triangleleft C$ and $X$ is an $S_{q}$-subgroup of $H X$, whence $C=H N$, where $N=N_{C}(X)$ by Theorem 1.3.7. Thus $N$ maps onto $\bar{C}$. But then if $u \in N$, we have $x^{u}=x z, z \in H$, as $\bar{C}$ centralizes $\bar{x}$, and consequently $[x, u]=x^{-1} x^{u}=z \in H \cap X=1$. Hence
$N \subseteq C_{G}(x)$ and so $N$ is nilpotent. But then $\bar{C}$, being a homomorphic image of $N$, is nilpotent.

Suppose next $q=p$, in which case a representative $x$ of $\bar{x}$ in $C$ is a $p$ element and $K=H X$ is a $p$-group, where again $X=\langle x\rangle$. If $C$ is a $p$-group, then so is $\bar{C}$ and hence $\bar{C}$ is nilpotent; so we may assume that $C$ is not a $p$-group. Let $R$ be an $S_{r}$-subgroup of $C$ for some prime $r \neq p$ in $\pi(C)$. Our conditions imply that $[R, X] \subseteq H$ and hence that $[R, K] \subseteq H$. But by Theorem 5.3.5, $K=[R, K] C_{K}(R)$, whence $C_{K}(R) \neq 1$. Taking $u$ in $R^{\#}$ and $v$ in $C_{K}(R)^{\#}$, we conclude at once from Lemma 1.2 that $R$ centralizes $P$, where $P$ is an $S_{p}$-subgroup of $C$. Since this holds for each $r \neq p$ in $C$, it follows that $C=P C_{C}(P)$. But $C_{C}(P)$ is nilpotent by Lemma 1.1 and consequently also $C$ is nilpotent. Thus $\bar{C}$ is nilpotent in this case as well.

Finally, if $H$ is not an elementary abelian $p$-group, let $L$ be a minimal characteristic subgroup of $H$, so that $L$ is characteristically simple. Since $H$ is solvable, $L$ is an elementary abelian $r$-group for some prime $r$ by Theorem 2.1.4. Hence $G / L$ is a $C N$-group by the preceding case. But then it follows by induction on $|G|$ that $(G / L) /(H / L)$, which is isomorphic to $G / H$, is a $C N$-group.

In order to study an arbitrary CN -group, it is necessary first to determine the structure of all solvable CN -groups. For this purpose the following definition will be useful:

We shall call $G$ a 3-step group (with respect to the prime $p$ ) provided:
(a) $O_{p, p^{\prime}}(G)$ is a Frobenius group with kernel $O_{p}(G)$ and cyclic complement of odd order.
(b) $G=O_{p, p^{\prime}, p}(G)$ and $G \supset O_{p,}(G)$.
(c) $G / O_{p}(G)$ is a Frobenius group with kernel $O_{p, p^{\prime}}(G) / O_{p}(G)$.

## Lemma 1.4

A 3-step group is a solvable CN-group.

## Proof

Let $G$ be a 3-step group with respect to $p$ and set $H=O_{p}(G)$, so that $O_{p, p^{( }}(G)=H A$ is a Frobenius group with kernel $H$ and cyclic complement $A$. Clearly $H A$ is solvable and, as $G / H A$ is a $p$-group, we see that $G$ is solvable. Furthermore, if $P$ is an $S_{p}$-subgroup of $G$, we have $G=P A$. Set $\bar{G}=G / H=\bar{P} \bar{A}$, so that also $\bar{G}$ is a Frobenius group with kernel $\bar{A}$ and complement $\bar{P}$.

Now any $p^{\prime}$-element of $G$ lies in $H A$ and so lies in a conjugate of $A$. Hence to prove $G$ is a $C N$-group, we need only show that $C_{G}(x)$ is nilpotent for $x$ in $P^{\#}$ or $A^{\#}$. If $x \in H^{\#}$, then any $p^{\prime}$-element of $C_{G}(x)$ lies in $H A$. But
$C_{H A}(x) \subseteq H$, as $H A$ is a Frobenius group, so $C_{G}(x)$ is a $p$-group in this case. If $x \in P-H, C_{\bar{G}}(\bar{x}) \subseteq \bar{P}$, as $\bar{P}$ induces a regular group of automorphisms of $\bar{A}$, where $\bar{x}$ denotes the image of $x$ in $\bar{G}$. Since $C_{\bar{G}}(\bar{x})$ contains the image of $C_{C}(x)$, we again have that $C_{G}(x)$ is a $p$-group. Finally, if $x \in A^{\#}$, then $C_{\bar{G}}(\bar{x}) \subseteq \bar{A}$, as $\bar{G}$ is a Frobenius group, whence $C_{C}(x) \subseteq H A$. But $C_{H A}(x)=A$, as $A$ is abelian and $H A$ is a Frobenius group. Thus $C_{G}(x)$ is nilpotent in all cases and the lemma is proved.

Our main result on solvable $C N$-groups is:

## Theorem 1.5

If $G$ is a solvable CN-group, then one of the following holds:
(i) $G$ is nilpotent.
(ii) $G$ is a Frobenius group whose complement is either cyclic or the direct product of a cyclic group of odd order and a generalized quaternion group.
(iii) $G$ is a 3-step group.

## Proof

Set $F=F(G)$. If $G=F$, then $G$ is nilpotent and (i) holds; so we may assume that $G \supset F$. We have $C_{G}(F) \subseteq F$ by Theorem 6.1.3 and, in particular, $F \neq 1$. Set $\pi=\pi(F)$. Since $G$ is solvable, $G$ possesses an $S_{\pi^{\prime}}$-subgroup $A$ by Theorem 6.4.1(i). Suppose a $q$-element $y$ of $A^{\#}$ centralizes a $p$-element $x$ of $F^{\#}$. Since $q \in \pi^{\prime}$ and $p \in \pi, q \neq p$. Hence by Lemma 1.2, $y$ centralizes an $S_{p}$-subgroup of $G$ and so centralizes $O_{p}(G)$. Furthermore, $y \in C_{G}(x)$, which is nilpotent and contains $O_{p^{\prime}}(F)$. Since $q$ is prime to $\left|O_{p^{\prime}}(F)\right|$, it follows that $y$ centralizes $O_{p^{\prime}}(F)$. Thus $y$ centralizes $F=O_{p}(G) \times O_{p^{\prime}}(F)$. Since $C_{G}(F) \subseteq F$, we conclude that $y \in F$, contrary to the fact that $y$ is a $\pi^{\prime}$ element. Hence no $q$-element of $A^{*}$ centralizes any $p$-element of $F^{\#}$, which implies at once that no element of $A^{\#}$ centralizes any element of $F^{\#}$. Thus $A$ induces a regular group of automorphisms of $F$ and so $F A$ is a Frobenius group if $A \neq 1$.

We claim next that $A$ is nilpotent. If $|A|$ is even, then $A$ possesses a unique involution $y$ and $y \in Z(A)$ by Theorem 10.3.1(vi). Then $A \subseteq C_{6}(y)$ and so $A$ is nilpotent. If $|A|$ is odd, then $A$ has cyclic Sylow subgroups and is metacyclic by Theorem 10.3.1(iv) and 7.6.2. But then $\Omega_{1}(Q) \triangleleft A$ for some $S_{q}$-subgroup $Q$ of $A$. Hence if $R$ is an $S_{r}$-subgroup of $A$ for any $r \neq q$ in $\pi(A)=\pi^{\prime}, \Omega_{1}(Q) \Omega_{1}(R)$ is a group of order $q r$ and so is cyclic by Theorem 10.3.1(v). Thus $\Omega_{1}(Q)$ centralizes $\Omega_{1}(R)$ and so $Q$ centralizes $R$ by Lemma 1.2 for any $r$ in $\pi(A)-\{q\}$. It follows that $Q \subseteq Z(A)$, whence $A$ is contained in the nilpotent group $C_{G}(Q)$. Hence $A$ is nilpotent in this case as well.

Since the Sylow subgroups of $A$ are cyclic for odd primes and cyclic or generalized quaternion for the prime $2, A$ has the structure given in (ii), by Theorem 1.3.1(ii). Hence (ii) holds if $G=F A$.

Assume finally that $G \supset F A$. We first argue that $\pi=\pi(F)$ consists of a single prime. Suppose false. Let $P$ be an $S_{p}$-subgroup of $G$ for $p$ in $\pi$. Then $O_{p}(G)$ centralizes $O_{p^{\prime}}(F)$ which by our assumption is nontrivial, and so $P$ centralizes $O_{p^{\prime}}(F)$ by Lemma 1.2. But then $P \subseteq C=C_{G}\left(O_{p}(F)\right)$, which is nilpotent and normal in $G$. Since $P$ char $C, P \triangleleft G$, whence $P=O_{P}(G)$. Since this argument applies for each $p$ in $\pi$, we conclude that $F$ is an $S_{\pi}$ subgroup of $G$. Since $A$ is an $S_{\pi}$-subgroup of $G$, we have $G=F A$, contrary to our present assumption. Thus $\pi=\{p\}$ for some prime $p$ and so $G=P A$ and $F \subseteq P$, where $P$ is an $S_{p}$-subgroup of $G$. In particular, $A \neq 1$.

Now set $\bar{G}=\bar{P} \bar{A}=G / F$. We have $\bar{A}=O_{2}(\bar{A}) \times O_{2}(\bar{A})$, where $O_{2}(\bar{A})$ is cyclic and $O_{2}(\bar{A})$ is cyclic or generalized quaternion. We shall argue now that $\bar{P}$ induces a regular group of automorphisms of $\bar{A}$ and hence that $\bar{P} \bar{A}$ is a Frobenius group. This will force $O_{2}(\bar{A})=1$, since otherwise $\bar{P}$ would have to centralize the unique involution of $O_{2}(\bar{A})$. Thus $\bar{A}$ will be cyclic of odd order and $G$ will be a 3 -step group with respect to $p$, so that (iii) will hold.

Suppose $\bar{y}$ in $\bar{P}^{\#}$ centralizes $\bar{x}$ in $\bar{A}^{\#}$. Let $K$ be the inverse image of $\langle\bar{y}\rangle$ in $P$ and let $x$ be a representative of $\bar{x}$ in $A$. Then $x$ normalizes the $p$-group $K$ and $x$ does not centralize $F \cap K$. Hence by Lemma 1.2, $x$ induces a fixed-point-free automorphism of $K$. But then $x$ induces a fixed-point-free automorphism of $K / F=\langle\bar{y}\rangle$ by Lemma 10.1.3, which is not the case. This proves the assertion and completes the proof of the theorem.

As an immediate corollary, we have

## Corollary 1.6

If $G$ is a solvable $C N-g_{\text {o oup }}$ and $O_{p}(G) \neq 1$, then either $O_{p}(G)$ is an $S_{p}$-subgroup of $G$ or $G$ is a 3-step group with respect to $p$.

We can also establish the following general property of CN -groups:

## Theorem 1.7

Let $G$ be a CN-group and let $H$ be a subgroup of $G$ maximal subject to being nilpotent. Then we have
(i) $H$ is a Hall subgroup of $G$.
(ii) If $H$ is not of prime power order, then $H$ is disjoint from its conjugates.
(iii) If $H$ is disjoint from its conjugates, then $C_{G}(x) \subseteq H$ for any $x$ in $H^{\#}$.
(iv) If $H$ is disjoint from its conjugates and $H$ is of even order, then $C_{6}^{*}(x) \subseteq H$ for any $x$ in $H^{\#}$.

## Proof

Let $P$ be an $S_{p}$-subgroup of $G$ such that $P \cap H$ is an $S_{p}$-subgroup of $H$ for $p$ in $\pi(H)$. Then if $x \in Z(P \cap H)^{\#}, C=C_{G}(x)$ is nilpotent and contains both $H$ and $Z(P)$. But then $C=H$ by the maximality of $H$. This means that we can choose $x$ in $Z(P)$, whence $P \subseteq C=H$. Since this holds for each $p$ in $\pi(H), H$ is thus a Hall subgroup of $G$.

Assume next that $H$ is not of prime power order and suppose $H \cap H^{y} \neq 1$ for some $y$ in $G$. Since $H$ is nilpotent, it follows that $P \cap P^{y} \neq 1$ for some $S_{p}$-subgroup $P$ of $H$. But then if $u \in P \cap P^{y}, u \neq 1, C_{G}(u)$ contains both $O_{p^{\prime}}(H)$ and $O_{p^{\prime}}(H)^{y}$. Since $C_{G}(u)$ is nilpotent and $O_{p^{\prime}}(H)$ is a Hall subgroup of $G$, it follows that $O_{p^{\prime}}(H)=O_{p^{\prime}}(H)^{y}$. But then $y$ normalizes $O_{p^{\prime}}(H)$ and so also normalizes $K=C_{G}\left(O_{p^{\prime}}(H)\right)$, which is nilpotent and contains $P$. Since $P$ is an $S_{p}$-subgroup of $G, P$ char $K$ and so $y$ normalizes $P$. Thus $y$ normalizes $H=P \times O_{p^{\prime}}(H)$ and therefore $H$ is disjoint from its conjugates.

Suppose next that $H$ is disjoint from its conjugates. Since $C_{G}(x) \subseteq C_{G}\left(x^{i}\right)$ for all $i$, we need only prove that $C_{G}(x) \subseteq H$ in the case that $x$ is an element of prime order $p$ of $H$. Since $C_{G}(x)$ is generated by its elements of prime power order, it will suffice to show that any $q$-element $y$ of $C_{G}(x)$ lies in $H$. Since $y$ centralizes $x, x \in H \cap H^{y}$, whence $H^{y}=H$ by our assumption. But then $y$ normalizes $P=O_{p}(H)$, which is an $S_{p}$-subgroup of $G$. Hence if $q=p,\langle P, y\rangle$ is a $p$-group and so $y \in P \subseteq H$. On the other hand, if $q \neq p, y$ centralizes $P$ by Lemma 1.2 and so $y \in C_{G}(Z(P))$, which is nilpotent and contains $H$. Maximality of $H$ forces $H=C_{G}(Z(P))$ and again we have $y \in H$.

Assume finally that $|H|$ is even and that $H$ is disjoint from its conjugates. Let $S$ be an $S_{2}$-subgroup of $H$ and hence of $G$. By the preceding paragraph, $C_{G}(x) \subseteq H$ for any $x$ in $H^{\#}$. Thus to prove that $C_{G}^{*}(x) \subseteq H$, we need only show that an $S_{2}$-subgroup of $C_{G}^{*}(x)$ lies in $H$ since $\left|C_{G}^{*}(x): C_{G}(x)\right| \leqslant 2$. Let then $y$ be a 2-element of $C_{G}^{*}(x)$. It follows that $H \cap H^{y}$ contains $x$, whence $H^{y}=H$ and consequently $\langle S, y\rangle$ is a 2 -group, forcing $y \in S \subseteq H$. This completes the proof of the theorem.

We note that (ii) is false in general if $H$ is of prime power order. Indeed, if $G$ is a 3 -step group with respect to $p$, it is immediate that an $S_{p}$-subgroup $P$ of $G$ is maximal subject to being nilpotent. Furthermore, $P \cap P^{y} \supseteq O_{p}(G) \neq 1$ for every $y$ in $G$. Since $P \supset O_{p}(G), P$ is not the only
$S_{p}$-subgroup of $G$ and hence we can choose $y$ so that $P \neq P^{y}$. Thus $P$ is not disjoint from its conjugates.

## 2. CN-GROUPS OF ODD ORDER

In the next two sections we shall prove that every $C N$-group of odd order is solvable. In the present section we analyze the subgroup structure of a minimal counterexample to the theorem and in the following section, using exceptional character theory, we show that no such counterexample exists.

## Lemma 2.1

If $G$ is a nonsolvable CN-group of least order, then $G$ is simple and all proper subgroups of $G$ are solvable.

## Proof

Since all proper subgroups of $G$ are $C N$-groups, they are all solvable by the minimality of $G$. If $N$ is a nontrivial normal subgroup of $G$, then $G / N$ is a $C N$-group by Lemma 1.3, so $G / N$ is solvable, again by the minimality of $G$. Since $N$ is also solvable, so is $G$, which is not the case. Thus $G$ is simple.

A simple group $G$ of composite order in which all proper subgroups are solvable is called a minimal simple group. Lemma 2.1 shows that to prove that all $C N$-groups of odd order are solvable is equivalent to proving that there are no minimal simple $C N$-groups of odd order. With the ultimate aim of proving their nonexistence, we now investigate properties of such minimal simple groups.

## Theorem 2.2

If $G$ is a minimal simple $C N$-group of odd order, then no subgroup of $G$ is a 3-step group.

## Proof

Assume false and let $H$ be a 3 -step subgroup of $G$ of maximal order (with respect to the prime $p$ ). Let $P$ be an $S_{p}$-subgroup of $H$. Since $O_{p, p^{\prime}}(H)$ is a Frobenius group with kernel $O_{p}(H)$ and contains all $p^{\prime}$-elements of $H$, obviously $O_{p},(H)=1$. Since $H$ is strongly $p$-solvable (being solvable of odd order), Glauberman's theorem implies that $Z(J(P)) \triangleleft H$. Thus $H \subseteq N=N_{G}(Z(J(P)))$ and $N \subset G$. Since $O_{p}(N) \neq 1$, either $N$ is a 3-step group with respect to $p$ or else $O_{p}(N)$ is an $S_{p}$-subgroup of $N$ by Corollary
1.6. However, in the latter case, $P \subseteq O_{p}(N) \cap H$, whence $P \subseteq O_{p}(H)$, which is not the case. Thus $N$ is a 3 -step group and so $H=N$ by our maximal choice of $H$. But if $Q$ is an $S_{p}$-subgroup of $G$ containing $P, N_{Q}(P) \subseteq N$, as $Z(J(P))$ char $P$. Since $N=H$, it follows that $N_{Q}(P)=P$, whence $P=Q$ by Theorem 1.2.11(ii) and so $P$ is an $S_{p}$-subgroup of $G$.

Since the normalizer of every nonidentity $p$-subgroup of $G$ is strongly $p$-solvable and hence of Glauberman type, we can apply Theorem 8.4.3 to obtain that $P \cap G^{\prime}=P \cap N^{\prime}=P \cap H^{\prime}$. But $H$ has a nontrivial $p$-factor group, as $H / O_{p, p^{\prime}}(H)$ is a nontrivial $p$-group and consequently $P \cap H^{\prime} \subset P$. Hence by Theorem 7.3.1, $G$ has a nontrivial $p$-factor group, contrary to the simplicity of $G$.

It will be convenient to introduce the symbol $\mathscr{H}$ for the set of all subgroups $H$ of $G$ which are maximal subject to being nilpotent. The elements of $\mathscr{H}$ have the following properties:

## Theorem 2.3

Let $G$ be a minimal simple CN-group of odd order and let $H \in \mathscr{H}$. Then we have
(i) $H$ is a Hall subgroup of $G$ and is disjoint from its conjugates.
(ii) $N_{G}(H)$ is a Frobenius group with kernel $H$ and is a maximal subgroup of $G$.
Conversely, every maximal subgroup of $G$ is a Frobenius group whose kernel is an element of $\mathscr{H}$.

## Proof

By Theorem 1.7, $H$ is a Hall subgroup of $G$ and, if $H$ is not of prime power order, $H$ is disjoint from its conjugates. Consider then the case that $H=P$ is an $S_{p}$-subgroup of $G$. Suppose $P \cap Q \neq 1$ for some $S_{p}$-subgroup $Q$ of $G$ distinct from $P$ and choose $Q$ so that $D=P \cap Q$ has maximal order. Then $D \subset P$ and $D \subset Q$. Set $N=N_{G}(D)$. Since $N$ is not a 3-step group by Theorem 2.2 and since $N$ is solvable, $O_{p}(N)$ is the unique $S_{p}$-subgroup of $N$ by Corollary 1.6. Let $R$ be an $S_{p}$-subgroup of $G$ containing $O_{p}(N)$. Since $N_{P}(D) \subseteq O_{p}(N)$, we have $P \cap R \supseteq N_{P}(D) \supset D$, whence $R=P$ by our maximal choice of $Q$. Thus $O_{p}(N) \subseteq P$. But also $N_{Q}(D) \subseteq O_{p}(N)$, so $P \cap Q \supseteq N_{Q}(D) \supset D$, contrary to the definition of $D$. Thus $H=P$ is disjoint from its conjugates in this case as well, proving (i).

Now let $P$ be an $S_{p}$-subgroup of $H$ and set $N=N_{G}(Z(J(P)))$. Since $G$ is simple and $p$ is odd, $N$ does not have a normal $p$-complement by the Glauberman-Thompson normal $p$-complement theorem and so $N$ is not nilpotent. Since $N$ is solvable and is not a 3 -step group, $N$ must be a

Frobenius group by Theorem 1.5. By Corollary 1.6, $P$ is contained in the kernel $K$ of $N$. Since $O_{p^{\prime}}(H)$ centralizes $P$ and since the Frobenius complement of $N$ induces a regular group of automorphisms of $K$, we must have $O_{p^{\prime}}(H) \subseteq K$, whence $H \subseteq K$. But $K$ is nilpotent by Theorem 10.3.1(iii) and so $H=K$ by the maximality of $H$. Thus $H \triangleleft N$ and so $N \subseteq N_{G}(H)$. But $Z\left(J(P)\right.$ ) char $H$ and so $N_{G}(H) \subseteq N$. Hence $N_{G}(H)=N$ is a Frobenius group. In particular, this implies that $H \subseteq N^{\prime}$.

Let $M$ be a maximal subgroup of $G$ containing $N$. Since $N$ is not nilpotent, neither is $M$ and so $M$ is also a Frobenius group with kernel, say, $R$. If $R \cap H \neq 1$, then $R \cap Z(H) \neq 1$ as $R \cap H \triangleleft H$ and $H$ is nilpotent. Thus no element of $H$ induces a regular automorphism of $R$ and consequently $H \subseteq R$, whence $H=R$ and $M=N$. Suppose, on the other hand, that $R \cap H=1$. Since $M / R$ is cyclic by Theorem $1.5(\mathrm{ii}), M^{\prime} \subseteq R$ and hence $M^{\prime} \cap H=1$. But $N \subseteq M$ and $H \subseteq N^{\prime}$, so $H \subseteq M^{\prime}$, a contradiction. Thus $N$ is a maximal subgroup of $G$ and (ii) is proved.

Conversely, let $M$ now denote an arbitrary maximal subgroup of $G$. If $M$ is nilpotent, it is certainly an element of $\mathscr{H}$. But then $N_{G}(M)$ is a Frobenius group by the preceding aigument, so $N_{G}(M) \supset M$, contrary to the maximality of $M$. Hence $M$ is a Frobenius group. Let $K$ be its kernel, which we know is nilpotent, and let $H$ be an element of $\mathscr{H}$ containing $K$. Now $M=N_{G}(K)$ by the maximality of $M$. Since $K$ is a maximal nilpotent subgroup of $M$ and $N_{H}(K)$ is a nilpotent subgroup of $M$, we must have $N_{H}(K)=K$, whence $H=K$ by Theorem 2.3.4. Thus $K=H$ and the theorem is proved.

We now relate distinct elements of $\mathscr{H}$.

## Theorem 2.4

Let $G$ be a minimal simple CN-group of odd order. If $H_{1}, H_{2}$ are in $\mathscr{H}$, either $H_{1}$ and $H_{2}$ are conjugate in $G$ or $H_{1}, H_{2}$ have relatively prime orders.

## Proof

We know that $H_{1}, H_{2}$ are Hall subgroups of $G$. Suppose $p \in \pi\left(H_{1}\right) \cap \pi\left(H_{2}\right)$. Then replacing $H_{2}$ by a suitable conjugate, we can assume that $H_{1}$ and $H_{2}$ contain the same $S_{p}$-subgroup $P$ of $G$. But then $C=C_{G}(Z(P))$ contains both $H_{1}$ and $H_{2}$. Since $C$ is nilpotent, the maximality of $H_{1}, H_{2}$ forces $C=H_{1}=H_{2}$ and the theorem is proved.

Thus the elements of $\mathscr{H}$ are distributed into disjoint conjugate class $\mathscr{H}_{i}, 1 \leqslant i \leqslant r$, such that $H_{i}, H_{j}$ have relatively prime orders for $i \neq j$. Now every element of $G^{\#}$ generates a cyclic, and hence nilpotent, subgroup and so lies in some element of $\mathscr{H}$, whence in an element of some $\mathscr{H}_{i}$.

Hence if $H_{i}$ is an element of $\mathscr{H}_{i}$ and $\pi_{i}=\pi\left(H_{i}\right), 1 \leqslant i \leqslant r$, we have

$$
\pi(G)=\bigcup_{i=1}^{r} \pi_{i} \quad \text { and } \quad \pi_{i} \cap \pi_{j}=\varnothing \quad \text { if } i \neq j .
$$

We see also that $p, q$ in $\pi(G)$ lie in the same $\pi_{i}$ if and only if a $p$-element of $G^{\#}$ centralizes a $q$-element of $G^{\#}$.

Hence if we define the relation $p \sim q$ for $p, q$ in $\pi(G)$ by the condition that a $p$-element and $q$-element of $G^{\#}$ commute, we have the following alternative description of our results:

## Theorem 2.5

Let $G$ be a minimal simple CN-group of odd order. Then we have
(i) The relation $p \sim q$ for $p, q$ in $\pi(G)$ is an equivalence relation on $\pi(G)$.
(ii) If $\pi_{i}, 1 \leqslant i \leqslant r$, denote the equivalence classes in $\pi(G)$ under $\sim$, then $G$ possesses nilpotent $S_{n_{i}}$-subgroups $H_{i}$ with $H_{i}$ in $\mathscr{H}_{i}$ which are disjoint from their conjugates and whose normalizers are Frobenius groups and are maximal subgroups of $G$.
(iii) Every maximal subgroup of $G$ is conjugate to $N_{G}\left(H_{i}\right)$ for some $i$, $1 \leqslant i \leqslant r$.
(iv) Every element of $G$ lies in a conjugate of $H_{i}$ for some $i, 1 \leqslant i \leqslant r$.

Theorem 2.5 gives a quite precise statement concerning the subgroup structure of $G$. As a corollary, we have the following arithmetic result.

## Theorem 2.6

Let $G$ be a minimal simple CN-group of odd order and let $H_{i}$ be representatives of the conjugate classes of elements of $\mathscr{H}, 1 \leqslant i \leqslant r$. Set $h_{i}=\left|H_{i}\right|$ and $N_{G}\left(H_{i}\right)=h_{i} n_{i}, 1 \leqslant i \leqslant r$. Then we have
(i) $n_{i}>1, n_{i}$ divides $h_{i}-1, n_{i} h_{i}$ divides $|G|, 1 \leqslant i \leqslant r$, and $\left(h_{i}, h_{j}\right)=1$ if $i \neq j$.
(ii)

$$
\sum_{i=1}^{r} \frac{h_{i}-1}{h_{i} n_{i}}=1-\frac{1}{|G|} .
$$

## Proof

Since $N_{i}=N_{6}\left(H_{i}\right)$ is a Frobenius group, $n_{i}>1$ and $n_{i} \mid\left(h_{i}-1\right)$; and since $N_{i}$ is a subgroup of $G$, obviously $n_{i} h_{i}$ divides $|G|$. Also $\left(h_{i}, h_{j}\right)=1$ for $i \neq j$ by Theorem 2.4. Furthermore, if $g=|G|$, then $H_{i}$ possesses exactly $g / h_{i} n_{i}$ distinct conjugates. Since these conjugates are disjoint, they contain exactly $\left(h_{i}-1\right)\left(g / h_{i} n_{i}\right)$ distinct elements of $G^{\#}$. Since the elements of $H_{i}$ are $\pi_{i}$-elements and $\pi_{i} \cap \pi_{j}=\varnothing$ for $i \neq j$, the elements of $G^{\#}$ in a conjugate of $H_{i}$ are distinct from those in a conjugate of $H_{j}$ for $i \neq j$. But
every element of $G^{\#}$ lies in a conjugate of some $H_{i}$ by Theorem $2.5(\mathrm{iv})$. We conclude that

$$
\left|G^{\#}\right|=g-1=\sum_{i=1}^{r}\left(h_{i}-1\right) \frac{g}{h_{i} n_{i}},
$$

from which (ii) follows at once.

## 3. SOLVABILITY OF $C N$-GROUPS OF ODD ORDER

Theorems 2.5 and 2.6 represent the maximum information that it appears possible to obtain by purely internal group-theoretic methods concerning the structure of a minimal simple $C N$-group $G$ of odd order. To show that no such group exists, we shall now apply our results from character theory to obtain delicate estimates on the size of $|G|$ and thereby derive a contradiction.

## Theorem 3.1 (Feit, M. Hall, Thompson)

All CN-groups of odd order are solvable.
To establish the theorem, we need only show that no minimal simple $C N$-group of odd order exists. So let $G$ be a minimal simple $C N$-group of odd order, in which case $G$ satisfies the conditions of Theorems 2.5 and 2.6 . We preserve the notation of those theorems and also set $M_{i}=N_{\mathrm{G}}\left(H_{i}\right), 1 \leqslant i \leqslant r$. Our first aim will be to describe the irreducible characters of each $M_{i}$ and in terms of them to describe the irreducible characters of $G$. Throughout we shall use the symbol $\bar{\chi}\left(\right.$ rather than $\chi^{\prime}$ ) for the contragredient character of a character $\chi$.

We denote by $C_{i}$ the set of irreducible characters of $M_{i}$ which do not have $H_{i}$ in their kernels. Since $M_{i}$ is a Frobenius group, $\operatorname{deg} \zeta$ is divisible by $n_{i}$ for any $\zeta$ in $C_{i}$ by Theorem 4.5.3. We let $d_{i j}, 1 \leqslant j \leqslant t_{i}$, be the set of integers such that $n_{i} d_{i j}$ is the degree of some element of $C_{i}$ and choose the notation such that

$$
\begin{equation*}
d_{i 1}<d_{i 2}<\cdots<d_{i i_{i}} \quad 1 \leqslant i \leqslant r . \tag{3.1}
\end{equation*}
$$

Also define $C_{i j}$ to be the subset of $C_{i}$ consisting of the characters of degree $n_{i} d_{i j}, 1 \leqslant i \leqslant r, 1 \leqslant j \leqslant t_{i}$, and set $w_{i j}=\left|C_{i j}\right|$. Since $\left|M_{i}\right|$ is odd, $\bar{\zeta} \neq \zeta$ for any $\zeta$ in $C_{i j}$ by Theorem 4.3.6(i). But $\bar{\zeta}$ has the same degree and same kernel as $\zeta$ by Theorem 4.1.5(ii), so also $\bar{\zeta} \in C_{i j}$. Hence

$$
\begin{equation*}
w_{i j}=\left|C_{i j}\right| \text { is a positive even integer for all } i, j . \tag{3.2}
\end{equation*}
$$

Since $H_{i}$ is nilpotent, $H_{i} / H_{i}^{\prime}$ is a nontrivial abelian group and $\left|H_{i}: H_{i}^{\prime}\right|-1$ is the number of distinct nonprincipal linear characters of $H_{i}$. If $N_{i}$ is a Frobenius complement in $M_{i}$, these characters are permuted among themselves by $N_{i}$ in orbits of size $n_{i}=\left|N_{i}\right|$. But now Theorem 4.5.3 implies that there are exactly $\left(1 / n_{i}\right)\left(\left|H_{i}: H_{i}^{\prime}\right|-1\right)$ irreducible characters of $M_{i}$ of degree $n_{i}$ which do not have $H_{i}$ in their kernels. Hence $d_{i 1}=1$ and

$$
\begin{equation*}
w_{i 1}=\frac{1}{n_{i}}\left(\left|H_{i}: H_{i}^{\prime}\right|-1\right) \quad 1 \leqslant i \leqslant r . \tag{3.3}
\end{equation*}
$$

Note that since $\left|H_{i}\right|$ and $\left|H_{j}\right|$ have coprime orders, the assumption $n_{i}=n_{j}$ forces $w_{i 1} \neq w_{j 1}$. Hence we can number the $H_{i}$ so that

$$
\begin{equation*}
n_{1} \leqslant n_{2} \leqslant \cdots \leqslant n_{r} \quad \text { and either } \quad n_{1}<n_{2} \text { or } w_{11}>w_{21} . \tag{3.4}
\end{equation*}
$$

Next let $C_{i j}=\left\{\zeta_{i j k} \mid 1 \leqslant k \leqslant w_{i j}\right\}$ for all $i, j$. We set

$$
\begin{equation*}
\theta_{i j k m}=\left(\zeta_{i j k}-\zeta_{i j m}\right)^{*} \tag{3.5}
\end{equation*}
$$

Now the generalized character $\alpha_{i j k m}=\zeta_{i j k}-\zeta_{i j m}$ has degree 0 and, by Theorem 4.5.3, is 0 on $M_{i}-H_{i}$ and so lies in $I_{0}\left(H_{i}\right)$. Since $H_{i}$ is disjoint from its conjugates, we conclude from Theorem 4.4.6 that

$$
\begin{equation*}
\left(\theta_{i j k m}, \theta_{i j k^{\prime} m^{\prime}}\right)_{G}=\left(\alpha_{i j k m}, \alpha_{i j k^{\prime} m^{\prime}}\right)_{M_{i}}=\delta_{k k^{\prime}}-\delta_{k m^{\prime}}-\delta_{m k^{\prime}}+\delta_{m^{\prime} k^{\prime}}, \tag{3.6}
\end{equation*}
$$

where $\delta_{s t}=0$ or 1 according as $s \neq t$ or $s=t$. By (3.2) each $w_{i j} \geqslant 2$ and so it follows from Theorem 4.5.4 that there exists a sign $\varepsilon_{i j}= \pm 1$ and a set $D_{i j}=\left\{\chi_{i j k} \mid 1 \leqslant k \leqslant w_{i j}\right\}$ of irreducible characters $\chi_{i j k}$ of $G$ with $\chi_{i j k} \neq \chi_{i j m}$ if $k \neq m$ such that

$$
\begin{equation*}
\theta_{i j k m}=\varepsilon_{i j}\left(\chi_{i j k}-\chi_{i j m}\right) \quad \text { all } i, j . \tag{3.7}
\end{equation*}
$$

We shall now determine some basic properties of the $\chi_{i j k}$ which, for the sake of clarity, we state as separate lemmas.

## Lemma 3.2

For $i^{\prime} \neq i,\left.\chi_{i j k}\right|_{H_{i}}$, is integral-valued.

## Proof

By Theorem 4.5.5, $\chi_{i j k}$ is integral-valued on all elements of $G$ not in a conjugate of $H_{i}$. Since $H_{i}$ and $H_{i}$, have relatively prime orders for $i \neq i^{\prime}$, the lemma follows.

## Lemma 3.3

$\chi_{i j k} \neq \chi_{i j^{\prime} k^{\prime}}$ unless $i^{\prime}=i, j^{\prime}=j$, and $k^{\prime}=k$. Moreover, $\chi_{i j k} \neq 1_{G}$ for all $i, j, k$.

## Proof

By the Frobenius reciprocity theorem and Theorem 4.2.4(i), $\left(1_{G}, \theta_{i j k m}\right)_{G}=\left(1_{M_{i}}, \zeta_{i j k}-\zeta_{i j m}\right)_{M_{i}}=0$. Since $\chi_{i j k} \neq \chi_{i j m}$ for $k \neq m$, it follows therefore from (3.7) that $1_{G}$ is not a constituent of $\theta_{i j k m}$, whence $\chi_{i j k} \neq 1_{G}$ for all $i, j, k$.

Suppose now that $\chi_{i j k}=\chi_{i^{\prime} j^{\prime} k^{\prime}}$. If $i \neq i^{\prime}$, Lemma 3.2 implies that $\chi_{i j k}$ is integral-valued on each $H_{m}, 1 \leqslant m \leqslant r$. But every element of $G$ lies in a conjugate of some $H_{m}$, so $\chi_{i j k}$ is integral-valued on $G$. However, as $|G|$ is odd, $\chi_{i j k}$ must be nonreal by Theorem 4.3.6, a contradiction. Hence $i=i^{\prime}$.

Observe next that by equation (4.5.22)

$$
\begin{equation*}
\bar{\chi}_{i j k}-\chi_{i j k}=\varepsilon_{i j}\left(\bar{\zeta}_{i j k}-\check{\zeta}_{i j k}\right)^{*} \quad \text { for all } i, j, k ; \tag{3,8}
\end{equation*}
$$

while by Theorem 4.3.6, $\bar{\chi}_{i j k} \neq \chi_{i j k}$. Assume now that $j \neq j^{\prime}$ or $k \neq k^{\prime}$. Then either the four characters $\zeta_{i j k}, \bar{\zeta}_{i j k}, \zeta_{i j^{\prime} k^{\prime}}, \bar{\zeta}_{i j^{\prime} k^{\prime}}$ are all distinct or $j=j^{\prime}$ and $\zeta_{i j k^{\prime}}=\bar{\zeta}_{i j k}$ and $\bar{\zeta}_{i j k^{\prime}}=\zeta_{i j k}$. Correspondingly, we have

$$
\begin{equation*}
\left(\bar{\zeta}_{i j k}-\zeta_{i j k}, \bar{\zeta}_{i j^{\prime} k^{\prime}}-\zeta_{i j^{\prime} k^{\prime}}\right)_{M_{i}}=0 \text { or }-2 . \tag{3.9}
\end{equation*}
$$

But then, by Theorem 4.5.4, we have

$$
\begin{equation*}
\left(\bar{x}_{i j k}-x_{i j k}, \bar{x}_{i j^{\prime} k^{\prime}}-x_{i j k}\right)_{G}=0 \text { or }-2 . \tag{3.10}
\end{equation*}
$$

However, if $\chi_{i j k}=\chi_{i j^{\prime} k^{\prime}}$, then also $\bar{\chi}_{i j k}=\bar{\chi}_{i j^{\prime} k^{\prime}}$ and the inner product (3.10) would be 2. Thus $\chi_{i j k} \neq \chi_{i j^{\prime} k^{\prime}}$, completing the proof.

This gives

## Lemma 3.4

The characters $1_{G}$ and $\chi_{i j k}, 1 \leqslant i \leqslant r, 1 \leqslant j \leqslant t_{i}, 1 \leqslant k \leqslant w_{i j}$, are all the irreducible characters of $G$.

## Proof

By definition of $t_{i}$ and $w_{i j}, \sum_{j=1}^{t_{i}} w_{i j}$ is the number of irreducible characters of $M_{i}$ not having $H_{i}$ in their kernels, which by the proof of Theorem 4.5.3 is the same as the number of conjugate classes of elements of $H_{i}^{\#}$ in $M_{i}$. However, by Theorem 2.5, any $\pi_{i}$-element of $G$ is conjugate to one in $H_{i}$ and two elements of $H_{i}$ are conjugate in $G$ if and only if they are conjugate in $M_{i}$. Since every element of $G$ lies in some $H_{i}$, we conclude that $1+\sum_{i, j} w_{i j}$ is the total number of conjugate classes of $G$ as well as the number of characters in the set $\left\{1_{G}, \chi_{i j k}\right\}$. Since the number of irreducible characters
of $G$ is the same as the number of conjugate classes of $G$, the lemma follows.
To simplify notation, we now put

$$
H=H_{1}, M=M_{1}, h=h_{1}, n=n_{1}, w=w_{1}, \zeta_{k}=\zeta_{11 k}, \chi_{k}=\chi_{11 k},
$$

and set

$$
\begin{equation*}
\Delta=\sum_{i=1}^{w} \chi_{i} . \tag{3.11}
\end{equation*}
$$

We note that each $\zeta_{k}$ has degree $n$ and has the form $\zeta_{k}=\tilde{\phi}_{k}$ for some linear character $\phi_{k}$ of $H, 1 \leqslant k \leqslant w$, where $\tilde{\phi}_{k}$ denotes the character of $M$ induced by $\phi_{k}$. In particular, $1_{H}-\phi_{1} \in \mathrm{ch}_{0}(H)$. We next examine the constituents of $\left(1_{H}-\phi_{1}\right)^{*}$.

## Lemma 3.5

If $\beta=\left(1_{H}-\phi_{1}\right)^{*}$, then

$$
\beta=1_{G}-\varepsilon_{11} \chi_{1}+a \Delta+\psi,
$$

where $a$ is a nonnegative integer and $\psi$ is a real-valued character of $G$ with the property

$$
(\psi, \psi)_{G} \leqslant n-1 \quad \text { and } \quad\left(1_{G}, \psi\right)_{G}=\left(\chi_{k}, \psi\right)_{G}=0,1 \leqslant k \leqslant w .
$$

## Proof

By Theorem 4.4.4, $\beta=\sigma^{*}$, where $\sigma$ is the character of $M$ induced by $1_{H}-\phi_{1}$. But $\tilde{\phi}_{1}=\zeta_{1}$ is irreducible, while $\tilde{\mathrm{I}}_{H}$ is the regular representation of $M / H$ by Theorem 4.4.2. But then all the constituents of $\tilde{\mathrm{I}}_{H}$ have $H$ in their kernel and by Theorem 4.2.7(i) we have $\left(\tilde{I}_{H}, \tilde{I}_{H}\right)_{M}=n$. Since $\zeta_{1}$ does not have $H$ in its kernel, it follows therefore from Theorem 4.2.4(i) that $(\sigma, \sigma)_{M}=n+1$. However, $\sigma \in I_{0}(H)$ and we conclude therefore from Theorem 4.4.6 that

$$
\begin{equation*}
(\beta, \beta)_{G}=n+1 . \tag{3.12}
\end{equation*}
$$

But now we see that the inequality $(\psi, \psi)_{G} \leqslant n-1$ will follow from the remaining parts of the lemma.

By Theorem 4.4.3(ii), $\beta$ is 0 outside of the conjugates of $H^{*}$. On the other hand, for $i>1, \chi_{i j k}$ is integral-valued on $H$ and so $\bar{\chi}_{i j k}-\chi_{i j k}$ is 0 on $H$. But then it follows at once from the definition of the inner product that

$$
\begin{equation*}
\left(\beta, \bar{\chi}_{i j k}-\chi_{i j k}\right)_{G}=0 \quad \text { for all } j, k \text { and all } i>1 \tag{3.13}
\end{equation*}
$$

For $i=1$ we can use Theorem 4.4.6 to obtain

$$
\left(\beta, \theta_{1 j k m}\right)_{G}=\left(\sigma, \zeta_{1 j k}-\zeta_{1 j m}\right)_{M},
$$

which yields in the usual way

$$
\left(\beta, \chi_{1 j k}-\chi_{1 j m}\right)_{G}=\left\{\begin{array}{cc}
0 & \text { if } j>1 ;  \tag{3.14}\\
\varepsilon_{11}\left(\delta_{1 m}-\delta_{1 k}\right) & \text { if } j=1 .
\end{array}\right.
$$

Let $\psi$ be the sum of all $\chi_{i j k}$ appearing in $\beta$ for which either $i>1$ or $j>1$. Then (3.13) and (3.14) tell us that any such $\chi_{i j k}$ appears in $\beta$ with the same multiplicity as $\bar{\chi}_{i j k}$ and so $\psi$ is real. Moreover, $\left(1_{G}, \psi\right)_{G}=\left(\chi_{k}, \psi\right)_{G}=0$ as neither $1_{G}$ nor any $\chi_{k}$ is a constituent of $\psi$.

By the Frobenius reciprocity theorem, $1_{G}$ has multiplicity 1 in $\beta$. Since $1_{G}$ and the $\chi_{i j k}$ are all the irreducible characters of $G$, it follows therefore from the second relation of (3.14) that $\beta-1_{G}-\psi=-\varepsilon_{11} \chi_{1}+a \Delta$ for some nonnegative integer $a$, thus completing the proof of the lemma.

With this information we shall now obtain some numerical estimates for the sum in Theorem 2.6(ii). To this end, we subdivide the indices $2 \leqslant i \leqslant r$ into two disjoint subsets $Y, Z$, as follows: If $\chi_{i j k}$ is not a constituent of $\psi$ for a given $i$ and some $j, k$, we put $i$ in $Y$; in the contrary case, we put $i$ in $Z$. We now prove

Lemma 3.6
The following inequalities hold:
(i) $\sum_{i \in Y} \frac{h_{i}-1}{h_{i} n_{i}} \leqslant \frac{1}{w}$.
(ii) $\sum_{i \in \mathcal{Z}} \frac{h_{i}-1}{h_{i} n_{i}} \leqslant \frac{n-1}{2 n_{2}}$.

## Proof

We first prove (ii). Suppose $\chi_{i j k}$ is a constituent of $\psi$. Then so is $\bar{\chi}_{i j k}$, as $\psi$ is real. Since $\bar{\chi}_{i j k} \neq \chi_{i j k}$ and $(\psi, \psi)_{G} \leqslant n-1$, we see that there are at most $(n-1) / 2$ distinct such indices $i$. Thus

$$
\begin{equation*}
|Z| \leqslant \frac{n-1}{2} . \tag{3.15}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\frac{h_{i}-1}{h_{i} n_{i}} \leqslant \frac{1}{n_{i}} \leqslant \frac{1}{n_{2}} \quad \text { for } i>1 \tag{3.16}
\end{equation*}
$$

by (3.4). But now (ii) follows at once from (3.15) and (3.16).
Next let $m \in Y$ and $y \in H_{m}$. Then for $\chi_{i j k}$ a constituent of $\psi+a \Delta$, we have $i \neq m$, whence $\chi_{i j k}$ is integral-valued on $y$. But then $\bar{\chi}_{i j k}(y)=\chi_{i j k}(y)$. But as $\psi$ is real, it is immediate that $\bar{\chi}_{i j k}$ and $\chi_{i j k}$ have the same multiplicities in $\psi+a \Delta$. Thus the value of $\psi+a \Delta$ on $y$ is an even integer. On
the other hand, by Theorem 4.4.3 and the definition of $\beta, \beta$ is 0 on $H_{m}$. Hence

$$
\begin{equation*}
0=\beta(y) \equiv 1-\varepsilon_{11} \chi_{1}(y)(\bmod 2), \tag{3.17}
\end{equation*}
$$

which forces $\chi_{1}(y) \neq 0$. Since $\chi_{1}$ is integral-valued on $H_{m}$, it follows that $\left|\chi_{1}(y)\right| \geqslant 1$. Furthermore, as with $\beta, \chi_{1}-\chi_{k}$ is 0 on $H_{m}$, so $\chi_{k}(y)=\chi_{1}(y)$. We conclude from (3.11) that

$$
\begin{equation*}
|\Delta(y)|=w^{\prime}\left|\chi_{1}(y)\right| \geqslant w \quad \text { for all } y \text { in } H_{m} \text { and all } m \text { in } Y . \tag{3.18}
\end{equation*}
$$

Finally, let $G_{0}$ be the subset of elements of $G$ conjugate to an element of $H_{i}{ }^{*}$ for $i$ in $Y$. Then by Theorem 2.5 and 2.6 we have

$$
\begin{equation*}
\left|G_{0}\right|=|G| \sum_{i \in Y} \frac{h_{i}-1}{h_{i} n_{i}} . \tag{3.19}
\end{equation*}
$$

But as $\Delta(y) \overline{\Delta(y)}$ is a nonnegative real number for all $y$ in $G$ and $\Delta(y)$ is integral-valued on $G_{0}$, we have

$$
\begin{equation*}
w=(\Delta, \Delta)_{G} \geqslant \frac{1}{|G|} \sum_{y \in G_{0}}|\Delta(y)|^{2} \geqslant \frac{1}{|G|} w^{2}\left|G_{0}\right| . \tag{3.20}
\end{equation*}
$$

Hence $1 / w \geqslant\left|G_{0}\right| /|G|$ and now (i) follows from (3.19).
Combining Lemma 3.6 with Theorem 2.6 we obtain the fundamental inequality:

Lemma 3.7

$$
1 \leqslant \frac{1}{|G|}+\frac{h-1}{h n}+\frac{1}{w}+\frac{n-1}{2 n_{2}} .
$$

On the strength of this inequality we can now easily complete the proof of Theorem 3.1. Suppose first that $w>2$, in which case $w \geqslant 4$, as $w$ is even. Moreover, $n_{2} \geqslant n \geqslant 3$ as $n$ is odd and $n>1$. But now the preceding inequality reduces to

$$
\begin{equation*}
1 \leqslant \frac{1}{|G|}+\frac{1}{n}+\frac{1}{4}+\frac{1}{2}-\frac{1}{2 n}=\frac{1}{|G|}+\frac{3}{4}+\frac{1}{2 n} \leqslant \frac{1}{|G|}+\frac{11}{12}, \tag{3.21}
\end{equation*}
$$

whence $|G| \leqslant 12$. Since $|G|$ is odd, it therefore has prime power order and so is solvable, a contradiction. Hence $w=2$.

Since $w=w_{11}$, we have $w_{11}=2$ and it follows now from (3.4) that $n=n_{1}<n_{2}$. Thus $n_{2} \geqslant n+2$, as $n_{2}$ is also odd. This time we obtain

$$
\begin{equation*}
1 \leqslant \frac{1}{|G|}+\frac{h-1}{h n}+\frac{1}{2}+\frac{n-1}{2(n+2)} . \tag{3.22}
\end{equation*}
$$

Since

$$
\frac{n-1}{2(n+2)}=\frac{1}{2}-\frac{3}{2(n+2)} \quad \text { and } \quad \frac{h-1}{h n}=\frac{1}{n}-\frac{1}{h n},
$$

(3.22) reduces directly to

$$
\begin{equation*}
0 \leqslant \frac{1}{|G|}-\frac{1}{h n}+\frac{-n+4}{2 n(n+2)} . \tag{3.23}
\end{equation*}
$$

If $n \geqslant 5$, this yields $|G| \leqslant h n$, contrary to the fact that $M$ is a proper subgroup of $G$ of order $h n$. Thus $n=3$. Since $w=2$, (3.3) now implies that $\left|H: H^{\prime}\right|=w n+1=7$. But then $H / H^{\prime}$ is cyclic and so $H$ is cyclic by Lemma 1.3.4, whence $H^{\prime}=1$ and $|H|=7$. Substituting in (3.23), we conclude that $|G| \leqslant 70$. In this case the oddness of $|G|$ forces $|G|=p^{a} q^{b}$ for some primes $p$ and $q$ and so $G$ is solvable by Burnside's theorem. This contradiction completes the proof of the theorem.

## 4. CN-GROUPS WITH ABELIAN SYLOW 2-SUBGROUPS

As our final result we shall classify all simple $C N$-groups which have abelian $S_{2}$-subgroups. We prove

## Theorem 4.1

If $G$ is a simple CN-group of composite order with abelian Sylow 2-subgroup $S$, then $G$ is isomorphic to $L_{2}\left(2^{n}\right)$, where $|S|=2^{n}$ and $n \geqslant 2$.

We first establish two short lemmas.

## Lemma 4.2

If $H$ is a maximal nilpotent subgroup of $G$ containing $S$, then $C_{6}^{*}(x) \subseteq H$ for any $x$ in $H^{\#}$.

## Proof

In view of Theorem 1.7(iv), we need only show that $H$ is disjoint from its conjugates. If $H \supset S$, this follows from Theorem 1.7(ii). So assume $H=S$. If $S \cap S^{y} \neq 1$, and $x \in S \cap S^{y}, x \neq 1$, then $C_{G}(x) \supseteq S$ and $S^{y}$, as each is abelian. Since $C_{G}(x)$ is nilpotent, the maximality of $H=S$ implies that $C_{G}(x)=S=S^{y}$, so $S$ is disjoint from its conjugates in this case as well.

## Lemma 4.3

If $M=N_{G}(H)$, then $G$ is a Zassenhaus group of degree $|H|+1$ acting on the right cosets of $M$.

## Proof

By Theorem 9.3.2, either the lemma holds or $S$ is cyclic (as $S$ is abelian) or else $\Omega_{1}(S) \triangleleft G$. If $S$ is cyclic, $G$ possesses a normal 2-complement $K$, which is thus a $C N$-group of odd order. But then $K$, and hence $G$, is solvable by Theorem 3.1. On the other hand, if $\Omega_{1}(S) \triangleleft G$, so also is $C=C_{G}\left(\Omega_{1}(S)\right)$. But $C$ is nilpotent and contains $S$. In particular, $|G / C|$ is odd. Since $G / C$ is a $C N$-group by Lemma 1.3, $G / C$ is therefore solvable and hence so is $G$. The lemma follows.

Since $G$ is a Zassenhaus group and $|M: H|$ is odd, we can apply Feit's theorem (Theorem 13.2.1) to conclude that $S=H$. Moreover, as $S$ is abelian, the same theorem yields that a Frobenius complement $L$ in $M$ has order $|S|-1$. But $L$ is cyclic and is inverted by an involution by Theorem 13.1.4(i). Thus the hypotheses of Zassenhaus's theorem are satisfied and it follows that $G$ is isomorphic to $L_{2}\left(2^{n}\right)$, where $2^{n}=|S|$, and $n \geqslant 2$.

Remark When $S$ is not abelian, $S$ need not be disjoint from its conjugates and so $G$ need not be a Zassenhaus group. Suzuki [9] has shown in general that, if $G$ is a nonsolvable $C N$-group, then either
(a) $G$ is a Zassenhaus group of degree $|S|+1$ with $S=H$.
(b) $G$ is isomorphic to one of the groups $L_{2}(p), p$ a Fermat or Mersenne prime, $L_{2}(9)$, or $L_{3}(4)$.
In a fundamental separate work he has proved that the only nonsolvable Zassenhaus groups of degree $2^{n}+1$ are the groups $L_{2}\left(2^{n}\right)$ and the Suzuki groups $S z\left(2^{n}\right)$, thus completing the classification of all nonsolvable $C N$ groups.

In the same connection, Ito [3] has shown that the only nonsolvable Zassenhaus groups of degree $p^{n}+1, p$ odd, are the groups $L_{2}\left(p^{n}\right)$. The combined work of Suzuki and Ito, together with the earlier results of Zassenhaus and Feit, provide a complete classification of Zassenhaus groups.

## GROUPS WITH SELF-CENTRALIZING SYLOW 2-SUBGROUPS OF ORDER 4

In this chapter we shall determine in detail the structure of a group $G$ which has an $S_{2}$-subgroup of order 4 which is its own centralizer in $G$. In particular, we shall prove that the groups $L_{2}(q), q \equiv 3,5(\bmod 8)$ and $q>3$, are the only simple groups with this property. In the course of our analysis we shall present a typical application of the Maximal Subgroup theorem in the study of simple groups. Under the present hypotheses, the effect of this theorem is to reduce our problem to the special case in which the given group $G$ satisfies precisely those conditions which we investigated in Section 9.4 and on the basis of which we established the Brauer-SuzukiWall theorem. In Section 4 we continue the analysis begun in Chapter 9 and establish the main result of the paper of Brauer, Suzuki, and Wall [1] -that such a group $G$ is necessarily a Zassenhaus group in which the hypotheses of Zassenhaus's theorem hold. Application of that theorem then enables us to complete our classification theorem.

This special case of the dihedral Sylow 2-subgroup problem embodies in simpler form the essential structure of the general proof.

Unfortunately at one point our argument will require the fact that all groups of odd order are solvable (Lemma 3.9 below). Although it is possible to avoid this deep result by means of group order formulas derived by character theory, we prefer to assume this result, where needed, and to use the Maximal Subgroup theorem approach because of its importance in classification problems. We shall present the charactertheoretic alternative in a series of exercises.

## 1. SOME PROPERTIES OF $\boldsymbol{L}_{2}(q)$

For the proof we shall require several properties of the groups $L_{2}(q)$. Although these properties are needed only for the case $q \equiv 3,5(\bmod 8)$, the proofs are the same for all values of $q$.

## Lemma 1.1

Let $G=L_{2}(q)$ with $q=p^{r}, p$ a prime. Then we have
(i) An $S_{p}$-subgroup $P$ of $G$ is elementary abelian of order $p^{r}, P$ is disjoint from its conjugates, and $N_{G}(P)$ is a Frobenius group with a cyclic complement which acts irreducibly on $P$.
(ii) If $t$ is a prime distinct from $p$ or 2 , then an $S_{t}$-subgroup of $G$ is cyclic.
(iii) If $p$ is odd, an $S_{2}$-subgroup of $G$ is dihedral and has order 4 if and only if $q \equiv 3,5(\bmod 8)$.
(iv) If $p$ is odd and $R$ is a four-subgroup of $G$, then $C_{G}(R)=R$.
(v) If $Q$ is a nontrivial subgroup of $G$ of odd prime power order, then $N_{G}(Q)$ does not contain a subgroup isomorphic to $A_{4}$. Moreover, if $N_{G}(Q)$ contains a four-subgroup, then $Q$ is cyclic.

## Proof

By Theorem 2.8.2, $G$ is a Zassenhaus group of degree $q+1$ of type ( $H, K$ ), where $K$ is an elementary abelian $p$-group disjoint from its conjugates and $H$ is cyclic of order $\varepsilon(q-1)$, where $\varepsilon=1$ if $p=2$ and $\varepsilon=\frac{1}{2}$ if $p>2$. In particular, $K=P$ is an $S_{p}$-subgroup of $G$. Since $G$ is doubly transitive, $N=H P$ is maximal by Theorem 2.7.3(iii). Hence $N=N_{G}(P)$ and so $N_{G}(P)$ has the given properties. Thus (i) holds.

As for (ii), we know by Theorem 2.8.3(i) that $S L(2, q)$ contains cyclic subgroups of order $q-1$ and $q+1$. Since $|S L(2, q)|=q(q-1)(q+1)$, the $S_{t}$-subgroups of $S L(2, q)$ are cyclic for $t \neq 2$ or $p$. Since $G$ is a homomorphic image of $S L(2, q)$, (ii) follows. Furthermore, an $S_{2}$-subgroup $S$ of $S L(2, q)$ is generalized quaternion for odd $p$ by Theorem 2.8.3(ii). Since $Z(S)=\langle-I\rangle$, where $I$ is the $2 \times 2$ identity matrix, an $S_{2}$-subgroup of $G$ is isomorphic to $S / Z(S)$ and so is dihedral. Since $|G|=$ $\frac{1}{2} q(q-1)(q+1),|S / Z(S)|=4$ if and only if $q^{2}-1 \not \equiv 0(\bmod 16)$ and hence if and only if $q \equiv 3$ or $5(\bmod 8)$. Thus (iii) also holds.

Again assume $p$ is odd and let $R$ be a four-subgroup of $G$. Set $C=C_{G}(R)$ and let $t$ be an odd prime in $\pi(C)$. If $t=p, R$ lies in a conjugate of $N_{G}(P)$ by (i). But also by (i), an $S_{2}$-subgroup of $N_{\mathrm{G}}(P)$ is cyclic when $p$ is odd. Thus $t \neq p$. If $t$ divides $q-1$, then a conjugate of $R$ lies in $N_{G}(H)$. But $G$ is
a Zassenhaus group $H$, is inverted by an involutionof $G$, and $\left|N_{\mathrm{C}}(H): H\right|=2$. Thus $R \subseteq H$ and the cyclicity of $H$ is contradicted.

Suppose, finally, that $t$ divides $q+1$. Let $y \in C$ and let $x$ be an element of order $t$ in $S L(2, q)$ which maps on $y$. Then it is immediate that the inverse image $R_{1}$ of $R$ in $S L(2, q)$ centralizes $x$. On the other hand, as $t$ divides $q+1$, the characteristic roots of $x$ do not lie in $G F(q)$, so $x$ acts irreducibly on the natural vector space $V$ on which $S L(2, q)$ acts. But then by Theorem 3.5.2, $D=\operatorname{Hom}_{\langle x\rangle}(V, V)$ is a finite division algebra and so by Wedderburn's theorem is a field. Since $D \cap S L(2, q)$ is a multiplicative subgroup of this field, it is cyclic, contrary to the fact that $R_{1} \subseteq D$ and $R_{1}$ is noncyclic. Since $t$ divides neither $q, q-1$, nor $q+1, C$ must be a 2 -group. But then $C$ is contained in a conjugate of the dihedral group $S$ and so $C=R$ by Lemma 7.7.2(iv), proving (iv).

Finally, let $Q$ be a nontrivial $t$-subgroup of $G, t$ an odd prime, and set $M=N_{G}(Q)$. If $M$ contains a four-subgroup $R$, then $t \neq p$, for otherwise $R$ would lie in a conjugate of $N_{G}(P)$ which has cyclic $S_{2}$-subgroups by (i). Hence $Q$ is cyclic by (ii). Now assume $M$ contains a subgroup $L$ isomorphic to $A_{4}$, in which case $L^{\prime}$ is a four group. By what we have just shown $Q$ must be cyclic, whence Aut $Q$ is abelian by Theorem 1.3.10(i). Hence $L^{\prime}$ centralizes $Q$, contrary to (iv). Thus (v) also holds.

We next prove

## Theorem 1.2

The groups $L_{2}(q)$ are simple for $q>3$. Moreover, $L_{2}(4), L_{2}(5)$, and $A_{5}$ are all isomorphic.

## Proof

Set $G=L_{2}(q), q=p^{r}>3$. Suppose by way of contradiction that $G$ contains a nontrivial proper normal subgroup $H$. Consider first the case that $p \in \pi(H)$. Then $P \cap H \neq 1$ for some $S_{p}$-subgroup $P$ of $G$. Now $N_{G}(P)$ normalizes both $P$ and $H$ and so leaves $P \cap H$ invariant. But by the preceding lemma, $N_{G}(P)$ leaves no nontrivial proper subgroup of $P$ invariant. Hence $P=P \cap H$ and so $P \subseteq H$. We can assume $P$ is the image of the $S_{p}$-subgroup $Q=\left\{\left.\left(\begin{array}{ll}1 & 0 \\ \lambda & 1\end{array}\right) \right\rvert\, \lambda \in G F(q)\right\}$ of $S L(2, q)$. Now $Q$ is conjugate in $S L(2, q)$ to $Q_{1}=\left\{\left.\left(\begin{array}{ll}1 & i \\ 0 & 1\end{array}\right) \right\rvert\, \lambda \in G F(q)\right\}$ by the element $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$, as can be directly checked. Hence $P$ is conjugate in $G$ to the image $P_{1}$ of $Q_{1}$. Since $H \triangleleft G$ it follows, that $P_{1} \subseteq H$. But $S L(2, q)=\left\langle Q, Q_{1}\right\rangle$ by Theorem 2.8.4 as $q\rangle 3$, whence $\left\langle P, P_{1}\right\rangle=G$. We conclude that $H=G$, a contradiction.

Hence $H$ is a $p^{\prime}$-group. Let $T$ be an $S_{t}$-subgroup of $H$ for $t$ in $\pi(H)$. Then $G=H N_{G}(T)$ by Theorem 1.3.7 and so $N_{6}(T)$ contains an $S_{p}$-subgroup of $G$, which we may again denote by $P$. Let $x \in P^{*}$. Since $P$ is disjoint from its conjugates, it follows that $C_{T}(x) \subseteq N_{G}(P)$. But then $\left[C_{T}(x), P\right] \subseteq P \cap T=1$ and so $C_{T}(x)$ centralizes $P$. Since $C_{G}(P)=P$, we conclude that $C_{T}(x)=1$ for all $x$ in $P^{*}$ and hence that $P$ induces a regular group of automorphisms of $T$. Since $P$ is abelian, Theorem 5.4.11 now forces $P$ to be cyclic. Hence $|P|=p=q$ and, in particular, $p \geqslant 5$.

If $t$ is odd, then $T$ is cyclic by the preceding lemma. Moreover, $|T|=t^{m}$ divides $p-1$ or $p+1$ and so $p$ does not divide $t-1$. However, the proof of Lemma 5.4.1 shows that $\mid$ Aut $T \mid=t^{m-1}(t-1)$. Hence $T$ does not admit an automorphism of order $p$ and so $P$ centralizes $T$ contrary to $C_{G}(P)=P$. Thus $H$ is a 2-group. Since an $S_{2}$-subgroup of $G$ is dihedral, $H$ is either cyclic or dihedral. But then $|\bar{H}| \leqslant 4$, where $\bar{H}=H / \Phi(H)$ and so |Aut $\bar{H} \mid$ is not divisible by $p$ as $p \geqslant 5$. Thus $P$ centralizes $\bar{H}$ and hence also centralizes $H$, giving the same contradiction. Thus $G$ is simple.

Finally, let $q=4$ or 5 , in which cases $|G|=60$ by Theorem 2.8.1. It will suffice to show that $G$ possesses a subgroup $H$ of order 12, for then, as in the proof of Lemma 2.8.14, the permutation representation $\pi$ of $G$ on the right cosets of $H$ will map $G$ isomorphically onto $A_{5}$ inasmuch as $G$ is simple.

If $q=4$, then the subgroup fixing a letter has order 12 . Suppose then that $q=5$. In this case an $S_{2}$-subgroup $S$ of $G$ is abelian of type (2,2) and $C_{G}(S)=S$ by the preceding theorem. Moreover, $N_{G}(S) \supset S$ by Burnside's theorem as $G$ is simple. Since $\mid$ Aut $S \mid=6$, we conclude that $N_{G}(S)$ is a subgroup of the required order.

The preceding theorem together with Lemma 1.1(iii) and (iv) show that the groups $L_{2}(q)$ with $q \equiv 3,5(\bmod 8)$ and $q>3$ are, in fact, simple groups with self-centralizing Sylow 2 -subgroups of order 4 . Our goal will be to show that these are the only such simple groups.

## 2. STATEMENT OF THE THEOREM AND INITIAL REDUCTION

It will be simpler to use the symbol $O(G)$ in place of $O_{2}{ }^{\prime}(G)$. Thus $O(G)$ is the largest normal subgroup of odd order in the group $G$. Our aim in the balance of the chapter will be to establish the following theorem:

Theorem 2.1
Let $G$ be a group with a self-centralizing Sylow 2-subgroup of order 4. Then one of the following holds:
(i) G has a normal 2-complement, or
(ii) $G / O(G)$ is isomorphic to $L_{2}(q), q \equiv 3,5(\bmod 8)$.

In particular, if $G$ is simple, then $G$ is isomorphic to $L_{2}(q)$ with $q \equiv 3,5(\bmod 8)$ and $q>3$.

We first prove

## Lemma 2.2

Let $G$ be a counterexample to Theorem 2.1 of lowest possible order. Then we have
(i) $G$ is simple.
(ii) An $S_{2}$-subgroup $S$ of $G$ is a four-group.
(iii) Every proper subgroup of $G$ satisfies the conclusion of Theorem 2.1.

## Proof

If $S$ is cyclic, then $G$ possesses a normal 2 -complement by Theorem 7.6.1 and consequently $S$ must be a four-group. Let $H$ be a proper subgroup of $G$. If an $S_{2}$-subgroup of $H$ is cyclic, then $H$ has a normal 2-complement by the same theorem. In the contrary case, $H$ contains an $S_{2}$-subgroup of $G$ and hence $H$ satisfies the conclusion of Theorem 2.1 by our minimal choice of $G$. Thus (ii) and (iii) hold.

Finally, suppose $G$ is not simple and let $N$ be a minimal normal subgroup of $G$, so that $1 \subset N \subset G$. Since $O(N)$ char $N \triangleleft G$, either $N=O(N)$ or $O(N)=1$. In the first case, set $\bar{G}=G / N$ and let $\bar{S}$ be the image of $S$ in $\bar{G}$. By Burnside's transfer theorem, $C_{\bar{G}}(\bar{S})=\bar{S} \times \bar{D}$, where $|\bar{D}|$ is odd. But then if $D$ is the inverse image of $\bar{D}$ in $G, C_{D}(S)=1$ since $S$ is self-centralizing in $G$ and consequently $C_{\bar{D}}(\bar{S})=1$ by Theorem 6.2.2(iv). Thus $\bar{D}=\bar{I}$ and so $C_{\bar{G}}(\bar{S})=\bar{S}$. Since $|\bar{G}|<|G|$, Theorem 2.1 holds for $\bar{G}$ and hence follows at once for $G$, contrary to our choice of $G$. We conclude that $O(N)=1$.

Assume next that $N$ is a 2-group. If $N=\langle x\rangle$ is of order 2, then $x$ is conjugate only to itself in $G$ and so $G$ has a normal 2 -complement by Theorem 7.7.1. On the other hand, if $|N|=4$, we have $N=S$. Since $C_{G}(S)=S, G / S$ must be isomorphic to a subgroup of Aut $S$ of odd order. Hence $|G / S|=1$ or 3 and therefore either $G=S$ or $G$ is isomorphic to $L_{2}(3)$, again contradicting our choice of $G$.

By (iii), the only other possibility is that $N$ be isomorphic to $L_{2}(q)$, $q \equiv 3,5(\bmod 8)$. In particular, $S \subseteq N$ and consequently $G=N K$, where
$K=N_{G}(S)$, by Theorem 1.3.7. Since $C_{G}(S)=S$, it follows as in the preceding paragraph that $|K| \leqslant 12$. But as $N$ has no normal subgroups of index 2 by Theorem 1.2, $N_{N}(S) \supset S$ by Theorem 7.7.1, whence $\left|N_{N}(S)\right|=12$. Thus $K \subseteq N$ and hence $G=N$, a contradiction. Therefore $G$ is simple and the lemma is proved.

To prove Theorem 2.1, we must obviously show that no counterexample to the theorem exists. Hence, by Lemma 1.2, we must prove that a minimal counterexample is, in fact, isomorphic to $L_{2}(q)$ with $q \equiv 3,5(\bmod 8)$ and $q>3$. Thus it will suffice to establish the following result:

## Theorem 2.3

Let $G$ be a simple group with an elementary abelian $S_{2}$-subgroup $S$ of order 4 such that $C_{6}(S)=S$, and assume that for any proper subgroup $H$ of $G$, either $H$ has a normal 2-complement or $H / O(H)$ is isomorphic to $L_{2}(r), r \equiv 3,5(\bmod 8)$. Then $G$ is isomorphic to $L_{2}(q), q \equiv 3,5(\bmod 8)$ and $q>3$.

The remainder of the chapter will be devoted to a proof of Theorem 2.3.
We note also that the proof of Lemma 2.2 shows that Theorem 7.7.1 reduces under the assumption $C_{G}(S)=S$ to:

## Lemma 2.4

Let $G$ be an arbitrary group with a self-centralizing elementary abelian $S_{2}$-subgroup $S$ of order 4 . Then one of the following holds:
(i) $N_{G}(S)=S$ and $G$ has a normal 2-complement.
(ii) $N_{G}(S)$ is isomorphic to $L_{2}(3)$ and $G$ has no normal subgroups of index 2 and only one class of involutions.

Finally, we establish Theorem 2.3 in a degenerate case.

## Theorem 2.5

Let $G$ be a simple group with a self-centralizing elementary abelian $S_{2}$-subgroup $S$ of order 4 and assume that $C_{G}(x) \subseteq S$ for some involution $x$ of $S$. Then $G$ is isomorphic to $L_{2}(5)$.

## Proof

Our conditions imply that all involutions of $S$ are conjugate in $N=N_{G}(S)$, that $N$ has order 12, and that $C_{G}(y)=S$ for every involution $y$ of $S$. Since $G$ has no nontrivial normal 2 -subgroups, it follows therefore from Theorem 9.3.2 that $G$ is a Zassenhaus group of degree $5=|S|+1$ with $N$ the subgroup fixing a letter. Thus $N$ is a Frobenius group with complement $H$ of order $e=3$ and kernel $S$ of order $n=4$. Since $e$ is odd and $e \geqslant \frac{1}{2}(n-1)$, Theorem 13.3.5 now yields that $G$ is isomorphic to $L_{2}(4)$.

But $L_{2}(4)$ and $L_{2}(5)$ are isomorphic by Theorem 1.2 and the theorem is proved.

For brevity we shall call a simple group $G$ an $L_{2}$-group if it satisfies the hypothesis of Theorem 2.3 and if $C_{G}(x) \not \equiv S$ for any $x$ in $S^{*}$. To prove Theorem 2.3 we must therefore show that an $L_{2}$-group is necessarily isomorphic to $L_{2}(q), q \equiv 3,5(\bmod 8)$ with $q>5$.

## 3. THE STRUCTURE OF THE CENTRALIZER OF AN INVOLUTION

With the aid of the Maximal Subgroup theorem we shall now establish the following basic result, which represents a major step in the proof of Theorem 2.3.

## Theorem 3.1

If $G$ is an $L_{2}$-group, then $G$ possesses an abelian subgroup $K$ of order $2 n, n$ odd, $n>1$, which is disjoint from its conjugates and such that $N_{G}(K)$ is the direct product of a group $\langle x\rangle$ of order 2 and a Frobenius group with kernel of order $n$ and complement of order 2 . In particular, $N_{G}(K)$ is the centralizer of the involution $x$.

Thus the effect of Theorem 3.1 will be to reduce the study of $L_{2}$-groups to the precise situation which we discussed in Section 9.4.

In this section we adopt the following notation: $S$ an $S_{2}$-subgroup of $G, x_{i}$, $1 \leqslant i \leqslant 3$, the three involutions of $S, N=N_{G}(S), N_{i}=C_{G}\left(x_{i}\right), 1 \leqslant i \leqslant 3$, and $y$ an element of order 3 in $N$ with the property

$$
\begin{equation*}
x_{1}^{y}=x_{2} \quad x_{2}^{y}=x_{3} \quad x_{3}^{y}=x_{1} . \tag{3.1}
\end{equation*}
$$

By Theorem 7.7.1, each $N_{i}$ has a normal 2-complement $U_{i}$; so $N_{i}=S U_{i}$, $1 \leqslant i \leqslant 3$. Furthermore, the element $y$ cyclically permutes $N_{1}, N_{2}$, and $N_{3}$ and so we also have

$$
\begin{equation*}
U_{1}^{y}=U_{2} \quad U_{2}^{y}=U_{3} \quad U_{3}^{y}=U_{1} . \tag{3.2}
\end{equation*}
$$

Since $C_{U_{i}}(S)=1, x_{j}$ inverts $U_{i}$ for $j \neq i$ and consequently each $U_{i}$ is abelian.

If $H$ is any $S$-invariant subgroup of $G$ of odd order, we shall write $H_{i}=C_{H}\left(x_{i}\right), 1 \leqslant i \leqslant 3$. Then by Lemma 10.5 .1 each $H_{i}$ is abelian, $H=$ $\left\langle H_{1}, H_{2}, H_{3}\right\rangle$, and for any $p$ in $\pi(H), H$ possesses a unique $S$-invariant $S_{p}$-subgroup $P$ and $P=P_{1} P_{2} P_{3}$, where $P_{i}$ is the unique $S_{p}$-subgroup of $H_{i}, 1 \leqslant i \leqslant 3$.

Finally we divide $\pi\left(U_{1}\right)$ into two disjoint subsets $\alpha$ and $\beta$ as follows:

$$
\begin{array}{ll}
p \in \alpha & \text { if } U_{1} \text { contains an } S_{p} \text {-subgroup of } G  \tag{3.3}\\
p \in \beta & \text { if } U_{1} \text { does not contain an } S_{p} \text {-subgroup of } G .
\end{array}
$$

Since $G$ has only one class of involutions, the definition of $\alpha$ and $\beta$ depends only upon $G$ and not upon the particular involution $x_{1}$.

The following lemma shows the importance of this subdivision:

## Lemma 3.2

Theorem 3.1 holds if $\beta$ is empty.

## Proof

Assume $\beta$ is empty, in which case $U_{1}$ is an $S_{x}$-subgroup of $G$. Moreover, $n=\left|U_{1}\right|>1$ by definition of an $L_{2}$-group. Now $x_{2}$ inverts $U_{1}$ as $C_{U_{1}}(S)=1$ and consequently $\left\langle U_{1}, x_{2}\right\rangle$ is a Frobenius group with kernel $U_{1}$ and complement $\left\langle x_{2}\right\rangle$. Furthermore, $N_{1}=\left\langle U_{1}, x_{2}\right\rangle \times\left\langle x_{1}\right\rangle$. Hence if we set $K=U_{1} \times\left\langle x_{1}\right\rangle$, it will suffice to show that $K$ is disjoint from its conjugates and that $N_{1}=N_{G}(K)$.

To prove this, we first show that $U_{1}$ is a maximal $S$-invariant subgroup of $G$ of odd order. Indeed, suppose $R$ is $S$-invariant of odd order and contains $U_{1}$. Then $S$ normalizes an $S_{p}$-subgroup $P$ of $R$ for any prime $p$ in $\pi(R)$. Since $P=P_{1} P_{2} P_{3}$, it follows that $p \in \alpha$, whence $R$ is an $\alpha$-group. But $U_{1}$ is an $S_{\alpha}$-subgroup of $G$ and consequently $R=U_{1}$.
Now set $M=N_{\mathrm{G}}\left(U_{1}\right)$ and $C=C_{G}\left(U_{1}\right)$. Then $S \subset M$ and $S \cap C=\left\langle x_{1}\right\rangle$. Since $C \triangleleft M, x_{1}$ cannot be conjugate to $x_{2}$ or $x_{3}$ in $M$ and consequently $M$ possesses a normal 2 -complement $R$. Thus $M=S R$ and $R \supseteq U_{1}$. But then $R=U_{1}$ by the preceding paragraph and so $M=S U_{1}=N_{1}$. Since $U_{1}$ char $K, N_{G}(K) \subseteq N_{G}\left(U_{1}\right)$ and we conclude that $N_{G}(K)=N_{1}$.

Next let $z \in K \cap K^{v}, z \neq 1, v \in G$. If $z$ has even order, then $z^{i}=x_{1}=x_{1}^{v}$, as $x_{1}, x_{1}^{v}$ are the unique involutions of $K, K^{v}$, respectively. But then $v \in C_{G}\left(x_{1}\right)=N_{1}=N_{G}(K)$, so $K^{v}=K$. Suppose, on the other hand, that $z$ has odd order. In this case, set $C=C_{G}(z)$ and $M=C_{G}^{*}(z)$. Since $x_{2}$ inverts $z$, it follows that $S \subseteq M$ and that $S \cap C=\left\langle x_{1}\right\rangle$. Since $C \triangleleft M$ and $U_{1} \subseteq M$, we conclude as in the preceding paragraph that $M=S U_{1}$. But $U_{1}^{v}$ is also contained in $M$. Since $\left|U_{1}^{v}\right|=\left|U_{1}\right|$ it follows that $U_{1}^{v}=U_{1}$, whence $v \in N_{1}=N_{G}\left(U_{1}\right)$, again by the preceding paragraph. Hence $K$ is disjoint from its conjugates and the lemma is proved.

We therefore assume for the balance of the proof of Theorem 3.1 that $\beta$ is nonempty.

## Lemma 3.3

If $H_{i}$ is a nontrivial subgroup of $U_{i}$, then $N_{G}\left(H_{i}\right)$ contains $S$ and possesses a normal 2-complement which centralizes $H_{i}$.

## Proof

Setting $C=C_{G}\left(H_{i}\right)$ and $C^{*}=N_{G}\left(H_{i}\right)$, we again have $S \subseteq C^{*}$ and $S \cap C=\left\langle x_{i}\right\rangle$, so that $C^{*}$ possesses a normal 2-complement $K$ by Lemma 2.4. Since $|K|$ is odd, Lemma 10.5 .1(iv) now yields that $H_{i} \subseteq Z(K)$.

## Lemma 3.4

There exists a unique maximal S-invariant p-subgroup of $G$ containing the $S_{p}$-subgroup of $U_{1}$ for any $p$ in $\pi\left(U_{1}\right)$.

## Proof

Let $P_{\mathrm{i}}$ be the $S_{\mathrm{p}}$-subgroup of $U_{i}, 1 \leqslant i \leqslant 3$, and note that any $S$-invariant $p$-subgroup $X$ of $G$ has the form $X=X_{1} X_{2} X_{3}$ with $X_{i}=X \cap P_{i}, 1 \leqslant i \leqslant 3$. Suppose now that $P$ and $Q$ are distinct maximal $S$-invariant $p$-subgroups of $G$ containing $P_{1}$ and choose $Q$ so that $D=P \cap Q$ has maximal order. We have $D \subset P$ and $D \subset Q$. Set $L=N_{G}(D)$. Then $P \cap L \supset D$ and $Q \cap L \supset D$ by Theorem 1.2.11(ii). If $L$ has a normal 2-complement $K$, then $K$ possesses a unique $S$-invariant $S_{p}$-subgroup $R$ which must therefore contain both $P \cap L$ and $Q \cap L$. But then if $T$ is a maximal $S$-invariant p-subgroup of $G$ containing $R$, we have $P \cap T \supseteq P \cap L \supset D \supseteq P_{1}$, whence $P=T$ by our maximal choice of $Q$. But now $P \cap Q=T \cap Q \supseteq L \cap Q \supset D$, contrary to the definition of $D$. We conclude that $L$ does not have a normal 2-complement.

It follows now from Lemma 2.4 that $N=N_{G}(S) \subseteq L$ and hence that $y \in L$. On the other hand, $D=D_{1} D_{2} D_{3}$ with $D_{1}=P_{1}$ and $D_{i} \subseteq P_{i}, 2 \leqslant i \leqslant 3$. But as $D$ is $y$-invariant, $y$ must cyclically permute the subgroups $D_{i}, l \leqslant i \leqslant 3$. Since the $P_{i}$ all have the same order and $D_{1}=P_{1}$, it follows that $D_{i}=P_{i}$ for all $i$, whence $D=P_{1} P_{2} P_{3}$. But then clearly $P$ and $Q$ are each contained in $D$, whence $P=Q=D$, a contradiction.

The next lemma is critical.

## Lemma 3.5

If $P_{i}$ is the $S_{p}$-subgroup of $U_{i}$ for $p$ in $\beta, 1 \leqslant i \leqslant 3$, then $P=\left\langle P_{1}, P_{2}, P_{3}\right\rangle=$ $P_{1} P_{2} P_{3}$ is a p-group.

## Proof

By Lemma 3.3, $L=N_{G}\left(P_{1}\right)=S K$, where $K \triangleleft L,|K|$ is odd, and $P_{1} \subseteq Z(K)$. Let $Q$ be the unique $S$-invariant $S_{p}$-subgroup of $K$, so that $Q$
is also an $S_{p}$-subgroup of $L$. Since $p \in \beta, P_{1}$ is not an $S_{p}$-subgroup of $G$ and hence $P_{1} \subset Q$. But $Q=P_{1}\left(P_{2} \cap Q\right)\left(P_{3} \cap Q\right)$, whence $P_{i} \cap Q \neq 1$ for $i=2$ or 3 , say, $i=2$. Furthermore, $P_{1}$ centralizes $P_{2} \cap Q$.

We now repeat the same argument on $N_{\mathrm{G}}\left(P_{2} \cap Q\right)$, which we see contains both $P_{1}$ and $P_{2}$ and possesses a normal 2-complement. But then if $R$ is the unique $S$-invariant $S_{p}$-subgroup of $N_{\mathrm{G}}\left(P_{2} \cap Q\right)$, we have $R=P_{1} P_{2}\left(P_{3} \cap R\right)$. Thus the unique maximal $S$-invariant $p$-subgroup $P$ of $G$ containing $P_{1}$ has the form

$$
\begin{equation*}
P=P_{1} P_{2}\left(P_{3} \cap P\right), \tag{3.4}
\end{equation*}
$$

in which $P_{3} \cap P$ has maximal order. The lemma will be proved if we can show that $P_{3}=P_{3} \cap P$. Consider first the case $P_{3} \cap P=1$, so that $P=P_{1} P_{2}$. Then $x_{3}$ inverts $P$ and consequently $P=P_{1} \times P_{2}$ is abelian. On the other hand, since $P_{i}$ is the unique $S_{P}$-subgroup of $U_{i}, 1 \leqslant i \leqslant 3$, it follows from (3.2) that $y$ cyclically permutes $P_{1}, P_{2}$, and $P_{3}$. But then we see that $P^{y}=P_{2} \times P_{3}$. Thus $P_{2}$ centralizes both $P_{1}$ and $P_{3}$ and consequently $N_{6}\left(P_{2}\right)$ contains each $P_{i}, 1 \leqslant i \leqslant 3$. But then the unique $S$-invariant $S_{p}$-subgroup of the normal 2 -complement in $N_{G}\left(P_{2}\right)$ has the form $P_{1} P_{2} P_{3}$. We conclude that $P_{3} \cap P \neq 1$.

Next set $D_{3}=P_{3} \cap P, D_{1}=D_{3}^{v}$, and $D_{2}=D_{1}^{v}$. Then $D_{1} \subseteq P_{1}$ and $D_{2} \subseteq P_{2}$, so that $D=\left\langle D_{1}, D_{2}, D_{3}\right\rangle=D_{1} D_{2} D_{3}$ is a $p$-subgroup of $P$. By construction $D$ is invariant under $y$ as well as $S$ and so is invariant under $N$. We may assume by way of contradiction that $D_{3} \subset P_{3}$, whence $D \subset P$. We shall argue that $D$ is not a maximal $N$-invariant $p$-subgroup of $G$. Indeed, set $H=N_{G}(D)$ and let $E$ be the unique $S$-invariant $S_{p}$-subgroup of $O(H)$, so that $D \subseteq E$. Since $N \subseteq H, E^{y}$ is also an $S$-invariant $S_{P}$-subgroup of $O(H)$, so $E^{y}=E$ and consequently $E$ is also $N$-invariant. If $E \supset D$, the desired assertion follows, so assume $E=D$.

On the other hand, $B=N_{P}(D) \supset D$ as $P \supset D$. Thus $B=B_{1} B_{2} B_{3}$ with $B_{i} \supset D_{i}, i=1$ or 2 , say $i=1$, and $B_{3}=D_{3}$. Since $D$ is 1 -invariant and $B_{1}^{y} \subseteq P_{2} \subseteq P$, it follows that $B_{1}^{v} \subseteq B$, which implies that also $B_{2}=$ $B \cap P_{2} \supset D_{2}$. Now $O(H)$ is not a normal 2-complement in $H$, otherwise $D=E$ would be an $S_{p}$-subgroup of $H$, contrary to the fact that $B \subseteq H$ and $B \supset D$. Since $G$ is an $L_{2}$-group, this implies that $\bar{H}=H / O(H)$ is isomorphic to $L_{2}(r), r \equiv 3,5(\bmod 8)$. We use superscripts for images in $\bar{H}$. Since $D$ is an $S_{p}$-subgroup of $O(H)$ and $B_{i} \supset D_{i}$ for both $i=1$ and 2 , it follows from Lemma 10.5.1(vi) that $\bar{B}=\bar{B}_{1} \bar{B}_{2}$, where $\tilde{B}_{i}=C_{B}\left(\bar{x}_{i}\right) \neq 1$, $1 \leqslant i \leqslant 2$. However, this contradicts Lemma $1.1(\mathrm{v})$. Thus $E \supset D$ and the assertion is proved.

Finally, consider $E=E_{1} E_{2} E_{3}$. Since $y$ normalizes $E$, it cyclically permutes the $E_{i}$ and as $E \supset D$, we have $E_{i} \supset D_{i}, 1 \leqslant i \leqslant 3$. In particular, $E_{3} \supset D_{3}$. Furthermore, $Z(E)$ is also $y$-invariant and $Z(E) \neq 1$, which implies that $Z(E) \cap E_{1} \neq 1$. But now we see that the unique $S$-invariant $S_{p}$-subgroup $F$ of $N_{G}\left(Z(E) \cap E_{1}\right)$ contains both $P_{1}$ and $E$. Since $P_{1} \subseteq F$, it follows therefore from Lemma 3.4 that $F \subseteq P$. Hence $P \cap P_{3} \supseteq F \cap P_{3} \supseteq$ $E_{3} \supset D_{3}$, contrary to the definition of $D_{3}$ as $P \cap P_{3}$. This completes the proof of the lemma.

Lemma 3.5 shows, in particular, that for $p$ in $\beta, G$ possesses a unique maximal $S$-invariant $p$-subgroup.

So far we have not used the fact that a group of odd order admitting a fixed-point-free four-group of automorphisms is solvable. The next lemma is the one place in the proof of Theorem 2.1 that we need this result.

## Lemma 3.6

If $P$ and $Q$ are, respectively, the unique maximal $S$-invariant $p$ - and $q$-subgroups of $G$, for $p$ and $q$ in $\beta$, then $P Q=Q P$ is a group.

## Proof

By the preceding lemma, we have $P=P_{1} P_{2} P_{3}$ and $Q=Q_{1} Q_{2} Q_{3}$, where $P_{i} Q_{i}$ are the $S_{p}$ - and $S_{q}$-subgroups of $U_{i}, 1 \leqslant i \leqslant 3$. We shall argue that, for $\mathrm{I} \leqslant i \leqslant 3, P$ is permutable with a subgroup $R^{(i)}$ of $Q$ containing $Q_{i}$. But then $P$ will be permutable with the subgroup $R=\left\langle R^{(1)}, R^{(2)}, R^{(3)}\right\rangle$ of $Q$. Since $Q_{i} \subseteq R, 1 \leqslant i \leqslant 3, R=Q$ and the lemma will follow. It will suffice to prove the existence of $R^{(1)}$.

Since $y$ cyclically permutes the $P_{i}$ and since $Z(P) \neq 1$, it follows that $Z_{1}=Z(P) \cap P_{1} \neq 1$. By Lemma 3.3, $N_{G}\left(Z_{1}\right)$ has a normal 2-complement $K$. Since $Z_{1} \subseteq Z(P)$ and $U_{1}$ is abelian, $K$ contains both $P$ and $Q_{1}$. But $K$ is solvable by Theorem 10.5 .6 and therefore possesses an $S$-invariant $S_{\{p .9\}}$-subgroup $H$ (compare Theorem 10.5.2). We then have $H=P R$, where $R$ is the unique $S$-invariant $S_{q}$-subgroup of $H$ and hence of $K$. Since $Q_{1} \subseteq R$ by Lemma 10.5.1(iii), $R=R^{(1)}$ has the required properties.

## Lemma 3.7

If $W_{i}$ denotes the $S_{\beta}$-subgroup of $U_{i}$, then $W=\left\langle W_{1}, W_{2}, W_{3}\right\rangle$ is a solvable $\beta$-group.

## Proof

Let $\beta=\left\{p_{i} \mid 1 \leqslant i \leqslant r\right\}$ and let $P^{(i)}$ be the unique maximal $S$-invariant $p_{i}$-subgroup of $G, 1 \leqslant i \leqslant r$. Since $P^{(i)}$ and $P^{(j)}$ are permutable for all $i, j$, it follows that $W=P^{(1)} P^{(2)} \cdots P^{(r)}$ is a $\beta$-group containing each
$W_{i}, 1 \leqslant i \leqslant 3$. Hence $W=\left\langle W_{1}, W_{2}, W_{3}\right\rangle$ as $W$ is $S$-invariant. Finally, $W$ is solvable by P . Hall's theorem.

This entire line of argument culminates in the following result:

## Lemma 3.8

$M=N_{G}(W)$ is strongly embedded in $G$.

## Proof

We must verify conditions (a), (b), and (c) of Theorems 9.2.1. First of all, since $y$ permutes the $W_{i}$ cyclically, $W$ is invariant under $y$ as well as $S$ and so $N \subseteq M$. Thus (b) holds and, in particular, $M$ has only one class of involutions. Hence to prove (a), we need only show $N_{1}=S U_{1} \subseteq M$. Let $V_{1}$ be the $S_{\alpha}$-subgroup of $U_{1}$, so that $U_{1}=V_{1} \times W_{1}$. Since $S$ and $W_{1}$ lie in $M$, we must therefore prove that $V_{1} \subseteq M$. We shall, in fact, argue that $V_{1}$ normalizes the unique maximal $S$-invariant $p$-subgroup $P$ of $G$ for each $p$ in $\beta$ and this will suffice to prove the assertion.

Set $Z_{1}=Z(P) \cap P_{1}$. Then, as usual, $Z_{1} \neq 1, N_{6}\left(Z_{1}\right)$ has a normal 2complement $K$, and $\left\langle U_{1}, P\right\rangle \subseteq K$. Let $Q$ be the unique $S$-invariant $S_{q}$-subgroup of $K$ for $q$ in $\alpha$. Then $Q \supseteq Q_{1}$ and so $Q=Q_{1}$ as $Q_{1}$ is an $S_{q}$-subgroup of $G$ by definition of $\alpha$. But then $K$ has a normal $q$-complement $H_{q}$ by Lemma 10.5.1(v). Setting $H=\bigcap_{q \in \alpha} H_{q}$, we see that $H$ is a normal $S_{\alpha^{\prime}}$-subgroup of $K$ and that $P \subseteq H$. Now $V_{1} S$ induces a group of automorphisms of $H$ of order relatively prime to $|H|$, so $V_{1} S$ leaves some $S_{p}$-subgroup $R$ of $H$ invariant by Theorem 6.2.2(i). Since $R$ is $S$-invariant, we must have $R=P$ and so $P$ is $V_{1}$ invariant, as required.

Now $M$ is a proper subgroup. Since the set of all involutions of $G$ generates a normal subgroup, the simplicity of $G$ shows that some involution of $G$ is not in $M$. Thus (c) also holds, completing the proof of the lemma.

Since $W$ is a nontrivial solvable group, we have $O_{p}(M) \neq 1$ for some $p$ in $\beta$. The procedure for completing the proof of Theorem 3.1 should now become apparent. Indeed, we need only argue that $G$ satisfies the uniqueness condition for $p$ with corresponding uniqueness subgroup $M$. For if we establish this fact, we can then apply Theorem 9.3.1 to obtain that $S$ centralizes $Z\left(O_{p}(M)\right)$, which is not the case. Thus the assumption $\beta$ nonempty will yield a contradiction, as required.

We carry this out in several steps. Throughout the discussion $P$ will denote the unique maximal $S$-invariant $p$-subgroup of $G$. We note also that if $H$ is any $S$-invariant subgroup of $G$ of odd order, then $H=$ $\left\langle H_{1}, H_{2}, H_{3}\right\rangle$, so $H \subseteq M$ inasmuch as $H_{i} \subseteq U_{i} \subseteq M, 1 \leqslant i \leqslant 3$.

## Lemma 3.9

The following conditions hold:
(i) $\mathrm{SCN}_{3}(p)$ is nonempty.
(ii) The normalizer of every nonidentity p-subgroup of $G$ is p-stable and $p$-constrained.

## Proof

Let $Q$ be a nontrivial $p$-subgroup of $G$, set $H=N_{G}(Q)$, let $R$ be an $S_{p}$-subgroup of $O_{p^{\prime}, p}(H)$, and set $C=C_{H}(R)$. To prove that $H$ is $p$-constrained, we must show that $C \subseteq O_{p^{\prime}, p}(H)$. First of all, $C$ must have a normal 2-complement, otherwise $C / O(C)$ would be isomorphic to $L_{2}(r)$ for some $r \equiv 3,5(\bmod 8)$ and consequently $S^{z} \subseteq C$ for some $z$ in $G$. But then $S$ would centralize a conjugate of $R$, a contradiction. Since we are assuming the fact that groups of odd order are solvable, it follows that $O(C)$, and therefore also $C$, is solvable. Since $O_{p}(H) C \triangleleft H$ by Theorem 1.3.7, this implies that $C=C_{K}(R)$, where $K$ is the maximal normal $p$ solvable subgroup of $H$. But $C_{K}(R) \subseteq O_{p^{\prime}, p}(K)$ by Theorem 6.3.3. Since $O_{p^{\prime}, p}(K) \operatorname{char} K \triangleleft H, O_{p^{\prime}, p}(K) \subseteq O_{p^{\prime}, p}(H)$ and the desired conclusion $C \subseteq O_{p^{\prime}, p}(H)$ follows. That $H$ is $p$-stable follows at once from Theorem 8.1.2. Hence (ii) holds.

Next set $L=N_{G}(P)$. Then $y \in L$ by Lemma 3.5. Since $O_{p}(L)$ centralizes $P$, this implies that $\left|O_{p}(L)\right|$ must be odd; otherwise $P$ would centralize $S$. Thus $O_{p^{\prime}, p}(L) \subseteq O(L)$ and now the maximality of $P$ implies that $P$ is an $S_{p^{\prime}}$-subgroup of $O_{p^{\prime}, p}(L)$. Next let $Q$ be an $S_{p}$-subgroup of $G$ such that $Q \cap L$ is an $S_{p}$-subgroup of $L$ and let $A \in S C N(Q)$. Since $L$ is $p$-constrained and $p$-stable, it follows now from Corollary 8.1.4 that $A \subseteq P$. Since $C_{P}(A)=A$, this gives $Z=Z(P) \subseteq A$. But $Z=Z_{1} \times Z_{2} \times Z_{3}$ with $y$ cyclically permuting the $Z_{i}$. Hence each $Z_{i} \neq 1$, whence $m(A) \geqslant m(Z) \geqslant 3$, proving (i).

We have thus verified two of the three hypotheses of the Maximal Subgroup theorem. To establish the third, we need two preliminary results:

## Lemma 3.10

The following conditions hold:
(i) $O_{p}(M)$ contains every P-invariant $p^{\prime}$-subgroup of $M$ of odd order.
(ii) $M$ is a maximal subgroup of $G$.
(iii) There exists an $S_{p}$-subgroup $R$ of $G$ with $P \triangleleft R$ such that $N_{G}(Z(J(R))$ contains $N=N_{G}(S)$.
(iv) $P$ contains every element of $\operatorname{SCN}_{3}(R)$.

## Proof

We make a preliminary observation: If $H$ is a proper subgroup of $G$ containing $N$ and $Q$ is an $N$-invariant $q$-subgroup of $H, q$ odd, then $Q \subseteq O(H)$. Indeed, set $\bar{H}=H / O(H)$ and use superscripts for images in $\bar{H}$.

Then $\bar{Q}=\bar{Q}_{1} \bar{Q}_{2} \bar{Q}_{3}$, where $\bar{Q}_{i}=C_{\bar{Q}}\left(\bar{x}_{i}\right), 1 \leqslant i \leqslant 3$, and $\bar{y}$ cyclically permutes the $\bar{Q}_{i}$. Since $\bar{H}$ is isomorphic to $L_{2}(r)$ for suitable $r$, Lemma 1.1(v) forces $\bar{Q}=1$, proving the assertion.

Now let $K$ be a maximal subgroup of $G$ containing $M$. Then $N \subseteq K$. If $Q$ is the unique $S$-invariant $S_{q}$-subgroup of $W$ for $q$ in $\beta=\pi(W)$, then $Q$ is $y$-invariant and so $Q \subseteq O(K)$ by the preceding argument. Thus $W \subseteq O(K)$. Since $Q$ is the unique maximal $S$-invariant $q$-subgroup of $G, Q$ is necessarily an $S_{q}$-subgroup of $O(K)$. Since this holds for each $q$ in $\beta, W$ is thus an $S_{\beta}$-subgroup of $O(K)$. Suppose $W \subset O(K)$, in which case $O(K)$ possesses an $N$-invariant $S_{t}$-subgroup $T \neq 1$ for some prime $t \notin \beta$. Since $T=T_{1} T_{2} T_{3}$ with $T_{i} \subseteq U_{i}$, we must have $t \in \alpha$. But now $Z(T) \cap T_{1} \neq 1$, and if we consider $N_{G}\left(Z(T) \cap T_{1}\right)$, which we know has a normal 2-complement, and let $Y$ be its unique $S$-invariant $S_{1}$-subgroup, we see that $Y$ contains $T$ and that $Y_{1}=C_{Y}\left(x_{1}\right)$ is the $S_{t}$-subgroup of $U_{1}$. But $Y=Y_{1}$, as $t \in \alpha$, forcing $T_{2}=T_{3}=1$. Since $N$ normalizes $T$, also $T_{1}=1$, whence $T=1$, a contradiction. We conclude that $W=O(K)$. Thus $K \subseteq N_{G}(W)=M$, so $K=M$ is a maximal subgroup of $G$, proving (ii).

Since $M \subseteq N_{G}\left(O_{p}(M)\right.$ ), equality holds by (ii) and so $M$ is $p$-constrained by Lemma 3.9. But now (i) follows from Theorem 8.1.1(iii).

To prove (iii), it will suffice to show that $N_{G}(Z(J(Q)))$ contains a conjugate of $N$ for some $S_{p}$-subgroup $Q$ of $G$. Indeed, if this is the case, then there is a conjugate $R$ of $Q$ such that $K=N_{G}(Z(J(R)))$ contains $N$. Since $D=R \cap O(K)$ is an $S_{p}$-subgroup of $O(K)$, we can choose $R$ so that $D$ is $S$-invariant, whence also $D$ is $N$-invariant. Setting $H=N_{G}(D)$, we have $\langle R, N\rangle \subseteq H$ and, by Theorem 1.3.7, $K=O(K)(H \cap K)$. This last condition implies that $D$ is an $S_{p}$-subgroup of $O(H)$. On the other hand, $D \subseteq P$ by Lemma 3.5 and since $N_{P}(D)$ is $N$-invariant, we have $N_{P}(D) \subseteq O(H)$ by the first paragraph of the proof. Thus $N_{P}(D)=D$ and now Theorem 1.2.11(ii) yields that $P=D$, whence $P \triangleleft R$, as required.

Finally, there exists a nontrivial $p$-subgroup $E$ of $G$ such that $L=N_{G}(E)$ contains a conjugate of $N$. Indeed, $P$ itself is such a $p$-subgroup. Among all such subgroups, choose $E$ so that an $S_{p}$-subgroup $Q$ of $L$ has maximal order. Without loss we can assume that $N \subseteq L$. By Lemma 3.9(ii) and Glauberman's theorem, we then have $L=O_{p^{\prime}}(L)(L \cap K)$, where $K=$ $N_{G}(Z(J(Q)))$. Since $S \subseteq L$, it follows that $S^{u} \subseteq L \cap K$ for some $u$ in $O_{p^{\prime}}(L)$. Furthermore, as $N \subseteq L, L$ has only one class of involutions. Since $\left|O_{p^{\prime}}(L)\right|$ is necessarily odd, $L \cap K$ must also have only one class of involutions, whence $N_{L \cap K}\left(S^{u}\right) \supset S^{u}$. We conclude that $N^{u} \subseteq L \cap K \subseteq K$. But now our choice of $E$ implies that $Q$ is an $S_{p}$-subgroup of $K=N_{G}(Z(J(Q)))$. Since $Z(J(Q))$ char $Q$, it follows from Theorem 1.2.11(ii) that $Q$ is an $S_{p}$-sub-
group $G$, proving (iii).
To prove (iv), let $R$ be as in (iii) and now set $K=N_{G}(Z(J(R))$ ), $Q=R \cap O_{p^{\prime}, p}(K)$, and $H=N_{G}(Q)$. Since $K=O_{p^{\prime}}(K)(H \cap K)$ by Theorem 1.3.7 and $R$ is an $S_{p}$-subgroup of both $H$ and $K$, it follows that $Q$ is an $S_{p}$-subgroup of $O_{p^{\prime}, p}(H)$. But now Corollary 8.1.4 implies that $Q$ contains every element of $S C N_{3}(R)$. However, $P$ is an $S_{p}$-subgroup of $O(K)$ by the first paragraph of the proof, so $Q \subseteq P$ and (iv) follows.

## Lemma 3.11

$O_{p^{\prime}}(M)$ contains every $P$-invariant $p^{\prime}$-subgroup of $G$.

## Proof

If $P$ normalizes the $p^{\prime}$-subgroup $Y$ of $G$, it normalizes an $S_{q}$-subgroup of $Y$ for each $q$ in $\pi(Y)$ by Theorem 6.2.2(i). Thus we see that it suffices to prove the following assertion: If $Q$ is a nontrivial maximal $P$-invariant $q$-subgroup of $G$, for any prime $q \neq p$, then $Q \subseteq O_{p^{\prime}}(M)$.

If $q=2$, then $|Q|=2$ or 4 . In the first case $P$ centralizes $Q$. However, as $N$ normalizes $P$ and $S$ is self-centralizing, clearly $\left|C_{G}(P)\right|$ is odd. On the other hand, if $|Q|=4, Q$ is a conjugate of $S$ and so is also self-centralizing. But $C_{P}(Q) \neq 1$ as $P$ is noncyclic. Thus $q$ is odd.

Now let $A$ be an element of $S C N_{3}(R)$, so that $A \subseteq P$ by Lemma 3.10(iv). Since $Z(P) \subseteq A$, we have $C_{G}(A) \subseteq C=C_{G}(Z(P))$ and, as $C$ is $P$-invariant, it follows as in the preceding paragraph that $|C|$ is odd. Since $C$ is also $S$-invariant, it follows that $C=C_{1} C_{2} C_{3} \subseteq M$ and so $C_{G}(A) \subseteq M$. But $C_{G}(A)=A \times D$, where $D$ is a $p^{\prime}$-group by Theorem 7.6.5. Since $A \triangleright R, D$ is $R$ - and hence $P$-invariant, so $D \subseteq O_{p^{\prime}}(M)$ by Lemma 3.10(i). Thus $C_{G}(A) \subseteq O_{p^{\prime}}(M) A \subseteq O(M)$.

Set $H=N_{\mathrm{G}}(Q)$. We shall argue that $S^{v} \subseteq H$ for some $v$ in $M$. Indeed, we have $S^{\#}=\left\{x_{i} \mid 1 \leqslant i \leqslant 3\right\}$ and $Q^{x_{i}}$ is $P$-invariant for each $i$. Since $A \subseteq P$, it follows from the Thompson transitivity theorem and its corollary Theorem 8.5.6 that $Q^{x_{i}}=Q^{u_{i}}$ for some $u_{i}$ in $C_{G}(A), 1 \leqslant i \leqslant 3$. Setting $K=\left\langle x_{i} u_{i}^{-1} \mid 1 \leqslant i \leqslant 3\right\rangle$, we have $K \subseteq H$. But also $K \subseteq O(M) S$, as $C_{G}(A) \subseteq O(M)$. Since $K$ clearly maps onto $O(M) S / O(M)$, we conclude that $|K|$ is divisible by 4 . Hence by Sylow's theorem $S^{v} \subseteq K \subseteq H$ for some $v$ in $O(M)$, as asserted.

But then $Q^{v-1}$ is $S$-invariant and consequently is contained in $M$. Since $v \in M$, it follows that $Q \subseteq M$. But now $Q \subseteq O_{p}(M)$ by Lemma 3.10(i).

Our desired conclusion now follows:

## Lemma 3.12

$G$ satisfies the uniqueness condition for the prime $p$ and $M$ is a uniqueness subgroup for $p$.

## Proof

Set $H=O_{p^{\prime}}(M)$. By Lemma 3.10(iii) $P \triangleleft R$ for some $S_{p}$-subgroup $R$ of $G$. Then for $u$ in $R, P^{u}=P$, so $P$ normalizes $H^{u}$, whence $H^{u}=H$ by the preceding lemma. Thus $R$ normalizes $H$ and so $R \subseteq M$ as $M=N_{G}(H)$ by Lemma 3.10(ii). Since $P \subseteq R$, the preceding lemma also implies that $H$ contains every $R$-invariant $p^{\prime}$-subgroup of $G$. But $H$ centralizes $O_{p}(M)$, whence $O_{p}(M) \subseteq B=O_{p}(H R)$ and so $B \neq 1$. Now $B \triangleleft R$ and since $B$ centralizes $H$, it follows that $B$ centralizes every $R$-invariant $p^{\prime}$-subgroup of $G$. In view of Lemma 3.9, the hypotheses of the Maximal Subgroup theorem are all satisfied and so the uniqueness condition holds for $p$.

Let $K$ be the corresponding uniqueness subgroup containing $R$. Since $O_{p}(M) \neq 1$ and $O_{p}(M)$ contains an abelian subgroup of type ( $p, p, p$ ), we have $M \subseteq K$. But then $M=K$ by Lemma 3.10(ii).

Lemmas 3.8 and 3.12 together with Theorem 9.3.1 now yield the desired contradiction that $S$ centralizes $Z\left(O_{p}(M)\right.$ ). This completes the proof of Theorem 3.1.

Remark Once it is known that $G$ contains a strongly embedded subgroup $M$ (Lemma 3.8 above), an alternate proof of Theorem 3.1 can be given which does not require the solvability of groups of odd order. Indeed, Brauer has shown by means of modular character theory that there exists an approximate formula for the order of an arbitrary group $H$ with an $S_{2}$-subgroup $S$ of order 4 and having no normal subgroups of index 2. In fact, if $x$ is an involution of $S$,

$$
\begin{equation*}
|H|=8 \frac{\left|C_{H}(x)\right|^{3}}{\left|C_{H}(S)\right|^{2}} a_{H}, \quad \text { where } \frac{3}{8} \leqslant a_{H} \leqslant \frac{15}{8} \tag{3.5}
\end{equation*}
$$

In the present situation, (3.5) can be applied to both $G$ and $M$. Since $C_{G}(x)=C_{M}(x)=N$ and $C_{G}(S)=C_{M}(S)=S$, it follows that $|G: M|$ $=a_{G} / a_{M}$. Since $a_{G} \leqslant 15 / 8$ and $a_{M} \geqslant 3 / 8$, we conclude that

$$
\begin{equation*}
|G: M| \leqslant 5 . \tag{3.6}
\end{equation*}
$$

But now if we consider the permutation representation $\pi_{M}$ of $G$ on the cosets of $M$, we see that $\pi_{M}(G)$ is a subgroup of the symmetric group $S_{5}$. Since $G$ is simple, we conclude that $G$ is isomorphic to a subgroup of $S_{5}$. However, this is impossible as $M \subset G$ and $|M|$ is divisible by $p^{3}$ for any $p$ in $\beta$ by Lemma 3.5.

In the case that $S$ is self-centralizing, Glauberman has observed that the inequality $|G: M| \leqslant 5$ can be derived using solely results from ordinary character theory. We shall outline the argument in a series of exercises.

## 4. THE BRAUER-SUZUKI-WALL THEOREM

We shall now complete the proof of Theorem 2.3 and thereby also the proof of Theorem 2.1 by establishing the following fundamental result:

## Theorem 4.1 (Brauer-Suzuki-Wall)

If $G$ is a simple group containing an abelian subgroup $K$ of order $2 n$ which satisfies the hypothesis of Theorem 3.1, then $G$ is isomorphic to $L_{2}(q)$, where $q \equiv 3,5(\bmod 8), q>5$, and $q=4 n+\varepsilon$ with $\varepsilon= \pm 1$.

We preserve the notation introduced in Section 9.4. Thus $K=U \times\langle x\rangle$, where $|U|=n$ and $|x|=2, N=N_{G}(K), g=|G|, t$ is the number of conjugate classes of strongly real elements of $G$, and $r$ is the total number of conjugate classes of $G$. In Section 9.4 we established the following results, which for the sake of clarity we summarize here:

$$
\begin{equation*}
g=4 n(4 n+\varepsilon)(2 n+\varepsilon) \quad \text { where } \varepsilon= \pm 1 \tag{4.1}
\end{equation*}
$$

(4.2) $t=2 n+3$ if $\varepsilon=+1 \quad$ and $\quad t=2 n \quad$ if $\varepsilon=-1$.

$$
\begin{equation*}
r=t \quad \text { if } \varepsilon=+1 \quad \text { and } \quad r=t+2 \quad \text { if } \varepsilon=-1 . \tag{4.3}
\end{equation*}
$$

The irreducible characters of $G$ are $\chi_{i}, 1 \leqslant i \leqslant n-1$, and $\psi_{j}$, $1 \leqslant j \leqslant r-n+1$, and we have
(4.4) $\operatorname{deg} \chi_{i}=4 n+2 \varepsilon, 1 \leqslant i \leqslant n-1, \operatorname{deg} \psi_{1}=1, \operatorname{deg} \psi_{2}=4 n+\varepsilon$,

$$
\operatorname{deg} \psi_{3}=\operatorname{deg} \psi_{4}=2 n+\varepsilon, \operatorname{deg} \psi_{j}=4 n \quad \text { for } j \geqslant 5 .
$$

If $\phi_{i}, 1 \leqslant i \leqslant n-1$, are the nonprincipal irreducible characters of $K$ having $x$ in their kernels and $\eta$ is the nonprincipal irreducible character of $K$ having $U$ in its kernel, then for a suitable ordering of the indices we have

$$
\begin{array}{ll}
\chi_{i}(y)=\varepsilon\left(\phi_{i}(y)+\bar{\phi}_{i}(y)\right) & \text { if } y \in K^{\#}, 1 \leqslant i \leqslant \frac{1}{2}(n-1) \\
\chi_{i+\frac{1}{2}(n-1}(y)=\varepsilon n(y)\left(\phi_{i}(y)+\bar{\phi}_{i}(y)\right) & \text { if } y \in K^{\#}, 1 \leqslant i \leqslant \frac{1}{2}(n-1) \\
\psi_{2}(y)=\varepsilon & \text { if } y \in K^{\#} \\
, & \text { if } y \in U^{\#} \\
\begin{cases}\psi_{j}(y)=\varepsilon & \text { if } y \in K-U, 3 \leqslant j \leqslant 4 \\
\psi_{j}(y) & =-\varepsilon \\
\psi_{j}(y) & =0\end{cases} & \text { if } y \in K^{\#}, j \geqslant 5 .
\end{array}
$$

In addition, we have for $y$ not in a conjugate of $K$ and $1 \leqslant i \leqslant n-1$,

$$
\begin{equation*}
1+\varepsilon \psi_{2}(y)=\varepsilon \chi_{i}(y) \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
\psi_{3}(y)+\psi_{4}(y)=\chi_{i}(y) . \tag{4.10}
\end{equation*}
$$

On the basis of this information we shall argue in a sequence of lemmas that $G$ is a Zassenhaus group of degree $(4 n+\varepsilon)+1$ to which Theorem 13.3.5 is applicable. Theorem 4.1 will then follow at once. To accomplish this objective we investigate the structure of the subgroups of $G$ whose orders are divisible by primes in $(2 n+\varepsilon)(4 n+\varepsilon)$. Note that the three odd numbers $n, 2 n+\varepsilon$, and $4 n+\varepsilon$ are pairwise relatively prime.

Let $\pi_{k}$ be the set of primes dividing $2 k n+\varepsilon, 1 \leqslant k \leqslant 2$. It will be convenient to call an element of $G \pi_{k}$-singular if its order is divisible by a prime in $\pi_{k}, 1 \leqslant k \leqslant 2$.

We first prove

## Lemma 4.2

The characters of $G$ have the following values on $\pi_{k}$-singular elements:
(iii) $\quad \psi_{j}(y)=0 \quad$ if $y$ is $\pi_{1}$-singular, $3 \leqslant j \leqslant 4$

$$
\psi_{3}(y)+\psi_{4}(y)=\varepsilon \quad \text { if } y \text { is } \pi_{2} \text {-singular } .
$$

## Proof

By (4.4), $\operatorname{deg} \psi_{2}=4 n+\varepsilon$. Since $4 n+\varepsilon$ and $g /(4 n+\varepsilon)$ are relatively prime, we see that $\operatorname{deg} \psi_{2}$ is divisible by the full power of $p$ dividing $g$ for any prime $p$ in $\pi_{2}$. But then by Theorem 4.7.13, $\psi_{2}(y)=0$ for any element $y$ of $G$ of order divisible by $p$ and so $\psi_{2}$ is 0 on any $\pi_{2}$-singular element of $G$. Similarly, $\psi_{3}$ and $\psi_{4}$, being of degree $2 n+\varepsilon$, are 0 on any $\pi_{1}$-singular element of $G$.

But now (4.9) implies that $\chi_{i}(y)=\varepsilon$ if $y$ is $\pi_{2}$-singular, while (4.10) implies that $\chi_{i}(y)=0$ if $y$ is $\pi_{1}$-singular. Using these values of $\chi_{i}$, it follows now from (4.9) that $\psi_{2}(y)=-\varepsilon$ if $y$ is $\pi_{1}$-singular and from (4.10) that $\psi_{3}(y)+\psi_{4}(y)=\varepsilon$ if $y$ is $\pi_{2}$-singular and the lemma is proved.

We can now prove

## Lemma 4.3

$G$ contains an abelian $S_{\pi_{1}}$-subgroup $R$ of order $2 n+\varepsilon$ which is disjoint from its conjugates and such that $N_{G}(R)$ is a Frobenius group of order $2(2 n+\varepsilon)$.

## Proof

We evaluate formula (9.4.2) with $y$ a $\pi_{1}$-singular element. We have $\chi_{i}(y)=0,1 \leqslant i \leqslant n-1$, and $\psi_{j}(y)=0,3 \leqslant j \leqslant 4$, by Lemma 4.2(i) and (iii).

Moreover, $\psi_{j}(x)=0$, where $x$ is the involution of $K, j \geqslant 5$, by (4.8). Hence only the characters $1_{G}=\psi_{1}$ and $\psi_{2}$ contribute to the sum. Using (4.4), (4.6), and Lemma 4.2 (ii) to evaluate $\operatorname{deg} \psi_{2}, \psi_{2}(x)$, and $\psi_{2}(y)$, and also using the value of $g$ given in (4.1), we obtain

$$
\begin{equation*}
\beta(y)=\frac{g}{16 n^{2}}\left(1-\frac{\varepsilon}{4 n+\varepsilon}\right)=2 n+\varepsilon . \tag{4.11}
\end{equation*}
$$

In particular, $\beta(y)>0$, which means that $y$ is a strongly real element. But then, by Lemma 9.4.7, we have $\beta(y)=\left|C_{G}(y)\right|$, whence

$$
\begin{equation*}
\left|C_{G}(y)\right|=2 n+\varepsilon \tag{4.12}
\end{equation*}
$$

for any $\pi_{1}$-singular element $y$ of $G$.
Set $R=C_{G}(y)$. Since $y$ is strongly real, $R$ is normalized by some involution $x^{\prime}$ of $G$. Since $|R|=2 n+\varepsilon, x^{\prime}$ must invert $R$, whence $R$ is abelian. Suppose now that $z \in R \cap R^{v}, z \neq 1, v \in G$. Then $z$ is $\pi_{1}$-singular, so $\left|C_{G}(z)\right|=2 n+\varepsilon$. But as $R$ and $R^{v}$ are abelian, $C_{G}(z) \supseteq\left\langle R, R^{v}\right\rangle$. Since $|R|=\left|R^{v}\right|=2 n+\varepsilon$, it follows that $R=R^{v}=C_{G}(z)$. Thus $R$ is disjoint from its conjugates. Since $|G: R|=4 n(4 n+\varepsilon)$, we see also that $R$ is an $S_{\pi_{1}}$-subgroup of $G$. Hence to complete the proof it will suffice to show that $\left|N_{G}(R): R\right|=2$, for then $N_{G}(R)$ will be a Frobenius group of the required order.

To prove this we use the fact that $\sum_{z \in G} \psi_{2}(z)=0$. Now the elements of $K^{\#}-\langle x\rangle$ have $g / 2 n$ conjugates and include $n-1$ conjugate classes of $G$, while $x$ has $g / 4 n$ conjugates. Hence using our values for $\psi_{2}$, we obtain

$$
\begin{equation*}
4 n+\varepsilon+\frac{g}{4 n} \varepsilon+\frac{g}{2 n}(n-1) \varepsilon+\sum^{\prime}(-\varepsilon)=0, \tag{4.13}
\end{equation*}
$$

where the summation is over the $m_{1}$ distinct $\pi_{1}$-singular elements of $G$. Transposing and dividing by $\varepsilon$, we conclude upon simplification that

$$
\begin{equation*}
m_{1}=(4 n+\varepsilon) 2 n(2 n+\varepsilon-1) . \tag{4.14}
\end{equation*}
$$

On the other hand, by what we have shown above, every $\pi_{1}$-singular element lies in a conjugate of $R^{\#}$. Let $h=\left|N_{G}(R): R\right|$. Since $R$ is disjoint from its conjugates, it follows therefore that

$$
\begin{equation*}
m_{1}=\frac{g}{h(2 n+\varepsilon)}(2 n+\varepsilon-1) . \tag{4.15}
\end{equation*}
$$

Comparing (4.14), (4.15), and using (4.1), we conclude that $h=2$, as required.

As a consequence, we have

## Lemma 4.4

There are precisely two conjugate classes of $\pi_{2}$-singular elements in $G$. Proof

By the preceding lemma, two elements $y, z$ of $R^{\#}$ are conjugate in $G$ if and only if they are conjugate in $N_{G}(R)$ and hence if and only if $z=y^{ \pm 1}$. Thus there are exactly $\frac{1}{2}(2 n+\varepsilon-1)$ conjugate classes of $\pi_{1}$-singular elements in $G$. Furthermore, there are $n+1$ conjugate classes of $G$ coming from elements of $N$. But by (4.2) and (4.3), $r=2 n+3$ if $\varepsilon=+1$ and $r=2 n+2$ if $\varepsilon=-1$. Thus in either case we have counted all but two of the conjugate classes of $G$. Since the remaining two classes necessarily consist of $\pi_{2}$-singular elements, the lemma follows.

We next prove

## Lemma 4.5

$4 n+\varepsilon=p^{a}$ for some prime $p$ and an $S_{p}$-subgroup $P$ of $G$ is elementary abelian with $N_{G}(P)$ of order $\frac{1}{2}(4 n+\varepsilon-1)(4 n+\varepsilon)$.

## Proof

We now evaluate formula (9.4.2) with $y$ a $\pi_{2}$-singular element as we did in Lemma 4.3. Using the given values of our characters, we obtain, similarly,

$$
\begin{equation*}
\beta(y)=\frac{g}{16 n^{2}}\left(\frac{4(n-1)}{4 n+2 \varepsilon} \varepsilon+\frac{1}{2 n+\varepsilon}\left(\psi_{3}(y)+\psi_{4}(y)\right)+1\right) . \tag{4.16}
\end{equation*}
$$

But $\psi_{3}(\cdot)+\psi_{4}(\cdot)=\varepsilon$ by Lemma 4.2(iii) and now (4.16) reduces to

$$
\begin{equation*}
\beta(y)=\frac{1}{2}(4 n+\varepsilon)(1+\varepsilon) . \tag{4.17}
\end{equation*}
$$

If $\varepsilon=+1, y$ is strongly real and $\left|C_{G}(y)\right|=4 n+\varepsilon$ for every $\pi_{2}$-singular element. But now if we set $P=C_{G}(y)$, it follows as in Lemma 4.3 that $P$ is abelian, $P$ is disjoint from its conjugates, $P$ is an $S_{n_{2}}$-subgroup of $G$ of order $4 n+\varepsilon$, and $M=N_{G}(P)$ is a Frobenius group. Hence every $\pi_{2}$-singular element of $G$ is conjugate to one in $P^{\#}$ and two elements of $P^{\#}$ are conjugate if and only if they are conjugate in $M$. Since $G$ has exactly two conjugate classes of $\pi_{2}$-singular elements, we conclude that $|M: P|=$ $1 / 2(4 n+1-1)=2 n$. But also the argument of Theorem 13.1.3(ii) shows that $P$ is an elementary abelian $p$-group for some prime $p$ and the lemma follows.
Assume then that $\varepsilon=-1$. In this case (4.17) gives $\beta(y)=0$ and so any $\pi_{2}$-singular element $y$ of $G$ is not strongly real and hence is nonreal. In particular, $y$ is not conjugate to $y^{-1}$. Since there are only two classes of
$\pi_{2}$-singular elements, we must have $\pi_{2}=\{p\}$ for some prime $p$; otherwise there would exist elements $y_{i}$ of $G$ of order $p_{i}$ with $p_{i} \in \pi_{2}, 1 \leqslant i \leqslant 2$, and $p_{1} \neq p_{2}$, in which case $y_{1}, y_{1}^{-1}, y_{2}, y_{2}^{-1}$ would be representatives of distinct conjugate classes of $\pi_{2}$-singular elements. Thus $4 n+\varepsilon=p^{a}$ for some $a$.

Let $P$ be an $S_{p}$-subgroup of $G$. We shall argue next that $P$ is disjoint from its conjugates. If not, let $D$ be a maximal intersection of $P$ with a conjugate $P_{1}$. Then $D \neq 1$ and $D \subset P, D \subset P_{1}$. Set $T=N_{G}(D)$. If $O_{p}(T)$ were an $S_{p}$-subgroup of $T$, then an $S_{p}$-subgroup $P_{2}$ of $G$ containing $O_{p}(T)$ would contain both $N_{P}(D)$ and $N_{P_{1}}(D)$. Since $N_{P}(D) \supset D$, maximality of $D$ would force $P_{2}=P$, whence $N_{P_{1}}(D) \subseteq P$, which is not the case. Thus $O_{p}(T)$ is not an $S_{p}$-subgroup of $T$.

We shall now contradict this fact. Let $L$ be the smallest normal subgroup of $T$ containing $D$ such that $O_{p}(L)$ is not an $S_{p}$-subgroup of $L$. Then certainly $L$ is not a $p$-group. Let $q$ be the smallest prime in $\pi(L)$ with $q \neq p$ and let $Q$ be an $S_{q}$-subgroup of $L$. Now $q$ divides $4 n$ or $2 n+\varepsilon$ and so our preceding results show that $N_{G}(Q)$ and $\mathrm{C}_{G}(y)$ are $p^{\prime}$-groups for all $y$ in $Q^{*}$. Hence $Q$ induces a regular group of automorphisms of $D$ and therefore $Q$ is cyclic by Theorem 5.4.11. Since $H=N_{L}(Q)$ is a $p^{\prime}$-group, $q$ is the smallest prime in $\pi(H)$, so $H$ has a normal $q$-complement by Theorem 7.6.1. Since $Q \triangleleft H$, we have $H=Q \times O_{q^{\prime}}(H)$ and consequently $Q \subseteq Z(H)$. But now Burnside's transfer theorem yields that $L$ has a normal $q$-complement $L_{1}$. Minimality of $L$ implies that $O_{p}\left(L_{1}\right)$ is an $S_{p}$-subgroup of $L_{1}$. But $O_{p}\left(L_{1}\right)$ char $L_{1} \triangleleft L$, so $O_{p}\left(L_{1}\right) \subseteq O_{p}(L)$. However, $O_{p}\left(L_{1}\right)$ is an $S_{p}$-subgroup of $L$ as $L=Q L_{1}$. Hence $O_{p}\left(L_{1}\right)=O_{p}(L)$ is a normal $S_{p}$-subgroup of $L$, contrary to our choice of $L$. We conclude that $P$ is disjoint from its conjugates.

But now by Theorem 7.4.6, two elements of $P^{\#}$ conjugate in $G$ are conjugate in $M=N_{G}(P)$. Furthermore, our conditions imply that $M$ is a Frobenius group with kernel $P$, and, as in the case $\varepsilon=+1$, it follows that $|M: P|=\frac{1}{2}(4 n-1-1)=2 n-1$. Again, the argument of Theorem13.1.3(ii) shows that $P$ is elementary abelian.

Finally, we prove

## Lemma 4.6

$G$ is a Zassenhaus group of degree $4 n+\varepsilon+1$ in its action on the right cosets of $N_{G}(P)$.

## Proof

Set $M=N_{G}(P)$ and consider the transitive permutation representation of $G$ on the right cosets of $M$. Let 0 be its character. It follows at once from
the preceding lemma that $|G: M|=4 n+\varepsilon+1$. Hence

$$
\begin{equation*}
\operatorname{deg} \theta=4 n+\varepsilon+1 \tag{4.18}
\end{equation*}
$$

Now by Theorem 4.3.4(i), $\theta=1_{G}+\psi$, where $\psi$ is a character of $G$ which does not have $1_{G}$ as a constituent. Thus $\operatorname{deg} \psi=4 n+\varepsilon$. Examining the degrees of the nonprincipal irreducible characters of $G$ as given in (4.4), we see that there is only one possibility for $\psi: \psi=\psi_{2}$. Therefore,

$$
\begin{equation*}
\theta=1_{G}+\psi_{2} . \tag{4.19}
\end{equation*}
$$

Hence, by Theorem 4.3.4(ii), $G$ acts doubly transitively. To prove that $G$ is a Zassenhaus group, we must show that only the identity element fixes three cosets of $M$, or equivalently that $\theta(y) \leqslant 2$ for all $y$ in $G^{*}$, which will follow if $\psi_{2}$ takes on only the values $0,+1$, and -1 on $G^{\#}$. But (4.6) and Lemma 4.2 (ii) show that this is indeed the case. Thus $G$ is a Zassenhaus group of the given degree.

We can now easily establish Theorem 4.1. Setting $4 n+\varepsilon=p^{a}=q$ and $e=\frac{1}{2}(4 n+\varepsilon-1)=\frac{1}{2}(q-1)$, we can then write $g=e q(q+1)$. Let $X$ be a Frobenius complement in $M$ and set $Y=N_{\mathrm{G}}(X)$. Then $|X|=e$ and $|Y|=2 e$. Replacing $P$ by a conjugate, if necessary, we can assume without loss that $S \cap Y$ is an $S_{2}$-subgroup of $Y$. Now if $\varepsilon=+1$, then $e=2 n$, so $S \cap X \neq 1$. Thus $x_{i} \varepsilon S \cap X$ for some $i, 1 \leqslant i \leqslant 3$. Since $X$ is disjoint from its conjugates, it follows that $N_{i}=C_{G}\left(x_{i}\right) \subseteq Y$. But $\left|N_{i}\right|=2 e$ and hence $N_{i}=Y$. Thus $X=U_{i} \times\left\langle x_{i}\right\rangle$ is abelian and is inverted by an involution of $Y$. Since $M=X P$ is a Frobenius group, the Sylow subgroups of $X$ are cyclic by Theorem 10.3.1(iv) and hence $X$ is cyclic. On the other hand, if $\varepsilon=-1$, then $e=2 n-1$ is odd. In this case the same conclusions follow from Theorem 13.1.4(i), in view of the simplicity of $G$ (alternatively from the preceding analysis). Thus the hypotheses of Zassenhaus's theorem are satisfied and we conclude that $G$ is isomorphic to $L_{2}(q)$ with $q>5$ (as $\left.n>1\right)$. That $q \equiv 3,5(\bmod 8)$ follows from the fact that $g$ is not divisible by 8 . This completes the proof of Theorem 4.1 and with it the proof of Theorems 2.3 and 2.1.

## EXERCISES

In the following exercises, $G$ will denote a simple group with a self-centralizing $S_{2}$-subgroup $S$ of order $4, x=x_{1}, x_{2}, x_{3}$ are the involutions of $S$, and $N=C_{G}(x)$. We assume that there exists a subgroup $M$ of $G$ containing $N$ such that $M / O(M)$ is isomorphic to $L_{2}(q), q \equiv 3,5(\bmod 8), q>3$. Prove

1. There exist irreducible characters $\phi_{i}, 0 \leqslant i \leqslant 3$, of $M$ with $\phi_{0}=1_{M}$ such that
(i) $O(M) \subseteq \operatorname{ker} \phi_{i}, 0 \leqslant i \leqslant 3$.
(ii) $\phi_{i}(x y)=\phi_{i}(x)$ for $y$ in $O(N), 0 \leqslant i \leqslant 3$.
(iii) $\operatorname{deg} \phi_{1}=q$ and $\operatorname{deg} \phi_{2}=\operatorname{deg} \phi_{3}=\frac{1}{2}(q+\delta)$, where $q \equiv \delta(\bmod 4)$.
(iv) $\theta=\sum_{i=0}^{3} \phi_{i}(x) \phi_{i}$ vanishes on all elements of $M$ of odd order.
2. $N$ possesses $n-1$ distinct irreducible characters $\zeta_{i}, 1 \leqslant i \leqslant n-1$, where $|N|=4 n$, such that
(i) $\zeta_{i+\frac{1}{2}(n-1)}=\eta \zeta_{i}$, where $\eta$ is the nontrivial linear character of $N$ having $O(N), x_{2}$, and $x_{3}$ in its kernel, $1 \leqslant i \leqslant \frac{1}{2}(n-1)$.
(ii) $\operatorname{deg} \zeta_{i}=2,1 \leqslant i \leqslant n-1$.
(iii) $\zeta_{i}(x)=2,1 \leqslant i \leqslant \frac{1}{2}(n-1)$.
3. There exist distinct irreducible characters $\psi_{i}, 0 \leqslant i \leqslant 3$, and $\chi_{i}, 1 \leqslant i \leqslant n-1$, of $G$ with $\psi_{0}=1_{G}$ and signs $\varepsilon$ and $\delta_{i}, 0 \leqslant i \leqslant 3$, such that
(i) $\theta^{*}=\sum_{i=0}^{3} \delta_{i} \psi_{i}$.
(ii) $\left(\zeta_{i}-\zeta_{j}\right)^{*}=\varepsilon\left(\chi_{i}-\chi_{j}\right), 1 \leqslant i, j \leqslant n$.
4. Set $\theta_{i}=\zeta_{i}-\zeta_{i+\frac{1}{2}(n-1)}, 1 \leqslant i \leqslant \frac{1}{2}(n-1)$. Show that

$$
\chi_{i}(x)^{2}+\chi_{i+\frac{1}{2}(n-1)}(x)^{2} \geqslant \frac{1}{2} \theta_{i}^{*}(x)^{2}=8 .
$$

5. Use Exercise 4 and Theorem 4.2.8 to show
(i) $\sum_{i=0}^{3} \psi_{i}(x)^{2} \leqslant 4$.
(ii) $\psi_{0}(x)=1, \psi_{i}(x)=0,1$, or $-1,1 \leqslant i \leqslant 3$.
6. Set $\gamma_{G}=\sum \frac{\chi(x)^{2}}{\operatorname{deg} \chi} \chi$ and $\gamma_{M}=\sum \frac{\zeta(x)^{2}}{\operatorname{deg} \zeta} \zeta$, where $\chi, \zeta$ range over the irreducible characters of $G$ and $M$, respectively. Use (9.4.2) and Lemma 9.1.5 to show
(i) $\gamma_{\sigma}(x y)=|G: M| \gamma_{M}(x y)$ for all $y$ in $O(N)$.
(ii) $\left(\gamma_{G}, \theta^{*}\right)_{G}=\left(\gamma_{M}, \theta\right)_{M}$.
(iii) $\sum_{i=0}^{3} \frac{\psi_{i}(x)^{2}}{\psi_{i}(1)} \delta_{i}=|G: M| \sum_{i=0}^{3} \frac{\phi_{i}(x)^{2}}{\phi_{i}(1)} \phi_{i}(x)=|G: M| \frac{(q-\delta)^{2}}{q(q+\delta)}$.
7. Finally use Exercises 5 and 6 to prove

$$
|G: M| \leqslant 5 .
$$

Part 〕 General classification problems
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## SIMPLE GROUPS OF LOW

 RANKIn Part II we have considered, among other questions, particular cases of three major problems of finite group theory: groups of odd order, groups with dihedral Sylow 2 -subgroups, and $C N$-groups of even order. Through these special cases we have tried to provide insight into the nature of the general solutions of these problems. However, special cases often hide as much as they reveal, and they may fail to convey the degree of technical difficulty involved in passing to the general case. This is especially true of the problems at hand, the complete solutions of which are long and intricate.

We should like therefore to present in this chapter a conceptual picture, without proofs, of the content of these theorems and of some of the difficulties they involve. At the same time we hope to be able to show how the methods we have developed in the book are used in these and other problems.

Each of our three problems is closely linked to certain other classification problems that it will be valuable to discuss at the same time. For example, in dealing with groups of odd order, one studies a simple group (of odd order) all of whose proper subgroups are solvable. Clearly this is a particular case of the class of simple groups (of arbitrary order) in which the normalizer of every nontrivial solvable subgroup is solvable (for
brevity, a simple $N$-group). In a major work Thompson has determined all simple $N$-groups. In particular, he obtains a complete classification of all minimal simple groups. The proof of this result has great significance for the study of simple groups.

Clearly a $C N$-group $G$ satisfies the following condition: For any involution $x$ of $G, C_{G}(x)$ is 2-closed; that is, the Sylow 2-subgroup of $C_{G}(x)$ is normal in $C_{G}(x)$. For brevity, we shall call an arbitrary group $G$ satisfying this condition a $C$-group. As the culminating step in a long series of papers, Suzuki has determined all simple $C$-groups.

Finally, both the general $C$-group and dihedral Sylow 2-subgroup problems include, as special cases, certain groups with abelian Sylow 2-subgroups. They thus impinge directly upon this additional basic classification problem, which we also wish to discuss briefly.

These classification problems may appear to be somewhat disparate in character despite the preceding remarks. However, it turns out that they can be regarded as part of a single classification problem. Indeed, each of the known simple groups can be assigned a rank in a fairly natural way. For example, the linear groups in dimension $n$ over $G F(q)$ have rank $n-1$. From this point of view, groups of prime order have rank 0 , while groups of rank 1 are identical to certain types of doubly transitive groups. In these terms the odd-order problem becomes that of classifying all simple groups of rank 0 , while our other problems become part of that of determining all simple groups of rank 1 .

Among the set of known simple groups, those of rank 1 have the most elementary subgroup structure-their proper subgroups being either solvable or, at worst, involving other simple groups of rank 1 . Thus we would expect conversely that our classification of these groups be made in terms relating to the nature of their proper subgroups. In practice these conditions do not involve all proper subgroups, but only what we may call the local subgroups-that is, the normalizers of the nonidentity solvable subgroups, equivalently the nonidentity subgroups of prime power order. (For a specific prime $p$, we shall refer to the normalizers of the nonidentity $p$-subgroups as the $p$-local subgroups). No matter how each of our classification problems above is initially stated, it quickly reduces to the study of a simple group whose local subgroups are either solvable or involve simple groups of the type $L_{2}(q)$ (occasionally certain other rank 1 groups must be allowed). In precise terms, the classification of the simple groups of rank 1 means just this: determination of all finite simple groups whose local subgroups are of this special form.

It turns out, in fact, that the members of certain families of simple groups of rank 2 possess local subgroups of exactly the same type; in particular, this is true of the groups $L_{3}(q)$ [by definition, $\operatorname{SL}(3, q)$ modulo its center]. Thus the most general classification problem for simple groups of rank 1 will involve a partial classification of those of rank 2.

The techniques we have developed in this book (together with certain methods of modular character theory not treated here) provide the appropriate tools for investigating this enormous classification problem, large parts of which have been successfully completed at the time of this writing.

## 1. GENERAL METHODS AND OBJECTIVES

As we have just indicated, each of our classification problems involves the study of a simple group $G$ whose proper subgroups are of some suitably restricted form. Except in the odd-order problem, the goal in each case is to show that $G$ is isomorphic to one of the known simple groups. Thus, for example, in Theorem 15.2.3, the classification of groups with selfcentralizing $S_{2}$-subgroups of order four was reduced to showing that a simple group $G$ satisfying appropriate conditions was necessarily isomorphic to $L_{2}(q), q \equiv 3,5(\bmod 8), q>3$. In the odd order case, of course, the task is rather to derive a contradiction. However, despite this apparent distinction, the methods of proof are essentially the same in all cases. Thus the following discussion will be pertinent in large part to the odd order problem as well.

To prove that $G$ is isomorphic to some known simple group $G^{*}$, it is obviously necessary that the proper subgroups of $G$ be isomorphic to corresponding proper subgroups of $G^{*}$. We may ask conversely whether this condition will be sufficient for $G$ and $G^{*}$ to be isomorphic. Zassenhaus' theorem of Chapter 13 provides an example in which this is indeed the case. There we considered an "unknown" Zassenhaus group $G$, on the one hand, and a suitable known group $G^{*}=L_{2}(q)$, on the other, with the property that their respective subgroups $N, N^{*}$ fixing a letter were isomorphic. Using the method of generators and relations, we were able to deduce that $G$ and $G^{*}$ themselves were isomorphic. This proof did not involve the complete subgroup structure of $G$ or even its complete local structure. The precise information we required concerned the structure of $N$, the intersection of $N$ with its conjugates, and the action of $G$ on the
cosets of $N$. For reasons that we shall explain in a moment, we shall speak of this as the generalized Bruhat structure of $G$.

This suggests a fairly natural approach to our general classification problem:
(1) Prove that $G$ possesses a generalized Bruhat structure identical to that of some known simple group $G^{*}$.
(2) Under assumption 1, prove that $G$ and $G^{*}$ are isomorphic.

Two questions immediately arise in connection with (1): First, what do we mean by the generalized Bruhat structure of a known simple group $G^{*}$ and, second, how shall we prove that our unknown simple group $G$ has such a structure at all?
Much work has been done on the first question and the situation is now well understood. Apart from the known sporadic groups, and the alternating groups $A_{n}, n \geqslant 7, n \neq 8$, all the remaining known simple groups have natural descriptions which are very similar to that of $L_{2}(q)$ : They are homomorphic images of certain matrix groups (modulo their centers) which are defined over a finite field $G F(q)$. Let us write $G^{*}(q)$ rather than $G^{*}$ for one of these groups.

In the case of the Zassenhaus group $G^{*}(q)=L_{2}(q)$, the subgroup $N^{*}$ above is the normalizer of a Sylow $p$-subgroup of $G^{*}(q)$, where $q=p^{r}$ and its generalized Bruhat structure is expressed in terms of conditions on this normalizer $N^{*}$. The same general situation prevails for arbitrary $G^{*}(q)$. The normalizer of an $S_{p}$-subgroup of $G^{*}(q)$ for $q=p^{r}$ is called a Borel subgroup and accordingly is denoted by $B$. The structure of $B$, the intersection of $B$ with its conjugates, and the action of $G^{*}(q)$ on the cosets of $B$ determine the generalized Bruhat structure of $G^{*}(q)$. In fact, the precise conditions which describe this structure is called the Bruhat decomposition of $G^{*}(q)$. (A fuller discussion appears in Section 17.1.) We have added the qualifying objective " generalized" so as to be able to include those simple groups which are not of matrix type and also for the reasons discussed in the next two paragraphs. However, we wish to remark first that Tits, abstracting from the conditions appearing in a Bruhat decomposition, has introduced the general notion of a ( $B, N$ )-pair. Groups with a $(B, N)$-pair structure have been extensively studied by him and several other authors.

Actually, (1) turns out in many cases to be more than one is able to prove. In the first place, there may yet remain some indeterminacy in the structure of $B$; that is, $B$ may have the same general form as that of some known simple group, but its exact structure may depend upon certain
parameters, only certain possibilities for which correspond to actual known simple groups. This indeterminacy is resolved only in the process of answering the second question.

Second, for most groups of rank higher than 1, it seems that it is not $G$ which must be shown to have a generalized Bruhat structure but rather a well-specified homomorphic image $\bar{G}_{1}$ of a subgroup $G_{1}$ of $G$ (possibly proper) that is shown to have such a structure. Under these circumstances, we must answer question (2) for $\bar{G}_{1}$ and, in addition, must prove that $G_{1} \triangleleft G$. The simplicity of $G$ will then yield that $G$ is isomorphic to $\bar{G}_{1}$. The procedure for accomplishing this final step is already available to us. Indeed, if $M=N_{G}\left(G_{1}\right)$ is a proper subgroup of $G$, one is able to show that $M$ satisfies the hypotheses of Theorem 9.2.1. Part (iii) of that theorem (which we have not previously used) can then be invoked to produce a contradiction. It will be understood when we say that $G$ has a generalized Bruhat structure that these indeterminacies are permitted.

We turn now to question (2), which asks, in effect, whether a group having a generalized Bruhat structure is uniquely determined by that structure. Equivalently whether a ( $B, N$ )-pair is completely characterized by its ( $B, N$ )-structure. This problem has been the subject of much investigation. The methods for treating it are either those of generators and relations or that of geometry, which was mentioned briefly in Chapter 13.

No matter how difficult it may be in a particular case to settle this question, once we have shown that our given group $G$ has a generalized Bruhat structure, we can be sure that we have reached the final stage of our classification problem. By far the largest portion of our work will be involved in establishing that $G$, in fact, has such a Bruhat structure. In Part II we have accomplished this goal for two distinct problems: for $C N$-groups with abelian $S_{2}$-subgroups and for groups with self-centralizing $S_{2}$-subgroups of order four.

A careful examination of the proofs of these results will reveal that the arguments divide into two major parts:
(a) First, we constructed a strongly embedded subgroup $M$ of $G$ to which we applied the theorems of Section 9.3. This gave precise information concerning the maximal local subgroups that contained an $S_{2}$-subgroup of $G$ and how they intersected their conjugates.
(b) On the basis of this information, we employed character-theoretic methods to deduce the fact that $G$ had a generalized Bruhat structure.

More specifically, in the case of CN -groups, part (a) already yielded the conclusion that $G$ was a Zassenhaus group. We then used Feit's theorem
to show that $G$ had a Bruhat structure identical to that of some $L_{2}\left(2^{n}\right)$. In the case of groups with self-centralizing $S_{2}$-subgroups of order four, part (a) involved a basic application of the Maximal Subgroup theorem and gave strong information on how the centralizer $N$ of an involution intersected its conjugates. It is not difficult to see that these conditions imply that $N$ is a maximal local subgroup containing an $S_{2}$-subgroup of $G$. For part (b) we applied the Brauer-Suzuki-Wall theorem to deduce that $G$ had a Bruhat structure identical to that of some $L_{2}(q), q \equiv 3,5(\bmod 8)$.

The kind of arguments that we used in each case in part (a) may be called local group-theoretic. They have also been referred to as Sylow-type arguments. In this kind of analysis we study the interrelations between the various local subgroups of $G$. We try to piece together our information to obtain conclusions concerning the maximal $p$-local subgroups of $G$ and how they intersect each other for appropriate primes $p$. In its most general form, the entire approach has its origins in Chapter IV of the Odd Order paper, where many of the basic ideas were first introduced. Our Chapter 8 represents a synthesis as well as an extension of many, but by no means all, of these ideas. In carrying out this analysis our hypotheses on the local subgroups of $G$ enter in a crucial way. The arguments depend critically upon basic properties of solvable groups and, if the local subgroups involve various $L_{2}(q)$ 's, also upon properties of these groups.

On the other hand, the methods of character theory treat primarily the relation between the characters of $G$ and those of some subgroup $N$ of $G$. To be effective, we must have fairly exact information on $N$ and on its embedding in $G$. In the various situations studied in this book, $N$ has always been a Frobenius group (or at worst the direct product of a Frobenius group with a group of order 2) whose kernel is disjoint from its conjugates. For more general problems, some weakening of these conditions must be allowed.

The objective of the local group-theoretic analysis should now be clear: to force conditions on the local structure of $G$ sufficient to permit the effective use of character-theoretic methods.

At first glance it would appear that the odd order problem does not fit the over-all conceptual approach just outlined. For a simple (nonabelian) group of odd order cannot possibly possess a generalized Bruhat structure in the above sense, inasmuch as there exists no known simple group to which that structure could be identical. However, if we think rather of a generalized Bruhat structure as a set of conditions on certain local subgroups of a simple group $G$, on the basis of which the structure of $G$ can
be uniquely characterized by means of generators and relations, then there comes a point in the proof of the solvability of groups of odd order in which just such a situation is reached (to be described in the next section). Hence it is reasonable to say that the general simple group $G$ of odd order (if it existed) has a generalized Bruhat structure. This point is completely camouflaged in the special case that $G$ is a $C N$-group, which we studied in Sections 14.2 and 14.3. There the character-theoretic methods led directly to a contradiction and so the generator-relations method never entered into the arguments. In other words, a simple CN -group of odd order does not possess such a Bruhat structure.

In other respects the analysis of $C N$-groups of odd order has the same spirit as that for the general group of odd order. First, we apply local group-theoretic methods to obtain precise information concerning the maximal local subgroups and their embedding. This analysis differs in one fundamental respect from the corresponding analysis in all other classification problems. Indeed, in the study of simple groups of even order, the focus is on the maximal local subgroups containing a Sylow 2 -subgroup or suitable "large" subgroups thereof. Because of this, only $p$-local subgroups for those $p$ "in the neighborhood" of the prime 2 enter into the arguments. Thus, for example, in the case of groups with self-centralizing $S_{2}$-subgroups of order 4 , our attention was limited to odd primes dividing the order of the centralizer of an involution. By contrast, the odd-order problem requires information on all the maximal local subgroups (compare Theorem 14.2.5 for $C N$-groups of odd order). In part at least, this accounts for its intrinsic complexity.

The methods of character theory are then applied to the various configurations of maximal local subgroups to which the local group-theoretic analysis leads. Contradictions similar in nature to that derived in Section 14.3 are obtained for all but one of these configurations. It is this last configuration which defines the Bruhat structure of the general simple group of odd order.

We must still say a few words in the case of groups of even order about the passage from a knowledge of the set $\mathscr{I}$ of maximal local subgroups of $G$ "in the neighborhood" of the prime 2 to the existence of a Bruhat structure in $G$. For an important distinction between the classification of groups of rank 1 and most of those of higher rank appears to be emerging from the work of Thompson and Suzuki. Observe that the generalized Bruhat structure of $G$ is expressed in terms of an $S_{p}$-subgroup of $G$ for a distinguished prime $p$, which we may call the characteristic of $G$. Now
this characteristic may or may not appear directly in properties of the elements of $\mathscr{I}$ derived by our initial local group-theoretic analysis. Of course, this will always be the case if $G$ happens to have characteristic 2, but not necessarily if $G$ has odd characteristic. For example, for groups with self-centralizing $S_{2}$-subgroups of order four, the characteristic prime $p$ is not in the neighborhood of 2 and so does not enter in any way into the elements of. $\mathscr{H}$. It emerges for the first time only after an expression for the order of $G$ has been established by a long character-theoretic argument. On the other hand, in certain cases in the study of N -groups, the elements of $\mathscr{M}$ include 3-local subgroups, and in these cases the characteristic of $G$ turns out to be 3 (the corresponding simple groups being of rank 2).

We have raised this specific point for the following reason: When the elements of $\mathscr{A}$ include $p$-local groups for the odd characteristic $p$, the appropriate method for proving that $G$ has a generalized Bruhat structure appears to be again the local group-theoretic rather than that of character theory. The same remark applies in characteristic 2 for groups of rank greater than 1 . Since we have noted above that the classification of all simple groups of rank 1 includes that of some groups of rank 2, these remarks are pertinent to our over-all classification problem.

We conclude now with a short table of methods and objectives in the study of simple groups which summarizes the preceding discussion. The reader will do well to keep it in mind when studying the succeeding sections. With appropriate modifications also discussed above, this summary applies equally well to the odd order problem:

## Method

I. Local group-theoretic
II. Character-theoretic or local group-theoretic
III. Generators and relations or geometric

## Objective

Properties of the maximal local subgroups of $G$ in the neighborhood of the prime 2
The existence of a generalized Bruhat structure in $G$ identical to that of a known simple group $G^{*}$
A proof that $G$ and $G^{*}$ are isomorphic

## 2. GROUPS OF ODD ORDER

The Feit-Thompson theorem on the solvability of groups of odd order will here be referred to as O . The over-all organization of the paper is as
follows: Chapters I, II, and III are in a sense preliminary, providing definitions of a number of important general concepts along with a great many specialized results that are needed for the proof itself. In Chapter IV a minimal counterexample $G$ to the theorem is considered. $G$ is, in fact, minimal simple: a nonabelian simple group of odd order whose proper subgroups are all solvable. Chapter IV presents the local group-theoretic analysis of the maximal subgroups of $G$, Chapter V utilizes the methods of character theory to show that $G$ has a generalized Bruhat structure, and Chapter VI derives a final contradiction by the method of generators and relations.

We shall present an outline of the proof, which we hope will clarify some of our preceding remarks and at the same time give the reader an understanding of its great achievement. First, we note that a minimal normal subgroup of a solvable group is a $p$-group for some prime $p$. Hence every proper subgroup of $G$ is contained in a $p$-local subgroup of $G$ for an appropriate prime $p$. In particular, the set of maximal subgroups of $G$ is the same as that of the maximal local subgroups.

In the case that $G$ is a $C N$-group, Theorem 14.2 .5 gives the exact structure and embedding of all the maximal subgroups of $G$, each being a Frobenius group whose kernel is a Hall subgroup of $G$ and is disjoint from its conjugates. The key point in the proof of this result is the fact that no maximal subgroup of $G$ is a three-step group as this term was defined in Section 14.1. Underlying the entire argument was a natural equivalence relation that exists among the primes of $\pi(G): p \sim q$, provided some nontrivial $p$ - and $q$-elements of $G$ commute. Lemma 14.1.2 showed that this condition is in turn equivalent to the fact that an $S_{p^{-}}$and $S_{q}$-subgroup of $G$ commute elementwise. The spirit of this equivalence relation is that the existence of a "small" $\{p, q\}$-subgroup implies the existence of an $S_{(p, q)}$-subgroup in $G$. As a direct consequence, it followed that for each equivalence class $\omega$ of $\pi(G)$ under $\sim, G$ possesses a nilpotent $S_{(\omega)}$-subgroup.

In the general case, the analysis of the structure and embedding of the maximal subgroups of $G$ follows a similar pattern; however, the difficulties involved are of a different order of magnitude. A key tool throughout is the Thompson transitivity theorem (Theorem 8.5.4). Roughly speaking, it enables one to reduce certain problems about arbitrary $p$-groups to questions concerning abelian $p$-groups. However, this theorem was proved only under the assumption that $S C N_{3}(p)$ is nonempty. This forces a subdivision of the argument: One first studies the set $\sigma$ of primes in $\pi(G)$
for which $\operatorname{SCN}_{3}(p)$ is nonempty. Only after this long analysis is completed can one effectively investigate the remaining primes.

The notion of equivalence is restricted to the set $\sigma$ and, moreover, is not quite the same as that in the $C N$-case:

If $p, q \in \sigma$, we write $p \sim q$ provided there exists a $\{p, q\}$-subgroup $D$ of $G$ which contains elementary abelian subgroups of both order $p^{3}$ and $q^{3}$.

Thus $p$ and $q$ " mesh" in a "small," but not "too small," subgroup of $G$. We note that if $G$ is a $C N$-group, this definition implies that $p$ and $q$ are equivalent in our earlier sense, as is easily verified.

It is by no means obvious that $\sim$ is an equivalence relation; in fact, a large portion of Chapter IV of $O$ is taken up with this problem and the related task of showing that $G$ possesses an $S_{\omega}$-subgroup for each equivalence class $\omega$ in $\sigma$. The Maximal Subgroup theorem (Theorem 8.6.3) enters into this argument and into the subsequent analysis of the structure and embedding of the maximal subgroups of $G$ in a crucial way. Note that the proper subgroups of $G$, being solvable of odd order, are all $p$-constrained and $p$-stable for any $p$ in $\pi(G)$ by Theorems 6.3.2 and 8.1.2. Hence the first condition of Theorem 8.6.3 automatically holds for every prime in $\sigma$. Once one knows that $G$ possesses an $S_{\omega}$-subgroup, it is possible to show that $\omega$ necessarily contains a prime $p$ for which the critical second condition of that theorem is satisfied. Ultimately it is shown that $G$ satisfies the uniqueness condition for each prime in $\sigma$.

That the uniqueness condition gives strong information concerning the intersection of subgroups and their conjugates should be fairly clear. Indeed, let $P$ be an $S_{p}$-subgroup of $G$ with corresponding uniqueness subgroup $M$. Then if $P \cap P^{x}$ contains an element of $A_{i}(P)$ for some $i$, the uniqueness condition for $p$ forces $P^{x}$ to lie in $M$. Since $M$ contains $N_{G}(P)$, this in turn implies that $x \in M$. Thus whenever $x \notin M$, the intersection of $P^{x}$ with $P$ is "very small." However, we emphasize that it need not be trivial.

We wish to point out also that Glauberman's theorem (Theorem 8.2.11) enables one to simplify the proofs of some of the preceding assertions as they appear in O .

Only when this stage is reached are the primes in $\pi(G)$ for which $S_{C N}(p)$ is empty considered in detail (Section 26 of O ). For such a prime, Theorem 5.4 .15 shows that $G$ contains no elementary abelian $p$-group of order $p^{3}$ whatsoever. Despite the strong restriction that this places on the $p$-subgroups of $G$, the complete analysis of the $p$-local subgroups of $G$ for such primes is very long. In flavor, the argument is
similar to that carried out at a certain point in the analysis of groups with dihedral Sylow 2-subgroups, which will be discussed in Section 3. Actually the analycis involves a slightly larger set of primes than those in which $S C N_{3}(p)$ is empty. Indeed, we define $\pi^{*}$ to be the set of primes $p$ in $\pi(G)$ such that either $S C N_{3}(p)$ is empty or an $S_{p}$-subgroup $P$ of $G$ possesses a subgroup $A$ of order $p$ such that $C_{P}(A)=A \times B$, where $B$ is cyclic.

The precise set of possibilities for the structure and embedding of the maximal subgroups of $G$ is extremely complicated to state. To convey the nature of the results without going into elaborate detail, we shall suppress some of the more delicate conditions in our summary.

We first introduce the concept of a three-step group, which differs from the one we used in the case of CN -groups. However, they do have in common the property of possessing a normal series of length three whose respective factor groups are nilpotent (equivalently, their "Fitting length" is at most three).

We shall say that $X$ is a three-step group provided the following conditions hold:
(a) $X=X^{\prime} Q$, where $X^{\prime} \cap Q=1$ and $Q$ is a cyclic Hall subgroup of $X$.
(b) If $K=F(X)$, then $\left(X^{\prime}\right)^{\prime} \subseteq K \subseteq X^{\prime}$.
(c) If $H$ is the maximal Hall subgroup of $X$ contained in $K$, then $H$ is noncyclic and $K=C_{X}(H) H$.
(d) $H$ contains a cyclic subgroup $R$ such that $C_{X}(y)=R$ for all $y$ in $Q^{\#}$.
For convenience, let us call $K$ the kernel of $X$ and $Q$ a complement of $X$. Note that $Q$ and $R$ have relatively prime orders by (a). Since each is cyclic, it follows that $W=Q R$ is a cyclic subgroup of $X$. Observe also that the possibility of $X^{\prime}$ being nilpotent is not excluded, so that $X$ may have Fitting length 2.

We also need the notion of a group $X$ of Frobenius type, which is a slight generalization of that of Frobenius group: It has a kernel $K$ which is the maximal normal nilpotent subgroup of $X$, a complement of $K$ in $X$ has a restricted structure, and the nonprincipal irreducible characters of $K$, when induced to $X$, have properties similar to those that hold when $X$ is a Frobenius group.

With the aid of these terms we shall now define subgroups of our minimal simple group $G$ of odd order of types I and II. A maximal subgroup $M$ of $G$ will be said to be:

Of type I provided:
(a) $M$ is of Frobenius type.
(b) Either the kernel $K$ of $M$ is disjoint from its conjugates or $\pi(K) \subseteq \pi^{*}$.
Of type II provided:
(a) $M$ is a three-step group.
(b) Either the kernel $K$ of $M$ is disjoint from its conjugates or $\pi(K) \subseteq \pi^{*}$.
(In actuality, Feit and Thompson consider four different types of threestep groups: types II, III, IV, and V, which we have combined under our type II by ignoring various additional requirements. We note only that those of type II, III, or IV have Fitting length three, while those of type V has fitting length two. Moreover, the set $\pi^{*}$ should, in fact, be replaced by a certain, fairly involved, proper subset $\pi^{*}$ of it.)

The first main result of Chapter IV of O can now be stated:

## Theorem 1

Let $G$ be a minimal simple group of odd order. Two elements of a nilpotent Hall subgroup $H$ of $G$ are conjugate in $G$ if and only if they are conjugate in $N_{G}(H)$. Moreover, either (i) or (ii) holds:
(i) Every maximal subgroup of $G$ is of type $I$.
(ii) (a) G contains a cyclic subgroup $W=W_{1} \times W_{2}$ with the property $N_{G}\left(W_{0}\right)=W$ for every nonempty subset $W_{0}$ of $W-W_{1}-W_{2}$. In addition, $W_{i} \neq 1,1 \leqslant i \leqslant 2$.
(b) There exist maximal subgroups $X_{1}$ and $X_{2}$ of $G$ of type II with $X_{1}$ of Fitting length 3 having the respective complements $W_{1}$, $W_{2}$ and such that $X_{1} \cap X_{2}=W$.
(c) Every maximal subgroup of $G$ is either of type I or is conjugate to $X_{1}$ or $X_{2}$.

This theorem reveals the inherent complication of the general odd-order problem in comparison with the special case of CN -groups. Indeed, if (i) holds, we are essentially back to the conditions of the $C N$-case. Note also that the subgroup $W$ of (ii) is self-normalizing. Thus (ii) is directly related to the general problem of determining all simple groups, if any, which possess a self-normalizing cyclic subgroup. Considering the work entailed in resolving (ii) in the case of groups of odd order, this general question is obviously a very difficult one.

If $M$ is a maximal subgroup of $G$ and $x$ is a nonidentity element of the kernel of $M$, Theorem 1 does not necessarily give any information concerning the structure of $C_{G}(x)$. Without some restriction on $C_{G}(x)$, one cannot obtain adequate relations between the character ring of $M$ and that of $G$. In particular, one cannot establish the coherence of suitable subsets of
ch $(M)$ which is needed to carry out a character-theoretic and arithmetic analysis of $G$ along the lines of Section 14.3 in the $C N$-case. The second theorem of Chapter IV of O provides this required information. Unfortunately it involves still another rather complicated concept, which we shall define in only a general sort of way.

Roughly speaking, a subset $\hat{L}$ of a group $G$ is said to be tamely embedded in $G$ if either $C_{G}(x) \subseteq L=N_{G}(\hat{L})$ for all $x$ in $\hat{L}^{\#}$ or else if there exists a set of subgroups $H_{i}$ of $G$ with normalizers $N_{i}=N_{\mathrm{G}}\left(H_{i}\right), 1 \leqslant i \leqslant n$, such that
(a) $N_{i}=H_{i}\left(L \cap N_{i}\right)$ and $H_{i} \cap L=1,1 \leqslant i \leqslant n$.
(b) For any $x$ in $\hat{L}^{*}$, there is a conjugate $y$ of $x$ in $\mathcal{L}$ and an index $i$ such that

$$
C_{G}(y)=C_{H_{i}}(y) C_{L}(y) \subseteq N_{i} .
$$

(In addition, a number of other small conditions must be satisfied, but we shall not list them here.)

The point of this definition is that, even though the centralizers of the elements of $\hat{L}^{*}$ do not lie in $L=N_{G}(\hat{L})$, we are given very specific information about the structure of these centralizers. In our present situation, the subset $\hat{L}$ will be an appropriate subset of a maximal subgroup $L$ of $G$. Indeed, if $L$ is of type I, we set

$$
\hat{L}=\bigcup_{x \in K^{*}} C_{L}(x) \quad \text { where } K \text { is the kernel of } L,
$$

while if $L$ is of type II, we set either

$$
\hat{L}=L^{\prime} \quad \text { or } \quad \hat{L}=\bigcup_{x \in H^{*}} C_{L}(x),
$$

where $H$ is the maximal nilpotent normal Hall subgroup of $L$ (according to the actual type of $L$ in the terminology of O ).

The second major result of Chapter IV of $O$ is:

## Theorem 2

If $L$ is a maximal subgroup of $G$, then $\hat{L}$ is a tamely embedded subset of $G$ with $L=N_{G}(\hat{L})$.
(In the case that $L$ is of type II, the actual theorem also asserts that a certain subset $\hat{L}_{1}$ of $L$ with $\hat{L} \subseteq \hat{L}_{1}$ is also tamely embedded, $\hat{L}_{1}$ being defined in terms of $\hat{L}$ and the set $W-W_{1}-W_{2}$.)

Now the stage is set for character theory. The aim is identical with that of the $C N$-case: to rule out the various possibilities for the configurations of maximal subgroups of $G$ by arithmetic estimates for $|G|$. Ultimately all
but a single such configuration is eliminated by this procedure. But compare the general situation we encounter here with the special case of a Frobenius group $L$ whose kernel $K$ is disjoint from its conjugates, which we treated in detail in Sections 4.4, 4.5, and 4.6. Obviously it requires a technical accomplishment of great magnitude to extend the results obtained there concerning coherence to our present configurations of subgroups.

In the Frobenius group case, the problem divided into two distinct parts. We considered the submodule $I(K)$ of the character ring ch $(L)$ of $L$ generated by the characters of $L$ induced from the nonprincipal irreducible characters of $K$ and showed first that the induction map * from ch $(L)$ into ch $(G)$ was an isometry on the submodule $I_{0}(K)$ of $I(K)$ consisting of those elements which had the value 0 at the identity (Theorem 4.5.4). At the same time Theorem 4.4.6 provided information on the values of appropriate induced characters on the elements of $K^{\#}$. We note that these particular results could equally well have been obtained for the larger module $I^{\prime}(K)$ consisting of all generalized characters of $N$ vanishing outside $K$ and the corresponding submodule $I_{0}^{\prime}(K)$. Second, we derived Feit's theorems (Theorems 4.6.3, 4.6.4, and 4.6.5) which gave sufficient conditions for the isometry ${ }^{*}$ to extend to an isometry $\tau$ of the larger module $I(K)$ into ch $(G)$, which in turn yielded sharper information on the values of appropriate characters of $G$ on $K^{*}$. [This part of the argument was definitely restricted to $I(K)$ and does not apply to $I^{\prime}(K)$.]

In the general case even the induction map turns out to be inadequate for obtaining the corresponding initial isometry. Indeed, with the terminology as above, denote by $I^{\prime}(\hat{L})$ the set of all generalized characters of $L$ which vanish outside of $\hat{L}$ and by $I_{0}^{\prime}(\hat{L})$ its submodule whose elements vanish on the identity. For $\zeta$ in $I_{0}^{\prime}(\hat{L})$, let $\zeta_{i}=\zeta_{L \cap N_{i}}, l \leqslant i \leqslant n$. Since $N_{i}=H_{i}\left(L \cap N_{i}\right)$ and $H_{i} \cap L=1$, there exists a generalized character $\zeta_{i 1}$ of $N_{i}$ which is the difference of two characters of $N_{i}$ each having $H_{i}$ in its kernel with the property $\left.\zeta_{i 1}\right|_{L \sim N_{i}}=\zeta_{i}$. We can regard $\zeta_{i 1}$ as the difference of two characters of $N_{i}$ having $H_{i}$ in their kernels. Also let $\zeta_{i 2}$ be the generalized character of $N_{i}$ induced from the character $\zeta_{i}$ of the subgroup $L \cap N_{i}$. Finally, define the mapping $\tau$ from $I_{0}^{\prime}(\hat{L})$ into ch (G) by the rule

$$
\begin{equation*}
\zeta^{\tau}=\zeta^{*}+\sum_{i=1}^{n}\left(\zeta_{i 1}-\zeta_{i 2}\right)^{*} \tag{2.1}
\end{equation*}
$$

for all $\zeta$ in $I_{0}^{\prime}(\hat{L})$. It is this map $\tau$ which is shown by Feit and Thompson to be an isometry from $I_{0}^{\prime}(\hat{L})$ into ch $(G)$. Moreover, by analogy with Theorem 4.4.6 they determine the values of $\zeta^{\tau}$ on suitable elements of $G$. This portion
of their character theory development has subsequently been given a very elegant treatment by Dade [1].

The problem of coherence is equally complex. As in the Frobenius case we wish to extend the isometry $\tau$ of a certain submodule $I_{0}(\hat{L})$ of $I_{0}^{\prime}(\hat{L})$ into $\operatorname{ch}(G)$ to an isometry $\tau^{*}$ of a larger module $l(\hat{L})$ into $\mathrm{ch}(G)$. Once again $I(\hat{L})$ is defined to be generated essentially by characters of $L$ induced from nonprincipal characters of an appropriate subgroup of $L$. The fact that $I(\hat{L})$ does not necessarily possess a basis of irreducible characters of $L$ adds to the difficulties. In the end, results analogous to those of Section 4.6 are obtained. Remarkably enough, and despite the enormous complexity of the situation, these results are strong enough for the arithmetic estimates which Feit and Thompson must make on the basis of them. We shall not attempt to state explicitly any of their results on coherence. These can be found in Chapter III of O.

As for the arithmetic estimates themselves, which are carried out in Chapter V of O, one will hardly be surprised to find that they are far more elaborate than in the $C N$-case. For one thing, the general notion of coherence was not even needed in the $C N$-group problem, since all our estimates were based on information obtained from appropriate characters of our maximal subgroups of a given degree, which automatically formed a coherent set. In fact, a great portion of Chapter V concerns itself with showing, under the assumption of case (ii) of Theorem 1, that the modules $I_{0}\left(X_{1}\right)$ and $I_{0}\left(\hat{X}_{2}\right)$ are, in fact, coherent.

The argument is divided into two major parts. The following intermediate result is first proved:

## Theorem 3

Assume $I_{0}\left(\hat{X}_{1}\right)$ is not coherent. Then we have
(i) The kernel $K$ of $X_{1}$ is the direct product of a group $C$ and a nonabelian 3-gro:tp $H$ which is the maximal Hall subgroup of $X_{1}$ contained in $K$.
(ii) $X_{1}^{\prime} / C$ is a Frobenius group with kernel $K / C$.
(iii) The complement $W_{1}$ of $X_{1}$, has prime order $q$.
(iv) $\left|H: H^{\prime}\right|=3^{4}$.
(v) $\left|X_{1}^{\prime}: H\right|<3^{q / 2}$.

Moreover, the maximal subgroup $X_{2}$ has the following structure:
(vi) $X_{2}^{\prime}$ is the kernel of $X_{2}$ and either $X_{2}^{\prime}$ is disioint from its conjugates or $X_{2}^{\prime}$ is the direct product of a cyclic group and an $S_{p}$-subgroup $P$ of $X_{2}$ with $p \in \pi_{1}^{*}$. ( $X_{2}$ is of type V in the terminology of O .)
This theorem should convey the degree of precision which the analysis
requires. Its proof is very difficult and depends upon a number of the general results on coherence established in Chapter III of $\mathbf{O}$.

The coherence of $I_{0}\left(X_{1}\right)$ and $I_{0}\left(X_{2}\right)$ is now established on the basis of the following independent result:

## Theorem 4

$X_{2}$ does not satisfy condition (vi) of Theorem 3.
The proof of this theorem is very lovely and very delicate. Under the assumption that $X_{2}$ satisfies the given condition, it is first shown that $I_{0}\left(X_{2}\right)$ is coherent. The argument utilizes all the information already known about $X_{1}$ : that either $I_{0}\left(X_{1}\right)$ is coherent or that $X_{1}$ has an extremely limited structure. Once this is established, a contradiction is derived by estimating the number of elements of $G$ contained in the conjugates of (1) $W-W_{1}-W_{2}$, (2) the centralizers of the elements of $X_{1}$, and (3) the maximal nilpotent normal Hall subgroup of $X_{1}$.

Theorems 3 and 4 yield as a corollary that $I_{0}\left(X_{i}\right)$ is coherent and that $X_{i}$ has Fitting length three, $1 \leqslant i \leqslant 2$. Moreover, Theorem 4 in turn is used to establish the next key result:

## Theorem 5

Every maximal subgroup of $G$ of type I is a Frobenius group.
If false for some maximal subgroup $M$ of type $I$, then there is associated with $M$ a second maximal subgroup $L$ of $G$. A certain irreducible character $\lambda$ of $L$ is constructed and estimates for $\lambda^{\tau}$ on particular elements of $M^{\#}$ are obtained, where $\lambda^{\tau}$ is defined as in (2.1) above. By choosing $M$ properly, it is shown ultimately that an $S_{3}$-subgroup of $G$ has order 3 and hence that $G$ has a normal 3-complement, by Burnside's transfer theorem, a contradiction.

Now Feit and Thompson are at last in a position to obtain estimates for $|G|$ using all the maximal subgroups of $G$, on the basis of which they can force still further restrictions on $X_{1}$ and $X_{2}$. The arguments, which we shall not attempt to summarize, are by far the most intricate of the entire chapter, several cases involving small primes having to be treated individually. They finally yield the main objective of the chapter, which is to obtain the exact structure of $X_{1}$ and $X_{2}$. To present this in the most symmetric form, we alter the notation, conforming to that of O .

## Theorem 6

If $G$ is a minimal simple group of odd order, then $G$ satisfies the following conditions:
(i) There exist odd primes $p$ and $q$ with $p>q$ such that an $S_{p}$-subgroup
$P$ of $G$ is elementary abelian of order $p^{q}$, an $S_{q}$-subgroup $Q$ of $G$ is elementary abelian of order $q^{p}$, and $P, Q$ are each disjoint from their conjugates.
(ii) $N_{G}(P)=P U Q^{*}$, where $P U$ and $U Q^{*}$ are Frobenius groups with kernels $P$ and $U$, respectively, $\left|Q^{*}\right|=q,|U|=\left(p^{q}-1\right) /(p-1)$, and $Q^{*} \subseteq Q$. Moreover, $p-1$ and $|U|$ are relatively prime.
(iii) If $P^{*}=C_{P}\left(Q^{*}\right)$, then $\left|P^{*}\right|=p$ and $P^{*} Q^{*}$ is a self-normalizing cyclic subgroup of $G$. Furthermore, $C_{G}\left(P^{*}\right)=P Q^{*}, C_{G}\left(Q^{*}\right)=Q P^{*}$, and $P^{*} \subseteq N_{G}(Q)$.
(iv) $C_{G}(U)$ is a cyclic group which is disjoint from its conjugates. Furthermore, $Q^{*} \subseteq N_{G}(U)=N_{G}\left(C_{G}(U)\right), N_{G}(U) / C_{G}(U)$ is a cyclic group of order pq, and $N_{G}(U)$ is a Frobenius group with Frobenius kernel $C_{6}(U)$.

One could also list analogous properties of $N_{G}(Q)$, but these are not needed for the subsequent argument. We should also like to point out that this configuration of subgroups can occur even if all the Sylow subgroups of $G$ are, by assumption, abelian. Hence even this special case of the odd order problem does not avoid this residual case.

Chapter VI of O is taken up with the proof of the following result:

## Theorem 7

There are no groups $G$ which satisfy conditions (i) to (iv) of Theorem 6.
Once this is established, the solvability of all groups of odd order is proved. Since the proof of Theorem 7 is based on the method of generators and relations, it is entirely reasonable to say that the conditions of Theorem 6 represent the generalized Bruhat structure of the general minimal simple group of odd order.

The only way to describe the proof of Theorem 7 is as an absolute tour de force. We shall try to convey the gist of the argument, so assume $G$ is a group which satisfies the given conditions. Let $u$ and $v$ be generators of $U$ and $P^{*}$, respectively, and set $h=|U|$, so that $h=\left(p^{q}-1\right) /(p-1)$. Then $u$ acts irreducibly on $P$ as a vector space of dimension $q$ over $Z_{p}$. If $\omega$ is a characteristic root of $u$ on $P$, then $Z_{p}(\omega)=G F\left(p^{q}\right)$. The proof involves an investigation of the set of relations of a certain form satisfied by the elements $u$ and $v$. A purely local analysis of the group $P U$ establishes the following two lemmas:

## Lemma 1

Let $a_{1}, a_{2}$, and $a_{3}$ be elements of $Z_{h}$, not all 0 . Then we have

$$
v u^{a_{1}} v^{-2} u^{a_{2}} v u^{a_{3}}=1
$$

if and only if the following conditions hold:
(i) $a_{i} \neq 0,1 \leqslant i \leqslant 3$.
(ii) $a_{1}+a_{2}+a_{3}=0$.
(iii) $\omega^{a_{1}}+\omega^{a_{1}+a_{3}}-2=0$.

Denote by $\mathscr{A}$ the set of triples ( $a_{1}, a_{2}, a_{3}$ ) which satisfy (i), (ii), and (iii).

## Lemma 2

The following conditions hold:
(i) $\mathscr{A}$ is nonempty.
(ii) If $\left(a_{1}, a_{2}, a_{3}\right) \in \mathscr{A}$, then $\left(-a_{2},-a_{1},-a_{3}\right) \in \mathscr{A}$.

The bulk of the proof consists in the derivation of a single additional property of $\mathscr{A}$, using our complete configuration of subgroups of $G$. To state it, let us denote by $\mathscr{B}$ the set of first components $a_{1}$ of all triples $\left(a_{1}, a_{2}, a_{3}\right)$ of $\mathscr{A}$. Then $\mathscr{B}$ has the following fundamental property:

## Lemma 3

If $a \in \mathscr{B}$, then $-a \in \mathscr{B}$.
In other words, if $\left(a_{1}, a_{2}, a_{3}\right) \in \mathscr{A}$, then also $\left(-a_{1}, a_{2}^{\prime}, a_{3}^{\prime}\right) \in \mathscr{A}$ for suitable elements $a_{2}^{\prime}, a_{3}^{\prime}$ of $Z_{h}$. Once Lemma 3 is established, a contradiction can be derived by the following procedure. First, define

$$
\mathscr{C}=\left\{\omega^{a} \mid a \in \mathscr{B}\right\} .
$$

A direct consequence of these lemmas is

## Lemma 4

$\mathscr{C}_{5}$ has the following properties:
(i) $\mathscr{C}$ is nonempty and every element of $\mathscr{C}$ lies in $G F\left(p^{q}\right)-G F(p)$.
(ii) If $\gamma \in \mathscr{C}$, then $N(\gamma)=\gamma^{1+p+\cdots+p^{q-1}}=1$.
(iii) If $\gamma \in \mathscr{C}$, then $1 /(2-\gamma) \in \mathscr{C}$.

## Proof

The critical property is (iii), which we prove first. If $\gamma \in \mathscr{C}$, Lemmas 1(iii) and 2(ii) imply that $2-\gamma \in \mathscr{C}$. But then Lemma 3 yields that $(2-\gamma)^{-1}=$ $1 /(2-\gamma) \in \mathscr{C}$.

Now $\mathscr{C}$ is nonempty, by Lemma 2(i). If $\gamma \in \mathscr{C}, \gamma=\omega^{a}$ with $a \in \mathscr{B}$ and $a \neq 0$ by Lemma l(i). Since $\omega$ is a primitive $h$ th root of unity and $(h, p-1)=1$ by assumption, it follows that $\gamma \notin G F(p)$. On the other hand, $\gamma$ is in $G F\left(p^{q}\right)$ since $\omega$ is. Finally $h=\left(p^{q}-1\right) /(p-1)=1+p+\cdots+p^{q-1}$. Since $\omega^{h}=1$, we have $N(\gamma)=1$. Thus (i) and (ii) also hold.

But the conclusions of Lemma 4 are in direct contradiction to the following purely field-theoretic fact:

## Lemma 5

For $x$ in $G F\left(p^{q}\right)$, define $N(x)=x^{1+p+\cdots+p^{q-1}}$, and for $x \neq 2$, define $x^{\sigma}=1 /(2-x)$. Let $\gamma \in G F\left(p^{q}\right)-G F(p)$. Then for some positive integer $i$ we have

$$
N\left(\gamma^{\sigma^{i}}\right) \neq 1
$$

Indeed, by Lemma 4, there is such an element $\gamma$ with the property $N\left(\gamma^{\sigma^{i}}\right)=1$ for all $i$.

In conclusion, we comment briefly on the proof of Lemma 3, which involves a stunning display of virtuosity in the manipulation of highly complex words in the elements $u$ and $v$ and certain of their conjugates. At the base of the argument lies the following fact, which is essentially an immediate consequence of our over-all hypothesis on $G$.

## Lemma 6

There exists an element $y$ in $Q^{*}$ such that $P^{*}=\langle v\rangle$ normalizes $y C_{G}(U) y^{-1}$.
Thus we have for some integer $d$ of $Z_{h}$,

$$
\begin{equation*}
\left(y u y^{-1}\right)^{v}=\left(y u y^{-1}\right)^{d} . \tag{2.2}
\end{equation*}
$$

Now for $b$ in $Z_{p}$, define

$$
\begin{equation*}
y_{b}=\left[y, v^{b}\right] . \tag{2.3}
\end{equation*}
$$

Then the elements $u, v$, and $y$ are connected by the following identities:

## Lemma 7

$$
v^{-b} u v^{b}=y_{b}^{-1} u^{v^{b}} y_{b} \text { for all } b \text { in } Z_{p}
$$

This lemma enables one to obtain a relation between $u, v$, and $y$ involving the elements of $\mathscr{A}$ :

## Lemma 8

Set $z=y u y^{-1}$. If $\left(a_{1}, a_{2}, a_{2}\right) \in \mathscr{A}$, then we have

$$
y_{2} z^{a_{1} d} y_{3}^{-1} y_{1} z^{a_{2} d^{3}} y_{2}^{-1}=y_{1} z^{-a a_{3} d^{2}} y_{3}^{-1} .
$$

It is this very unwieldy identity that has to be exploited. A series of long and extremely difficult generator-relation calculations establish Lemma 3.

We hope this summary has adequately conveyed the magnitude of Feit and Thompson's accomplishment in proving that all groups of odd order are solvable.

## 3. GROUPS WITH DIHEDRAL SYLOW 2-SUBGROUPS

In discussing the general dihedral problem, we use the notation $\operatorname{PSL}(2, q)$ rather than $L_{2}(q)$ and denote by $P \Gamma L(2, q)$ the automorphism group of $\operatorname{PSL}(2, q)$. The structure of $P \Gamma L(2, q)$ is well known; it is isomorphic to the semidirect product of $P G L(2, q)$ by a cyclic group $A$ of order $n$, where $q=p^{n}, p$ a prime. The automorphisms determined by $A$ arise from corresponding ones of $S L(2, q)$ that are induced from automorphisms of the field $G F(q)$. The complete classification of groups with dihedral Sylow 2-subgroups can now be stated:

## Theorem

If $G$ is a group with dihedral Sylow 2-subgroups, then $G / O(G)$ is isomorphic to either
(i) a subgroup of $P \Gamma L(2, q)$ containing $P S L(2, q), q$ odd,
(ii) the alternating group $A_{7}$, or
(iii) a Sylow 2-subgroup of $G$.

In particular, if $G$ is simple, it is isomorphic to either $\operatorname{PSL}(2, q), q$ odd, $q>3$, or to $A_{7}$.

For convenience we say that a group $H$ is a $D$-group if it has a dihedral $S_{2}$-subgroup and if $H / O(H)$ satisfies (i) or (ii) above. In these terms the theorem asserts that any group with a dihedral $S_{2}$-subgroup is either a $D$-group or possesses a normal 2 -complement. We shall refer to the three papers by the author and J. H. Walter comprising the proof of this theorem as D.

As in the proof of Lemma 15.2.2, a minimal counterexample to the theorem is a simple group $G$ with dihedral $S_{2}$-subgroups such that every proper subgroup of $G$ is either a $D$-group or has a normal 2 -complement. To establish the classification theorem, we must show, under these hypotheses, that $G$ is isomorphic to either $\operatorname{PSL}(2, q), q$ odd, $q>3$, or to $A_{7}$.

By Theorem 7.7.3, $G$ has only one conjugate class of involutions and if $x$ is an involution in the center of an $S_{2}$-subgroup $S$ of $G$, then $N=C_{G}(x)$ possesses a normal 2-complement $U$. Thus $N=S U, U \triangleleft N$ and $|U|$ odd, exactly the conditions that prevailed in the special case of Chapter 15 in which $S$ was a self-centralizing four group. Under that hypothesis the involutions of $S-\langle x\rangle$ inverted $U$ and, in particular, $U$ was abelian. Moreover, the aim of the local group-theoretic analysis (Theorem 15.3.1) was to show that $U$ was disjoint from its conjugates. At that point the character-theoretic argument of Brauer-Suzuki-Wall took over to establish
that $G$ had a generalized Bruhat structure, and then Zassenhaus's theorem was applied to complete the classification.

In the general case, the pattern of the proof is entirely similar in nature, but, as one would expect, involves many significant complications. First, the structure of the centralizer of an involution in $\operatorname{PSL}(2, q)$ differs in one important respect from that in $A_{7}$. Indeed, if $G$ is $\operatorname{PSL}(2, q)$, then every involution of $S-\langle x\rangle$ inverts $U$, whereas if $G$ is $A_{7}$ (in which case $|S|=8$ and $|U|=3$ ), two of the involutions of $S-\langle x\rangle$ invert $U$ while the remaining two centralize $U$. Hence the analysis must allow for both these possibilities. In fact, the ultimate goal of D is to establish the following result:

## Proposition

One of the following two sets of conditions holds:
I. (i) Every involution of $S-\langle x\rangle$ inverts $U$ and
(ii) $U$ is disjoint from its conjugates; or
II. The centralizer of an involution in $G$ is isomorphic to that of an involution in $A_{7}$.

Although we have proved the Brauer-Suzuki-Wall theorem only in the case that $|S|$ is four, it holds for arbitrary dihedral 2-group $S$ under assumption I (compare Exercise 9.5) and leads to the conclusion that $G$ has a Bruhat structure identical to that in $P S L(2, q)$ for some odd $q>3$, and again Zassenhaus's theorem can be applied to show that $G$ is isomorphic to $\operatorname{PSL}(2, q)$.

On the other hand, condition II can be regarded for our purposes as the assertion that $G$ has a generalized Bruhat structure identical to that of $A_{7}$, for Suzuki has shown in [6] under this hypothesis that $G$ is, in fact, isomorphic to $A_{7}$. The proof is not difficult: One obtains group order formulas for $|G|$ with the aid of modular character theory which yield the conclusion $|G|=\left|A_{7}\right|$; then one shows that $G$ has the appropriate transitive permutation representation.

The proof of the above proposition is considerably more complicated than in the special case that $S$ is a self-centralizing four group. Indeed, the local group-theoretic analysis alone does not yield it, but instead gives conclusion of the same general nature as those reached at the end of Chapter IV of O. Here we obtain rather detailed possibilities for the structure of $N=C_{6}(x)$ which are divided into nine cases of four distinct types (see Proposition 18 of D). To establish our proposition, seven of these cases must be eliminated by deriving suitable contradictions. The
methods for accomplishing this utilize various group order formulas for $|G|$, established by means of modular character theory, in conjunction with delicate arithmetic analyses. These arguments have the same flavor as those of Section 14.3.

We turn now to a description of the local group-theoretic analysis which leads to these nine cases for the structure of $N$. In the self-centralizing four group case we divided the primes $p$ in $\pi(U)$ into two subsets $\alpha, \beta$, setting $p \in \alpha$ if $U$ contains an $S_{p}$-subgroup of $G$ and $p \in \beta$ in the contrary case. This simple subdivision was possible since for any $S_{P}$-subgroup $P$ of $U, N_{G}(P)$ always possessed a normal 2 -complement. However, the general situation is much more complicated, because $N_{G}(P)$ may either be a $D$-group or have a normal 2 -complement. We are led to subdivide $\pi(U)$ into four disjoint subsets $\sigma_{1}, \sigma_{2}, \sigma_{3}$, and $\sigma_{4}$ as follows:

Let $P$ be an $S_{p}$-subgroup of $U$ for $p$ in $\pi(U)$. Then

1. $p \in \sigma_{1}$ if $P$ is an $S_{p}$-subgroup of $O\left(N_{G}(P)\right.$ ) and $N_{G}(P)$ possesses a normal 2-complement.
2. $p \in \sigma_{2}$ if $P$ is an $S_{p}$-subgroup of $O\left(N_{G}(P)\right)$ and $N_{G}(P)$ is a $D$-group.
3. $P \in \sigma_{3}$ if $P$ is cyclic and $P$ is not an $S_{p}$-subgroup of $O\left(N_{G}(P)\right)$.
4. $p \in \sigma_{4}$ if $P$ is noncyclic and $P$ is not an $S_{p}$-subgroup of $O\left(N_{G}(P)\right.$ ).

In the self-centralizing four-group case, $\alpha=\sigma_{1}, \sigma_{2}$ is empty, and $\beta=\sigma_{3} \cup \sigma_{4}$. In that case the local group-theoretic analysis consisted in proving that $\beta$ was empty, which implied immediately that $U$ was disjoint from its conjugates (Lemma 15.3.2). In the general situation, the object of the first part of this analysis is again to show that $\sigma_{3} \cup \sigma_{4}$ is empty. Such a result is clearly called for, inasmuch as this holds for both $\operatorname{PSL}(2, q)$ and $A_{7}$. Indeed, if $G$ is $\operatorname{PSL}(2, q)$, then $\pi(U)=\sigma_{1}$, while if $G$ is $A_{7}$, then $\pi(U)=\sigma_{2}=\{3\}$.

The reason for breaking $\beta$ up in the general case into two subsets $\sigma_{3}, \sigma_{4}$ is a technical one. For two odd primes $p$ and $q$ in $\pi(G)$, we have the same notion, $p \sim q$, as in $O$. The point is that we can establish rather easily the fact $S C N_{3}(p)$ is nonempty for $p$ in $\sigma_{4}$ and that all primes in $\sigma_{4}$ lie in a single equivalence class under $\sim$. Although it is also easy to show that $S C N_{3}(p)$ is nonempty for $p$ in $\sigma_{3}$, one does not seem to be able to establish directly that the primes in $\sigma_{3} \cup \sigma_{4}$ lie in a single equivalence class. The procedure we follow is to argue first that $\sigma_{4}$ is empty and only after that to prove that $\sigma_{3}$ is also empty.

Now it is not difficult to prove that the $p$-local subgroups of $G$ are $p$-constrained for all $p$ in $\sigma_{3} \cup \sigma_{4}$. Moreover, Theorem 8.1.2 shows that every proper subgroup of $G$ is $p$-stable for any odd prime $p$. Once again the
conditions are favorable for application of the Maximal Subgroup theorem. Since all the primes in $\sigma_{4}$ are equivalent, one can prove essentially, as in O, that $G$ possesses a proper subgroup $H$ which contains an $S_{p}$-subgroup of $G$ for each $p$ in $\sigma_{4}$. (Since $H$ may be a nonsolvable $D$-group, we cannot infer from this that $G$ possesses an $S_{\sigma_{4}}$-subgroup.) Again as in O, this enables us to show that $G$ satisfies the uniqueness condition for some prime $p$ in $\sigma_{4}$.

We remark that Glauberman's theorem also effects a considerable simplification of the published version of the proofs of these results.

At this point one can derive a contradiction by either of two methods. Let $M$ be a uniqueness subgroup in $G$ for $p$. First, we can follow the procedure of the self-centralizing order four case: We show, on the one hand, that $M$ is strongly embedded in $G$ and, on the other hand, that $\left|C_{G}\left(\mathrm{O}_{p}(M)\right)\right|$ is odd. An appropriate extension of Theorem 9.3.1 gives a contradiction. Second, we can follow the procedure of D which is to derive expressions for $|G|$ and $|M|$ by means of modular character theory, which upon comparison yield the conclusion $|G: M| \leqslant 5$. But then $G$ is isomorphic to a subgroup of $S_{5}$, which is clearly impossible with $\sigma_{4}$ nonempty.

The proof that $\sigma_{3}$ is empty and the subsequent reduction to the nine possibilities for the structure of $N$ are both similar in character. Once we know that $\sigma_{4}$ is empty, a very severe restriction becomes placed upon the structure of the $p$-subgroups of $G$ for $p$ in $\pi(U)$. In deriving these restrictions, fairly detailed properties of the groups $L_{2}(q)$ and $A_{7}$ come into play. This is in sharp contrast to the previous analysis of $\sigma_{4}$, where only the general property of stability entered. The entire analysis bears a strong similarity to that of Section 26 of O.

It thus appears that in many classification problems a stage is reached in which one must carry out a local group-theoretic analysis for certain primes for which the corresponding Sylow subgroups have small depth. Unfortunately this analysis seems to depend in each case upon special properties of the subgroups of $G$ specified by the given problem and so does not lend itself easily to a general conceptual formulation.

## 4. C-GROUPS

The statement of Suzuki's main result on $C$-groups involves two families of simple groups that we have not previously considered. The first
of these is the family $S z(q)$ discovered by Suzuki and named after him. It is defined only for $q=2^{2 m+1}$, with $m=1,2,3, \ldots$ Some properties of Suzuki groups will be discussed below. The second family is the threedimensional projective unitary group $P G U(3, q), q$ any prime power, which by definition is the factor group of the general unitary group $G U(3, q)$ modulo its center. Here $G U(3, q)$ consists of all $3 \times 3$ unitary matrices with entries in $G F\left(q^{2}\right)$. A matrix $X$ of $G L\left(3, q^{2}\right)$ is said to be unitary provided $X^{-1}=\left(X^{\sigma}\right)^{t}$, where $X^{\sigma}$ is the matrix obtained from $X$ by applying to each of its entries the automorphism $x^{\sigma}=x^{q}$ of $G F\left(q^{2}\right)$ and where $t$ denotes transpose. It is a theorem that for $q>2$ the group $\operatorname{PGU}(3, q)$ possesses a simple subgroup $U_{3}(q)$ of index 1 or 3 according as $q \neq-1(\bmod 3)$ or $q \equiv 1(\bmod 3)$. In fact, $U_{3}(q)=\operatorname{PSU}(3, q)$, the factor group of the special unitary group $S U(3, q)$ modulo its center.

We wish to point out that the groups $S z(q), P G U(3, q)$, and $U_{3}(q), q>2$, are doubly transitive of respective degrees $q^{2}+1$ and $q^{3}+1$. In fact, $S z(q)$ is a Zassenhaus group of type $(H, S)$ with $H$ cyclic of order $q-1$ and $S$ a nonabelian special 2-group of order $q^{2}$ with elementary abelian center of order $q$. Although $U_{3}(q)$ is not a Zassenhaus group, it is close to being one and has a structure very similar to that of $S z(q)$. Indeed, the subgroup $M$ fixing a letter is a semidirect product $M=H S$, where $S$ is a nonabelian special 2-group of order $q^{3}$ with elementary abelian center of order $q$ and $H$ is a subgroup fixing two letters. Moreover, no element of $S^{\#}$ leaves any of the remaining letters fixed (equivalently $S$ is disjoint from its conjugates). In addition, $H$ is abelian of order $\left(q^{2}-1\right) / d$, where $d=1$ or 3 according as $q \not \equiv-1(\bmod 3)$ or $q \equiv 1(\bmod 3)$ and $H$ contains a cyclic subgroup $H_{0}$ of order $q-1$ such that $H_{0} S$ is a Frobenius group. However, $U_{3}(q)$ is not a Zassenhaus group, for the subgroup $H_{1}$ of $H$ fixing three letters is cyclic of order $(q+1) / d>1$ (as $q>2$ ). Similar remarks apply to $P G U(3, q)$.

We can now state Suzuki's theorem:

## Theorem

A nonabelian simple C-group $G$ is isomorphic to one of the groups of the following list:
(i) $L_{2}(p), p$ a Fermat or Mersenne prime.
(ii) $L_{2}(9)$.
(iii) $L_{2}(q), S z(q), U_{3}(q)$, or $L_{3}(q)$, where $q=2^{n}, n \geqslant 2$.

As in the case of groups with dihedral $S_{2}$-subgroups, to proceed by induction it is necessary to establish a stronger theorem classifying all
$C$-groups and to derive the result on simple $C$-groups as a corollary. To simplify the exposition, we shall not state Suzuki's general result explicitly.

The local group-theoretic analysis involved in the proof of this theorem differs considerably from that of the odd-order and dihedral theorems, for the latter two are "odd characteristic" problems, whereas this result is a "characteristic 2 " problem, as can be seen from the above list. Indeed, $G$ turns out to be of characteristic 2 except when its $S_{2}$-subgroups are dihedral. However, even in that case only those $L_{2}(q), q$ odd, can arise in which the centralizer of an involution is a 2 -group, for this is equivalent to the condition $q=9$ or $q=p, p$ a Fermat or Mersenne prime.

In Parts I and II we established two closely related theorems which can be viewed as characteristic 2 results. The first was Suzuki's Theorem 9.3.2 concerning a group $G$ that contains a strongly embedded nilpotent subgroup $K$ of even order and provides a condition for $G$ to be a Zassenhaus group. The second was that part of Theorem 13.1.4 which dealt with Zassenhaus groups of type ( $H, K$ ) in which $|K|$ is even. Examination of the proofs will show that they focus on two major themes:
(a) Analysis of involutions: their conjugacy, number, and distribution in appropriate cosets.
(b) Properties of strongly real elements.

These same kinds of considerations underlie the local group-theoretic analysis involved in determining the structure and embedding of the maximal 2 -local subgroups of the general simple $C$-group $G$. For example, an important property of $G$, which follows easily from the $C$-group assumption, is the fact that for any real element $v$ of $G^{\#}, C_{G}(v)$ has odd order (compare Exercise 9.1).

Unfortunately these two theorems are far less satisfactory than those on CN -groups of odd order and on groups with a self-centralizing $S_{2}$-subgroup of order four in revealing the depth and complexity of the corresponding general problem. Despite this deficiency, we shall try to make our discussion detailed enough to provide the reader with as full a picture of characteristic 2 problems as he may have of the odd characteristic case. At the same time, this discussion should give him a much greater understanding of the role of the generator-relation method in classification problems. Finally, it should also help to clarify the discussion on $N$-groups, which we shall present in the next section, where both characteristic 2 and odd characteristic problems will be combined in a yet more complex situation.

To begin, we note that in the special theorems mentioned above, the
subgroup $K$ of $G$ contains an $S_{2}$-subgroup $S$ of $G$ and we are given that $C_{G}^{*}(u) \subseteq K$ for any $u$ in $K^{*}$. This means that we have complete control over the centralizers $C_{G}(x)$ of any involution $x$ of $S$ and also over the centralizers $C_{G}(y)$ of any element $y$ of $C_{G}(x)^{\#}$, these subgroups all being forced to lie in the nilpotent group $K$. However, in the case of an arbitrary simple $C$-group $G$, corresponding assertions about such centralizers $C_{6}(x)$ and $C_{G}(y)$ are in general false and so we do not know a priori the structure of these subgroups. Clearly this is a major complication. Moreover, it is evident that our induction hypothesis must be brought into play to give us some preliminary hold on their structure. As in the dihedral problem, specific properties of the groups in our list enter into the subsequent analysis.

Of the possibilities that can occur, four major subcases emerge. To describe these, we need a few preliminary remarks. Note that if the $S_{2}$-subgroup $S$ of the group $G$ is disjoint from its conjugates, then $G$ is a $C$-group. Indeed, if $x$ is an involution of $S$, this condition implies at once that $C_{G}(x) \subseteq M=N_{G}(S)$. Since $M$ is 2-closed, so therefore is $C_{G}(x)$, which proves the assertion. If, in addition, $G$ is simple, Theorem 9.1.4 tells us that $G$ has only one class of involutions. In particular, it follows that these all lie in $\Omega_{1}(Z(S))^{\#}$. Observe also that $S$ has a complement $H$ of odd order by the Schur-Zassenhaus theorem; $H$ is therefore solvable by Feit-Thompson. This fact is crucial for Suzuki in demonstrating in case $\mathbf{B}$ below that $H$ is metacyclic.

Now let $G$ be a simple $C$-group with $S_{2}$-group $S$. Then we have:
Type $A$ (a) $S$ is disjoint from its conjugates.
(b) If $x$ is an involution of $S$ and $y$ an element of $C_{G}(x)^{\#}$, then $C_{G}(y) \subseteq M$.
Type $B$ (a) $S$ is disjoint from its conjugates.
(b) If $x$ is an involution of $S$, then there is an element $y$ in $C_{6}(x)^{*}$ such that $C_{6}(y) \nsubseteq M$.
Type $C$ (a) $S$ is not disjoint from its conjugates.
(b) $Z(S)$ is cyclic.

Type $D$ (a) $S$ is not disjoint from its conjugates.
(b) $Z(S)$ is noncyclic.

The more precise formulation of Suzuki's theorem is the following:

## Theorem

Let $G$ be a simple nonabelian C-group. Then
(i) If $G$ is of type A, it is isomorphic to $L_{2}(q)$ or $S z(q), q=2^{n}, n \geqslant 2$.
(ii) If $G$ is of type B , it is isomorphic to $U_{3}(q), q=2^{n}, n \geqslant 2$.
(iii) If $G$ is of type C , it is isomorphic to $L_{2}(9)$ or $10 L_{2}(p)$, p a Fermat or Mersenne prime.
(iv) If $G$ is of type D , it is isomorphic to $L_{3}(q), q=2^{n}, n \geqslant 2$.

We shall comment briefly on each of these four cases.
Type $A$ In this case, by essentially the same argument that we used to prove Theorem 14.4.1, it is shown that $G$ is a Zassenhaus group of type ( $H, S$ ) when acting on the right cosets of $M=H S$. Then $H$ is cyclic of odd order by Theorem 13.1.4(i). Since $G$ has only one class of involutions and $S_{0}=\Omega_{1}(Z(S))$ contains all the involutions of $S, H$ must permute the elements of $S_{0}^{\#}$ transitively. In particular, $|H|=q-1$, where $q=\left|S_{0}\right|$.

If $S$ is abelian, Theorem 14.1.4 yields the conclusion that $G$ is isomorphic to $L_{2}(q)$. Hence we may assume that $S$ is nonabelian. In this case we must show that $G$ is isomorphic to $S z(q)$.

We are led at once to an extremely interesting question concerning 2-groups: What is the structure of a nonabelian 2 -group $S$ which admits a fixed-point-free automorphism of order $q-1$ transitively permuting the $q-1$ involutions of $S$ ? Using the methods of the associated Lie ring discussed in Section 5.6, Graham Higman [3] has completely solved this problem and has shown that for each $q>2, S$ must be of exponent 4 and order $q^{2}$ or $q^{3}$. Moreover, if $\left\{S \mid=q^{2}\right.$, then $S$ is uniquely described in terms of the integer $q$ together with an automorphism $\theta$ of the field $G F(q)$. We denote the corresponding group by $S(q ; \theta)$.

Higman's theorem thus yields the possible structures of the $S_{2}$-subgroup $S$ of our Zassenhaus group $G$. Using delicate arithmetic counts of the elements of $G$ in conjunction with properties of the strongly real elements of $G$, Suzuki is able to establish that the order of $G$ is not divisible by 3 [otherwise $G$ would be isomorphic to $L_{2}(q)$ and $S$ would be abelian]. This in turn implies that $q$ is an odd power of 2 and that $|S|=q^{2}$, so that, in particular, $S$ is isomorphic to $S(q ; \theta)$ for some $\theta$.

It now follows easily that $M=H S$ is uniquely determined up to isomorphism by $q$ and $\theta$. However, we cannot yet assert that $G$ has a generalized Bruhat structure identical to that of $S z(q)$, for in $S z(q)$ the automorphism $\theta$ is not arbitrary, but is specified by the condition

$$
\begin{equation*}
\theta^{2}=2 . \tag{4.1}
\end{equation*}
$$

[Actually there are two solutions of (4.1), $\theta$ and $\theta^{-1}$, but either possibility can be used in defining $S z(q)$.] Thus we have still to prove that the automorphism $\theta$ of our Zassenhaus group $G$ satisfies (4.1). However, it does not
seem to be possible to do this except in the process of determining the uniqueness of the multiplication functions $\alpha, \beta$, and $\gamma$ of $G$ by means of generators and relations. All that Suzuki can show in advance is that the mapping $\theta-1$ is an automorphism of $G F(q)$. This fact, which is critical for the final determination of $\theta$, is not trivial to establish, but relies on a property of the elements of $G$ of order 4 which is derived by means of character theory. Thus at this point we may say that $G$ has a generalized Bruhat structure "identical" to that of $S z(q)$.

The proof that $G$ is, in fact, isomorphic to $S z(q)$ is very analogous to that of Zassenhaus's theorem in Chapter 13. Once again a key structural identity is established on the basis of which a canonical set of generators of $G$ is constructed. Indeed, very near the beginning of the entire argument, it is shown that for a given involution $w$ of $G$ inverting $H$ there exists a unique element $z$ in $S^{*}$ and a unique power $z^{k}$ of $z$ with $z^{k}$ an involution such that

$$
\begin{equation*}
w z w=z^{k} w z^{k} . \tag{4.2}
\end{equation*}
$$

Once it is known that $|G|$ is not divisible by 3 , the case $|z|=2$ is excluded, for then $(w z)^{3}=1$ as $z^{-1}=z$. Since $S$ is of exponent 4 , this forces $|z|=4$ and $k=2$. A direct consequence of this is the fact that

$$
\begin{equation*}
(w z)^{5}=1 . \tag{4.3}
\end{equation*}
$$

The final step is to show that the multiplication functions $\alpha, \beta$, and $\gamma$ of $G$ with respect to ( $H, S, w$ ) and also the automorphism $\theta$ are uniquely determined. This argument proves that any two simple Zassenhaus groups of the same odd degree with nonabelian $S_{2}$-subgroups are isomorphic.

We must emphasize that this argument does not at all resolve the question of whether such Zassenhaus groups actually exist. This is a completely independent problem which Suzuki had to face, and part of his great achievement lies in the fact that he was able to construct a family of simple groups fulfilling the required conditions. Indeed, let $q$ be an odd power of 2 and let $\theta$ be an automorphism of $G F(q)$ such that $\theta^{2}=2$. Consider the $4 \times 4$ matrices over $G F(q)$ of the form
$\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ a & 1 & 0 & 0 \\ a^{1+\theta}+b & a^{\theta} & 1 & 0 \\ a^{2+\theta}+a b+b^{\theta} & b & a & 1\end{array}\right) \quad$ and $\quad\left(\begin{array}{cccc}c^{1+\theta^{-1}} & 0 & 0 & 0 \\ 0 & c^{\theta-1} & 0 & 0 \\ 0 & 0 & c^{-\theta-1} & 0 \\ 0 & 0 & 0 & c^{-1-\theta^{-1}}\end{array}\right)$,
where $a, b, c \in G F(q)$ and $c \neq 0$. The first set forms a group $S^{*}$ isomorphic to $S(q ; \theta)$ and the second form a cyclic group $H^{*}$ of order $q-1$ which normalizes $S^{*}$. Moreover, if

$$
w^{*}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)
$$

then $w^{*}$ inverts $H^{*}$. Suzuki has shown that $S^{*}, H^{*}$, and $w^{*}$ generate a group having all the desired properties.

Type $B$ The complete analysis in this case is by far the longest. Since the argument resembles that of type $A$ in many respects, we shall limit ourselves to presenting a "flow diagram" of the proof:

1. With $y$ as in condition (b) of type B , it is first shown that $L=C_{6}(y)$ has the following structure: $L / O(L)$ is isomorphic to a subgroup of Aut $X$, where $X=L_{2}(q), U_{3}(q)$, or $S z(q), q>2$.
2. Properties of $L$, including the fact that there exists a structure identity in $L$, form an integral part of an exceedingly delicate argument which proves that
(a) $G$ acts doubly transitively on the cosets of $M$.
(b) $M$ possesses a normal Hall subgroup $Q$ with $S \subseteq Q$ such that no element of $Q^{*}$ fixes any coset of $G-M$.
3. $H$ contains a cyclic subgroup $H_{0}$ of order $q-1$ such that
(a) $H_{0} Q$ is a Frobenius group.
(b) $H_{0}$ acts transitively on the $q-1$ involution of $S$.
(c) $H_{0}$ is the subset of $H$ inverted by an involution $w$ of $N_{G}(H)$.
4. By the structure of a Frobenius group, $Q$ is nilpotent. Moreover, Higman's theorem implies that $S$ is either homocyclic abelian or nonabelian special of order $q^{2}$ or $q^{3}$.
5. There exists a unique involution $z$ of $S$ and a unique element $y$ of $M$ such that

$$
w^{-1} z w=y^{-1} w y .
$$

As a consequence,

$$
(w z)^{p}=1
$$

for some odd prime $p$. The integer $p$, which depends only upon $G$, is denoted by $\chi(G)$.
6. $\chi(G)=3$ or 5 . The structure identity for $L$ has the corresponding integer $\chi(L)=3$ or 5 and we must have $\chi(L)=\chi(G)$.
7. A particular class of groups of the general type under consideration
is shown to satisfy the condition $Q=S$. The argument is very difficult and involves the structure of $S_{3}$-subgroups of $G$.
8. $\chi(G)=3$. If $\chi(G)=5$, it is proved that $H_{0}, S$, and $w$ generate a subgroup $G_{0}$ of $G$ isomorphic to $S z(q)$. Then the conditions of (7) are shown to hold, which yields $Q=S$ and $G=G_{0}$, so $G$ is of type A, contrary to assumption.
9. $S$ is nonabelian of order $q^{3}$. Higman's classification theorem gives three possible structures for $S$ when $|S|=q^{3}$. However, Suzuki's argument shows that only one of these types is permissible. As in the case of $S z(q)$, $S$ can be completely described in terms of the integer $q$ and an automorphism $\theta$ of $G F(q)$. The argument of (9) also yields:
10. $\mathrm{H} \supset H_{0}$. In particular, $M$ is not a Frobenius group with kernel $Q$.
11. $Q=S$. The proof parallels that of Feit's theorem very closely and depends upon the coherence of suitable characters of $M$.
12. $H$ is cyclic of order dividing $q^{2}-1$. At this point we may say that $G$ has a generalized Bruhat structure of the same type as $U_{3}(q)$, even though $H S$ is not necessarily isomorphic to the corresponding subgroup of $U_{3}(q)$. In fact, in the present case there are $t w o$ degrees of indeterminancy for the structure of $H$ : First, the automorphism $\theta$ which determines the structure of $S$ and, second, the actual order of $H$. In $U_{3}(q)$ itself we have $\theta=1$ and $|H|=\left(q^{2}-1\right) / d$ with $d=1$ or 3 . As in the case of $\operatorname{Sz}(q)$, these properties of $G$ are deduced during the generator-relation analysis.
13. $G$ is isomorphic to a subgroup of $\operatorname{PGU}(3, q)$. As in the case of a Zassenhaus group, the multiplication table of $G$ can be completely described in terms of $H S, w^{\prime}$, and three functions $\alpha, \beta$, and $\gamma$ from $S^{\#}$ to $S^{\#}, S^{\#}$, and $H$, respectively. The generator-relation analysis yields that $\theta=1$ and that $\alpha, \beta$, and $\gamma$ are uniquely determined and have the same form as in the group $P G U(3, q)$.
14. $G$ is isomorphic to $U_{3}(q)$. A comparison of orders tells us that $G$ has the same number of $S_{2}$-subgroups as $P G U(3, q)$ and so its image must be a normal subgroup of $\operatorname{PGU}(3, q)$.

Type $C$ In this case it is not difficult to prove that an $S_{2}$-subgroup $S$ of $G$ must be of maximal class and so is either cyclic, generalized quaternion, semi-dihedral. or dihedral. Under the present conditions the simplicity of $G$ forces $S$ to be dihedral, in which case the general dihedral classification theorem yields that $G$ is isomorphic to one of the groups $L_{2}(q), q$ odd, or $A_{7}$. The actual possibilities for $G$ are now easily determined.

Type $D$ The local group-theoretic analysis of this case differs con-
siderably from those of the preceding cases and resembles in spirit certain arguments that occur in more complex form in Thompson's work on $N$-groups. If $D$ is a maximal intersection of two $S_{2}$-subgroups of $G$, and if $P$ is an $S_{2}$-subgroup of $N_{\mathrm{G}}(D)$, then a delicate analysis of the weak closure of $Z(S)$ in $P$ relative to $G$ is undertaken, where $S$ is an $S_{2}$-subgroup of $G$ containing $P$. The analysis depends rather crucially upon the following general property of $G$ : If $R$ and $T$ are $S_{2}$-subgroups of $G$ such that $Z(R) \cap T \neq 1$, then $\{Z(R), Z(T)\} \subseteq R \cap T$.

This analysis, which is not unduly long, establishes that $S=P$ is of order $q^{3}, q=2^{n}, n>1$, that $D$ is elementary abelian of order $q^{2}$, and that $N_{\mathrm{G}}(D) / D$ contains a normal subgroup of odd index isomorphic to $L_{2}(q)$.

We now set $B=N_{G}(S)$ and let $H$ be a complement of $S$ in $B$. If $N=N_{G}(H)$, the next stage of the local analysis is aimed at proving that $W=N / H$ is isomorphic to the symmetric group $S_{3}$ and that the group $G_{0}=\langle B, N\rangle$ has the form $G_{0}=B N B$, and that all the intersections $B \cap B^{v}, y \in N$, are determined. These conditions together amount to the fact that $G_{0}$ is a ( $B, N$ )-pair of rank 2 with " Weyl group" $W$ isomorphic to $S_{3}$ (rank 2 because $W$ can be generated by $t w o$ involutions).

If $\bar{G}_{0}=G_{0} / O\left(G_{0}\right)$, it is not difficult to show that $\bar{G}_{0}$ possesses a normal subgroup $\bar{G}_{1}$ of odd index in $\bar{G}_{0}$ which is also a ( $B, N$ )-pair with $S_{3}$ as Weyl group, but whose Borel subgroup $\bar{B}_{1}$ is isomorphic to that of $L_{3}(q)$ to the group of all $3 \times 3$ matrices over $G F(q)$ of determinant 1 of the form

$$
\left(\begin{array}{lll}
* & 0 & 0 \\
* & * & 0 \\
* & * & *
\end{array}\right)
$$

Thus $\bar{G}_{1}$ has a Bruhat structure identical to that of $L_{3}(q)$. D. Higman and McLaughlin [1] have shown by a geometric argument that $\bar{G}_{1}$ must then be isomorphic to $L_{3}(q)$. The method of generators and relations will also yield the same conclusion.

The final step in the proof is to establish that $G=G_{0}$ by application of Theorem 9.2.1(iii), as was discussed in Section 1. Now the simplicity of $G$ implies that $G=\bar{G}_{1}$ is isomorphic to $L_{3}(q)$.

## 5. $N$-GROUPS

We recall that a group $G$ is called an $N$-group provided each of its local subgroups is solvable. Thompson's remarkable classification theorem asserts the following:

## Theorem

A nonabelian simple $N$-group $G$ is isomorphic to one of the groups of the following list:
(i) $L_{2}(q), q>3$;
(ii) $S z(q), q=2^{2 n+1}, n \geqslant 1$; or
(iii) $A_{7}, L_{3}(3), U_{3}(3), M_{11}$, or ${ }^{2} F_{4}(2)^{\prime}$.

Note that (iii) consists of five specific groups, $M_{11}$ denoting the smallest of the five simple permutation groups on $11,12,22,23$, and 24 letters, respectively, discovered by Mathieu; and ${ }^{2} F_{4}(2)^{\prime}$ denoting the derived group of the group ${ }^{2} F_{4}(2)$, the smallest member of the family ${ }^{2} F_{4}\left(2^{n}\right), n$ odd, $n \geqslant 1$, constructed by Ree from the exceptional groups $\mathrm{F}_{4}\left(2^{n}\right)$ (cf the next section). As usual, this result is a corollary of a more general theorem classifying all nonsolvable N -groups.

In establishing this theorem, Thompson actually obtains important characterizations of two other specific simple groups of rank 2: the groups $E_{2}(3)$ and $S_{4}(3)$. However, each of these possesses a nonsolvable 2-local subgroup, so is not an $N$-group. A fuller discussion of these characterizations will be given below. We note here only that $E_{2}(3)$ and $S_{4}(3)$ are members of the respective families $E_{2}(q)$ and $S_{4}(q)$, defined for each prime power $q$. The first of these is the exceptional family discovered by Dickson; it can be realized as the group of automorphisms of the "Cayley numbers" of trace 0 defined over $G F(q)$ and so has a natural representation by $7 \times 7$ matrices over $G F(q)$. On the other hand, $S_{4}(q)$ is the factor group modulo its center of the group of $4 \times 4$ matrices of determinant 1 with entries in $G F(q)$ which leave invariant a nondegenerate alternate form in four variables.

The characterization of N -groups constitutes a much broader problem than that of groups with dihedral $S_{2}$-subgroups or of $C$-groups, and its solution would seem to reflect characteristics of much more general classification problems. Indeed, in each of the preceding two problems very strong hypotheses were imposed on the 2 -local subgroups-in the first case, we were actually given the $S_{2}$-subgroup of $G$, while in the second the centralizer of every involution was a solvable group with a normal $S_{2}$-subgroup. In the case of N -groups no such a priori conditions are given. To begin with at least, our group $G$ may have completely arbitrary $S_{2}$-subgroups and the 2-local subgroups may be completely arbitrary solvable groups.

Thompson makes three major subdivisions in the over-all problem, according as $2 \in \pi_{2}, \pi_{3}$, or $\pi_{4}$, respectively. Here if $p \in \pi(G)$, we say
$p \in \pi_{1}$ if an $S_{p}$-subgroup of $G$ is cyclic.
$p \in \pi_{2}$ if an $S_{p}$-subgroup of $G$ is noncyclic, but $S C N_{3}(p)$ is empty.
$p \in \pi_{3}$ if $S C N_{3}(p)$ is nonempty and an $S_{p}$-subgroup of $G$ normalizes some nontrivial $p^{\prime}$-subgroup of $G$.
$p \in \pi_{4}$ if $S C N_{3}(p)$ is nonempty and an $S_{p}$-subgroup of $G$ normalizes no nontrivial $p^{\prime}$-subgroup of $G$.

The identical breakup of $\pi(G)$ was considered in O and D. Clearly $\pi(G)=\pi_{1} \cup \pi_{2} \cup \pi_{3} \cup \pi_{4}$. In particular, the simplicity of $G$ together with Theorem 7.6.1 implies that $2 \notin \pi_{1}$. Thus 2 lies in exactly one of the subsets $\pi_{2}, \pi_{3}$, or $\pi_{4}$.

In the first case, Thompson proves:

## Theorem I

If $G$ is a nonabelian simple $N$-group in which $2 \in \pi_{2}$, then $G$ is isomorphic to one of the following groups:
(i) $L_{2}(q), q \circ d d, q>3$.
(ii) $A_{7}, L_{3}(3), U_{3}(3), M_{11}$.

Most of the analysis is taken up with the task of pinning down the precise possibilities for the $S_{2}$-subgroups of $G$. A result of Glauberman's [2] to the effect that an $S_{2}$-subgroup of a simple group cannot possess a weakly closed subgroup of order 2 is of great help in the argument. Glauberman's result relies on modular character theory, but on the basis of it, Thompson is able to proceed by purely local group-theoretic considerations.

Let $S$ be an $S_{2}$-subgroup of $G$. Then the argument yields that $S$ has one of the following four structures:
(a) $S$ is dihedral;
(b) $S$ is semi-dihedral of order 16 ;
(c) $|S|=2^{6}, S$ has exactly 3 involutions, each of which lies in $Z(S)$; or
(d) $|S|=2^{5}, S$ contains the direct product of two cyclic groups $T_{i}$ of order $4,1 \leqslant i \leqslant 2$, and an involution which interchanges $T_{1}$ and $T_{2}$ under conjugation.
Moreover, in each case $G$ has only one conjugate class of involutions.
If (a) holds, then $G$ is isomorphic to $L_{2}(q), q$ odd, $q>3$, or to $A_{7}$ by D. Suppose (b) holds. Then a further argument shows that $C_{G}(Z(S))=S A$, where $A$ is abelian of odd order. But these are the exact conditions under which Wong has characterized $L_{3}(3)$ and $M_{11}$ (see Section 7). When (c) holds. Thompson argues that two elements of $S$ conjugate in $G$ are already conjugate in $N_{G}(S)$. Another result of Glauberman's [6] contradicts the
simplicity of $G$. Finally, in case (d), with $N=C_{G}\left(\Omega_{1}(Z(S))\right)$, it follows easily that $N / O(N)$ is isomorphic to the centralizer of an involution in $U_{3}(3)$. But now a result of Fong's, which we shall also mention in Section 7, yields that $G$ is isomorphic to $U_{3}(3)$.

In the $\pi_{3}$ case, Thompson proves

## Theorem 2

If $G$ is a simple $N$-group in which $2 \in \pi_{3}$, then an $S_{2}$-subgroup of $G$ is disjoint from its conjugates.

The proof of this theorem is in the same spirit as the assertion in the dihedral problem that the set of primes $\sigma_{4}$ was empty, but of course it is much more complicated. Assuming the conclusion to be false, a contradiction is ultimately derived from the existence of a strongly embedded subgroup $M$ of $G$. Difficult problems concerning the nature of the $\{2, p\}$-subgroups of $G$ for $p \geqslant 5$ must be resolved to carry out this analysis. It is an interesting and fortunate fact that the arguments do not require a detailed investigation of the more formidable problem of the $\{2,3\}$-subgroups of $G$.

If Theorem 2 is combined with Suzuki's classification of $C$-groups, we obtain the stronger conclusion that, in fact, $2 \notin \pi_{3}$, for it is easily checked that no group in Suzuki's list has the property that $2 \in \pi_{3}$.

We come now to the case $2 \in \pi_{4}$, which represents approximately threefourths of the entire paper. The local group-theoretic analysis is almost overwhelming in its complexity and the number of technical difficulties involved in the determination of the structure of the maximal 2-local subgroups reaches staggering proportions. We shall not attempt to present a detailed outline but shall content ourselves with a brief discussion of some salient points. To do this, we need a preliminary concept, which is actually basic for the entire paper.

For odd primes $p$ and $q$, the relation $p \sim q$ has been defined earlier in terms of the existence of a solvable $\{p, q\}$-subgroup $D$ of $G$ which contains elementary abelian subgroups of both orders $p^{3}$ and $q^{3}$. A verbatim extension of this definition to the case $q=2$ turns out to be less satisfactory than a somewhat weaker condition. Indeed, we shall say that $p \sim 2$ (or $2 \sim p$ ), $p$ odd, provided there exists a solvable $\{p, 2\}$-subgroup $D$ which contains
(a) A noncyclic abelian 2-subgroup of order 8.
(b) An element of $T(p)$.

Here $T(p)$ is defined to be the set of elementary abelian subgroups $T$ of $G$ of type ( $p, p$ ) such that for each $x$ in $T^{\#}, C_{G}(x)$ contains an element of
$U(p)$; and $U(p)$ in turn is defined to be the set of elementary abelian subgroups $U$ of type ( $p, p$ ) such that $U$ is normal in some $S_{p}$-subgroup $P$ of $G$ with $U \subseteq Z(P)$ if $Z(P)$ is noncyclic.

Moreover, if 2 is not related in this fashion to any odd prime, we shall say that 2 is isolated.

It is easy to see that an elementary abelian $p$-group of order $p^{3}$ always contains an element of $T(p)$, so this definition is, in fact, weaker than our earlier one. We note also that the assumption $p \sim 2$ implies only that $S C N_{2}(p)$ and $S C N_{2}(2)$ are nonempty, whereas the definition for odd $p$ and $q$ requires $S C N_{3}(p)$ and $S C N_{3}(q)$ to be nonempty, as follows from Theorem 5.4.15(i). Finally, we remark that the definition of $T(p)$ is very analogous to that of the set $A_{3}(p)$ which occurs in the statement of the Maximal Subgroup theorem.

In the groups $G_{2}$ (3) and $S p_{4}(3), 3 \sim 2$ in the present sense, but not in the earlier sense, which explains in part why the present definition is more satisfactory for Thompson.

The first major portion of Thompson's argument in the $\pi_{4}$ case can be summarized as follows:

## Theorem 3

If $G$ is a simple $N$-group in which $2 \in \pi_{4}$, then one of the following holds:
(i) $G$ is a $C$-group;
(ii) $2 \sim 3$ and $3 \in \pi_{4}$; or
(iii) $G \cong{ }^{2} F_{4}(2)^{\prime}$.

The proof of Theorem 3 is itself divided into three main parts, corresponding to the possible values of a certain integer $e(G)$ which we proceed to define. For each odd $p$, let $e(p)$ be the largest integer $n$ for which there exists an elementary abelian $p$-subgroup $E$ of $G$ of order $p^{n}$ which normalizes a nontrivial 2 -subgroup of $G$. Then set

$$
e(G)=\max \{e(p) \mid p \text { ranging over all odd primes in } \pi(G)\} .
$$

Since $G$ is simple, the Frobenius normal $p$-complement theorem shows that $N_{G}(T)$ is not a 2-group for some nontrivial 2-subgroup $T$ of $G$. Hence $e(p) \geqslant 1$ for any odd $p$ dividing $\left|N_{G}(T)\right|$ and so $e(G) \geqslant 1$. Thompson's subdivision corresponds to the three possibilities:
(a) $e(G) \geqslant 3$,
(b) $e(G)=2$,
(c) $e(G)=1$.

One should not be too surprised that the treatment of these three subcases is very difficult. Indeed, it is a fact that the known simple groups of
characteristic 2 all satisfy $2 \in \pi_{4}$ [provided $S C N_{3}(2)$ is nonempty, as is almost always the case]. Assuming Theorem 3 to be false, why cannot $G$ be isomorphic to some other known simple group $G^{*}$ of characteristic 2 ? Obviously, because such a group $G^{*}$ necessarily possesses a nonsolvable local subgroup. Thus in essence Thompson's task is to show that $G$ must contain a nonsolvable local subgroup. But this may be almost as difficult as classifying $G^{*}$ and may very well require an almost complete determination of the structure of the 2-local subgroups before this nonsolvability can be forced. Phrased somewhat differently, if the hypotheses on the local subgroups were slightly weaker, Thompson's analysis might very well provide the major portion of the argument needed to characterize the group $G^{*}$. In fact, it is precisely this that he has done in the case of $G_{2}(3)$ and $S p_{4}(3)$. By the time he can force a nonsolvable 2 -local subgroup toexist in $G$ under the assumption $2 \sim 3$ and $3 \in \pi_{4}$, he has sufficient knowledge of the subgroup structure of $G$ so that it is about as easy to relax his conditions slightly and to continue the analysis to obtain a characterization of these two groups. Almost certainly then, the proof of Theorem 3 contains a basis for characterizations of other known simple groups.

For convenience, let us call a group $G$ in which $\{2,3\} \subseteq \pi_{4}$ and $2 \sim 3 \mathrm{a}$ weak $N$-group if every 3 -local subgroup is solvable, every 2 -local subgroup is 2-constrained, and the centralizer of every involution is solvable. Thus we demand solvability of only certain of the 2 -local subgroups. The classification of N -groups is completed once the following theorem is established:

## Theorem 4

Let $G$ be a simple weak $N$-group and let $P$ be an $S_{3}$-subgroup of $G$. If $Z(P)$ is noncyclic, then $G$ is isomorphic to $G_{2}(3)$; if $Z(P)$ is cyclic, then $G$ is isomorphic to $\mathrm{Sp}_{4}(3)$.

As remarked earlier, $G_{2}(3)$ and $S p_{4}(3)$ are not $N$-groups. Hence Theorems 1 to 4 , together with Suzuki's classification of $C$-groups, give a complete determination of all simple $N$-groups.

A critical portion of the classification of simple $C$-groups was devoted to the determination of the exact structure of the maximal 2 -local subgroups. We recall that for groups of type D , which gave rise to groups of rank 2, the analysis depended upon weak closure arguments. Likewise the proof of Theorem 4 requires a knowledge of the precise structure of the maximal 3-local subgroups, which is again accomplished by weak closure
arguments. This analysis forces $G$ to possess a non-3-stable maximal 3-local subgroup (otherwise a contradiction is reached using strongly embedded subgroups).

The problem here is considerably more complicated than that of $C$-groups of type D , for the analysis now depends upon the interaction of the 2 -subgroups and 3 -subgroups of $G$ and involves some very delicate configurations of subgrouns, whereas in the previous case our attention was essentially limited to the prime 2 . Moreover, the present analysis requires a simultaneous determination of the structure of the centralizer of an involution and, in particular, of the $S_{2}$-subgroups of $G$. As in the case of Suzuki's characterization of $L_{3}\left(2^{n}\right)$, the ultimate objective is to construct a subgroup $G_{0}$ of $G$ which is a ( $B, N$ )-pair of rank 2 . As usual, $B=N_{G}(P)$, $P$ an $S_{3}$-subgroup of $G$, and $N=N_{G}(H)$, where $H$ is a complement of $H$ in $B$. Again the problem is to determine the Weyl group $W=N / H$, which in the case of $G_{2}(3)$ is a dihedral group of order 12 and in the case of $S p_{4}(3)$ is a dihedral groupof order 8 . This argument requires all the information concerning the maximal 3 -local subgroups and the centralizers of involutions that it is possible to derive by local group-theoretic analysis.

In the process of establishing the fact that $B N B$ is actually a group $G_{0}$, a canonical set of generators and relations is constructed for $G_{0}$. This means that $G_{0}$ is uniquely determined independently of $G$; more precisely, if $G^{\prime}$ is any other simple group satisfying the same initial conditions as $G$ and if $G_{0}^{\prime}$ is the corresponding subgroup of $G^{\prime}$, then $G_{0}$ and $G_{0}^{\prime}$ are isomorphic. Since $G_{2}(3)$ and $S p_{4}(3)$ can be shown to satisfy the respective hypotheses of the theorem, one is able to conclude that $G_{0}$ is isomorphic to $G_{2}(3)$ or $S p_{4}(3)$, as the case may be. The final step, that $G=G_{0}$, is carried out in the same way as for $C$-groups of type D. (See page 488.)

We conclude with a few final comments of the over-all proof. In each of the groups $L_{2}(q), S z(q), U_{3}(q)$, and $L_{3}(q), q=2^{n}, n \geqslant 3$, or ${ }^{2} F_{4}(2)^{\prime}$, it is easy to show that not only does $2 \in \pi_{4}$, but also that 2 is isolated in the sense defined earlier in this section (in fact, $e(G)=1$ in these groups). Thus Thompson's proof, although not so organized, actually establishes the following result:

If $G$ is a simple $N$-group (or weak $N$-group), then one of the following holds:
I. $2 \in \pi_{2}$;
II. $2 \in \pi_{4}$ and 2 is isolated;
III. $\{2,3\} \subseteq \pi_{4}$ and $2 \sim 3$.

Clearly this indicates the importance of classifying all simple groups of type I and II. The known simple groups with these properties are all of
low rank, and so these classification problems fall within the scope of the discussion of this chapter. As we have noted above, Thompson's proof of Theorem 3 will undoubtedly have considerable bearing on the study of groups of type II.

## 6. GROUPS WITH ABELIAN SYLOW 2-SUBGROUPS

In recent years a considerable amount of work has been done towards obtaining a complete classification of simple groups with abelian $S_{2}$-subgroups. At this writing, only a single problem connected with generators and relations remains for this classification to be completed. In this section we present a brief summary of the known results.

Besides the groups $L_{2}(q), q \equiv 3,5(\bmod 8)$ or $q=2^{n}$ with $q>3$, there is one other infinite family of simple groups, discovered by Ree, and one single exceptional simple group, discovered by Janko, which have abelian $\mathrm{S}_{2}$-subgroups. Ree constructed his family and also a second infinite family of new simple groups (which does not have abelian $S_{2}$-subgroups) shortly after Suzuki's discovery of the groups $S z(q)$, using a more-or-less wellknown procedure for constructing subgroups of known simple groups as the set of fixed elements of certain automorphisms.

Indeed, the unitary groups $G U(3, q)$ can be constructed by just such a process from the groups $G L\left(3, q^{2}\right)$. Let $\sigma$ be the automorphism of $G L\left(3, q^{2}\right)$ induced from the automorphism of order 2 of $G F\left(q^{2}\right)$ and define a mapping $\phi$ of $G L\left(3, q^{2}\right)$ into itself by the rule

$$
\phi(X)=\left(\left(X^{\sigma}\right)^{t}\right)^{-1} \quad X \in G L\left(3, q^{2}\right) .
$$

Then $\phi$ is an automorphism of $G L\left(3, q^{2}\right)$ and we see that $\phi(X)=X$ if and only if $X$ is a unitary matrix. Thus $G U(3, q)$ is realized as the fixed points of the automorphism $\phi$.

This procedure has been studied in general by Steinberg and gives rise to a number of families of finite simple groups, which are known as "twisted" matrix groups, the unitary groups being the simplest such example. Steinberg's groups are defined in each case for arbitrary values of the parameter $q=p^{n}$. However, it was known for some time that there were three families of simple matrix groups that possessed an "extra" automorphism for specified values of the characteristic $p-O_{4}\left(2^{n}\right), G_{2}\left(3^{n}\right)$, and $F_{4}\left(2^{n}\right)$-where $O_{4}(q)$ and $F_{4}(q)$ are two well-defined families of matrix groups which we shall describe somewhat more explicitly in Chapter 17.

Ree observed that from Suzuki's description of them the groups $S z\left(2^{n}\right)$
could be alternatively constructed as the fixed points of the extra automorphism of $O_{4}\left(2^{n}\right)$. He then investigated the extra automorphisms of $G_{2}\left(3^{n}\right)$ and $F_{4}\left(2^{n}\right)$ and found that their fixed points gave rise to two new families of simple groups, of ranks 1 and 2 , respectively, which we shall denote by ${ }^{2} G_{2}\left(3^{n}\right)$ and ${ }^{2} F_{4}\left(2^{n}\right)$. Here $n$ must be odd and at least 3 to obtain simple groups. For $n=1,{ }^{2} G_{2}(3)$ contains a normal subgroup of index 3 isomorphic to $L_{2}(8)$, while as noted earlier, ${ }^{2} F_{4}(2)$ contains a normal subgroup of index 2 , which is also a new simple group.

For our purposes the critical fact about the groups ${ }^{2} G_{2}(q)$ is that they have elementary abelian $S_{2}$-subgroups of order 8 . Moreover, they can be realized as doubly transitive groups of degree $q^{3}+1$ in which the subgroup $N$ fixing a letter is the semidirect product of an $S_{3}$-subgroup $P$ of order $q^{3}$ which is disjoint from its conjugates and a cyclic subgroup $H$ of order $q-1$ which is a subgroup fixing two letters. In addition, $H$ possesses a subgroup $H_{0}$ of index 2 such that $H_{0} P$ is a Frobenius group and so a subgroup fixing three letters is of order 2 . Thus the groups ${ }^{2} G_{2}(q)$ closely resemble both the groups $S z(q)$ and $U_{3}(q)$. However, they present an added difficulty because $P$ has class 3 , whereas in the latter two families the corresponding Sylow subgroups have class 2.

If $x$ is an involution of ${ }^{2} G_{2}(q)$ (allinvolutions are, in fact, conjugate), then the centralizer of $x$ has the form $\langle x\rangle \times L$, where $L$ is isomorphic to $L_{2}(q)$. In particular, we see that for $q>3,{ }^{2} G_{2}(q)$ is neither a $C$-group nor an $N$-group. Given this structure of the centralizer, it is natural to consider the following classification problem:

Determine all simple groups $G$ in which
(a) $S_{2}$-subgroups are elementary abelian of order 8; and
(b) For any involution $x, C_{6}(x)=\langle x\rangle \times L$, where $L$ is isomorphic to $L_{2}(q), q>3$.
We do not assume here to begin with that $q$ is a power of 3 . However, condition (a), together with the fact that $L_{2}(4)$ and $L_{2}(5)$ are isomorphic forces $q \equiv 3,5(\bmod 8)$.
H. N. Ward was the first one to investigate this situation. He imposed certain additional restrictions on the centralizers of the elements of odd order in $L$. In particular, we note that his conditions directly forced $q>5$. On the basis of his assumptions, he was able to prove, using almost exclusively character-theoretic methods, that $q=3^{n}, n>1$, and that $G$ had to be a doubly transitive group satisfying all the conditions which we have listed above for ${ }^{2} G_{2}(q)$. This clearly represented a major step in obtaining a characterization of the groups ${ }^{2} G_{2}(q)$ from purely local group-theoretic
conditions. Janko and Thompson considered the general situation and, under the assumption that $q>5$, they have shown that Ward's hypothesis can be deduced from conditions (a) and (b) above. The argument involves both local group-theoretic and character-theoretic analysis.

The case $q=5$ turns out to be a fascinating exception. Indeed, Janko has established that there exists a unique simple group which satisfies conditions (a) and (b) with $q=5$, its order being 175,560. In a remarkable paper he proves that the two matrices
$\left(\begin{array}{lllllll}0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right) \quad$ and $\quad\left(\begin{array}{rrrrrrr}-3 & 2 & -1 & -1 & -3 & -1 & -3 \\ -2 & 1 & 1 & 3 & 1 & 3 & 3 \\ -1 & -1 & -3 & -1 & -3 & -3 & 2 \\ -1 & -3 & -1 & -3 & -3 & 2 & -1 \\ -3 & -1 & -3 & -3 & 2 & -1 & -1 \\ 1 & 3 & 3 & -2 & 1 & 1 & 3 \\ 3 & 3 & -2 & 1 & 1 & 3 & 1\end{array}\right)$
with entries in $G F(11)$ generate this simple group, which we denote by $J_{1}$. The calculation which establishes that these two matrices generate a group of the required order 175,560 is not at all easy and is due to M. A. Ward. We remark that $J_{1}$ has no doubly transitive permutation representations. Moreover, W. A. Coppel has shown that $J_{1}$ is a subgroup of $G_{2}(11)$.

The bulk of Janko's paper consists of the investigation of an arbitrary group $G$ satisfying (a) and (b) with $q=5$. Although some local grouptheoretic analysis enters, his primary task is character-theoretic. Ultimately he obtains complete information concerning the order, subgroup structure, conjugacy classes, and irreducible characters of such a group $G$; in particular, he shows that $G$ must be simple. With these results at his disposal, he analyzes the $p$-modular characters of $G$ for the prime $p=11$ and derives the fundamental fact that $G$ possesses one and only one absolutely irreducible representation of degree 7 in a finite field of characteristic 11 and that it can be written in the prime field $G F(11)$. It is this crucial result which is used to prove the uniqueness of $G$ and at the same time to arrive at the matrices (6.1) as a possible set of generators for $G$.

Indeed, $G$ turns out to have a generalized Bruhat structure, which may be described as follows. If $B=N_{G}(S), S$ an $S_{2}$-subgroup of $G$, then $B=H S$, where $H$ is a Frobenius group with kernel $Y$ of order 7 and complement $U$ of order 3. Also $C_{S}(U)=\langle x\rangle$ has order 2. Moreover,
$N_{G}(H)$ contains an involution $w$ which centralizes $U$, inverts $Y$, and together with $x$ satisfies the structure identity

$$
\begin{equation*}
(x w)^{5}=1 \tag{6.2}
\end{equation*}
$$

Finally $G=\langle y, x w\rangle$, where $Y=\langle y\rangle$.
Now Janko considers the seven-dimensional representation of $G$ on a vector space $V$ over $G F(11)$, choosing the basis so that $y$ is represented by the first matrix of (6.1). But then a computational argument, using (6.2), together with the fact that $w$ is an involution normalizing $H$, shows that $x w$ must be represented by the second matrix of (6.1). In this way Janko is able to conclude that $G$ is necessarily isomorphic to $J_{1}$.

Returning to the general discussion let us for convenience say that a group $G$ is of Ree type if $G$ is doubly transitive of degree $q^{3}+1$ and satisfies all the conditions listed above for ${ }^{2} G_{2}(q)$. Then the combined work of Janko, Thompson, and H. N. Ward can be summarized as follows:

## Theorem

If $G$ is a simple group which satisfies conditions (a) and (b) above, then either $G$ is of Ree type or $G$ is isomorphic to $J_{1}$.

Presumably the groups ${ }^{2} G_{2}(q)$ are the only simple groups of Ree type, but this is not yet known. Thompson has shown that in a group $G$ of Ree type, the structure of $B=N_{G}(P), P$ an $S_{3}$-subgroup of $G$, can be uniquely described in terms of the integer $q$ together with an automorphism $\theta$ of $G F(q)$. In ${ }^{2} G_{2}(q)$ itself, this automorphism satisfies the condition $\theta^{2}=3$. As in the case of $L_{2}(q), S z(q)$, and $U_{3}(q)$, the multiplication table of a group of Ree type is completely determined by three analogous functions $\alpha, \beta$, and $\gamma$ defined on $P^{*}$.

The problem that still remains to show that the groups ${ }^{2} G_{2}(q)$ are the only simple groups of Ree type is to prove that $\alpha, \beta, \gamma$, and $\theta$ are uniquely determined for a given value of $q$. Because $P$ has class 3, the required generator-relations computations are very difficult to carry out, and it appears that the expressions for $\alpha, \beta$, and $\gamma$ are unbelievably involved. In fact, even in the groups ${ }^{2} G_{2}(q)$ themselves, using Ree's description of them, it does not seem to be an easy task to compute these functions. Thompson has made considerable progress (Thompson[11]), but as of this writing a complete solution does not exist. If one could show, as in Janko's case, that $G$ must possess a seven-dimensional representation over $G F(q)$ [which is true of ${ }^{2} G_{2}(q)$ ], one could undoubtedly obtain the desired conclusions along
the same lines as Janko; but unfortunately this also appears to be very difficult to establish.

By making special assumptions one can avoid the Ree groups and can obtain characterizations of the groups $L_{2}(q)$. For example, we have

## Theorem

Let $G$ be a nonabelian simple group with abelian $S_{2}$-subgroups in which $\operatorname{SCN}_{3}(2)$ is empty. Then $G$ is isomorphic to $L_{2}(q), q \equiv 3,5(\bmod 8)$ and $q>3$.

Under these assumptions Brauer has shown, using the techniques of modular character theory, that an $S_{2}$-subgroup of $G$ must be elementary abelian of order 4 and so must be dihedral. But then the theorem follows from D.

Furthermore, the author has obtained the following result:

## Theorem

Let $G$ be a nonabelian simple group with abelian $S_{2}$-subgroups in which the centralizer of every involution is solvable. Then $G$ is isomorphic to $L_{2}(q), q>3$, with either $q \equiv 3,5(\bmod 8)$ or $q=2^{n}$.

The proof of this result amounts to a simpler version of the proof of Theorem 2 of the section on $N$-groups, its aim being to show, when $S^{2} N_{3}(S)$ is nonempty, $S$ an $S_{2}$-subgroup of $G$, that $S$ is disjoint from its conjugates, in which case Suzuki's classification of $C$-groups can be invoked to complete the proof. Let $\sigma$ be the set of odd primes $p$ in $\pi(G)$ such that $S$ normalizes, but does not centralize, some $p$-subgroup of $G$. The disjointness of $S$ from its conjugates follows directly if $\sigma$ is empty. If $\sigma$ is nonempty, one ultimately derives a contradiction by constructing a strongly embedded subgroup in $G$ and applying a variation of Theorem 9.3.1.

At first glance it might seem that the last theorem represents a significant step toward a general classification of groups with abelian $S_{2}$-subgroups, but, in fact, its hypothesis is designed specifically to avoid the central difficulty of the general problem. How does one handle non-p-constrained $p$-local subgroups? In all the classification problems discussed so far, the critical $p$-local subgroups involved in the local group-theoretic analysis related to the Maximal Subgroup theorem, and to the existence of strongly embedded subgroups have always been $p$-constrained. However, this has been entirely a consequence of the restrictions which our induction assumptions placed upon the structure of the $p$-local subgroups and will
no longer be true in more general classification problems. The abelian $S_{2}$-subgroup problem is the first case in which this difficulty must be faced head on.
J. H. Walter has been studying this problem for a considerable period of time and has recently obtained ihe following fundamental result (Walter [4]):

## Theorem

If $G$ is a nonabeitan simple group with abelian $S_{2}$-subgroups, then one of the following hold:
(i) $G$ is isomorphic to $L_{2}(q), q>3, q \equiv 3,5(\bmod 8)$ or $q=2^{n}$;
(ii) $G$ is isomorphic to $J_{1}$; or
(iii) $G$ is of Ree type.

It is very interesting that for the purposes of the proof of this theorem, Walter does not need to know that the groups ${ }^{2} G_{2}(q)$ are the only ones of Ree type. The point is that a subgroup of $G$ of Ree type is almost as easy to work with as ${ }^{2} G_{2}(q)$ itself.

As usual, this theorem comes as a corollary of a more general result. To state it, let us call a group $H$ an $A$-group provided $H$ contains a normal subgroup $K$ with $O(H) \subseteq K$ such that
(a) $H / K$ has odd order, and
(b) $K / O(H)$ is the direct product of a 2-group and a finite number of simple groups of types (i), (ii), and (iii) above.
Walter's main result asserts that every group with abelian $S_{2}$-subgroups is an $A$-group. By induction the problem reduces to the study of a simple group $G$ all of whose proper subgroups are $A$-groups, and one must show that $G$ has the structure of one of the groups listed in the preceding theorem. The aim of the argument is to show that one of the following three statements must hold:
A. $\operatorname{SCN}_{3}(S)$ is empty,
B. $S$ is disjoint from its conjugates, or
C. $S$ is elementary abelian of order 8 and for any $x$ in $S^{\#}$,

$$
C_{G}(x)=\langle x\rangle \times L,
$$

where $L$ is isomorphic to $L_{2}(q), q>3, q \equiv 3,5(\bmod 8)$.
The desired conclusion concerning the structure of $G$ follows from this together with earlier results.

Assuming that neither $A, B$, nor $C$ hold, one considers the same set of odd primes $\sigma$ as in the special case in which centralizers of involutions were assumed solvable which we discussed above. Again $\sigma$ is nonempty, since
otherwise $B$ would hold, and again the object is to derive a contradiction by constructing a strongly embedded subgroup in $G$. But now the local subgroups may involve the direct product of arbitrarily many simple groups. This is in sharp contrast to the dihedral problem, where each local subgroup could possess at most one nonsolvable composition factor. This fact made it easy for us to subdivide $\sigma$ effectively and to concentrate first on eliminating the subsets $\sigma_{3}$ and $\sigma_{4}$. Primarily we were able to carry this out because the $p$-local subgroups were both $p$-constrained and $p$-stable. Even though the $p$-local subgroups for $p$ in $\sigma_{2}$ did not have to be $p$-constrained, we were not forced to deal with them until after we had shown that $\sigma_{3}$ and $\sigma_{4}$ were empty. In the abelian $S_{2}$-subgroup problem, on the other hand, non- $p$-constrained $p$-local subgroups must be considered right from the beginning. The essential problem is how does one control the weak closure of certain $p$-subgroups in the absence of $p$-constraint? For one thing one can at best hope to establish some weaker form of the transitivity theoreml and this alone adds a serious complication to the situation. Fortunately $A$-groups are at least $p$-stable for all odd $p$; for as we have pointed out in the discussion on $N$-groups, the lack of $p$-stability also gives rise to formidable problems. Thus one can anticipate some major difficulties in more general classification problems when the $p$-local subgroups need be neither $p$-constrained nor $p$-stable.

## 7. OTHER CLASSIFICATION THEOREMS

Work has only just begun on groups with semi-dihedral $S_{2}$-subgroups and with one other closely related family of $S_{2}$-subgroups, which for brevity we shall refer to as wreathed groups. A 2-group $S$ will be said to be wreathed if it contains the direct product of two cyclic groups $T_{i}$ of order $2^{n}, n \geqslant 2,1 \leqslant i \leqslant 2$, as a subgroup of index 2 and possesses an involution which interchanges $T_{1}$ and $T_{2}$ under conjugation. In terms of the general notion of a wreathed product, $S$ is thus the wreathed product of a cyclic group of order $2^{n}$ and a group of order 2 . Note that $S_{3}(S)$ is empty if $S$ is wreathed.

These two families of 2-groups are important because they occur as $S_{2}$-subgroups of the following known simple groups:
(a) The $S_{2}$-subgroups of $L_{3}(q)$ are semi-dihedral if $q \equiv-1(\bmod 4)$ and are wreathed if $q \equiv 1(\bmod 4)$.
(b) The $S_{2}$-subgroups of $U_{3}(q)$ are semi-dihedral if $q \equiv 1(\bmod 4)$ and are wreathed if $q \equiv-1(\bmod 4)$.
(c) The $S_{2}$-subgroups of the Mathieu group $M_{11}$ on 11 letters are semi-dihedral of order 16.
We note also that an $S_{2}$-subgroup of $G L(2, q)$ is semi-dihedral if $q \equiv-1(\bmod 4)$ and is wreathed if $q \equiv 1(\bmod 4)$.

Characterizations of the groups $L_{3}(q), q$ odd, and $M_{11}$ have been obtained by Brauer :

## Theorem

Let $G$ be a simple group which contains an involution $x$ such that $C_{G}(x)$ is isomorphic to $G L(2, q) / K, q$ odd, where $K$ is a normal subgroup of $G L(2, q)$ of odd order. Then one of the following holds:
(i) $G$ is isomorphic to $L_{3}(q)$, or
(ii) $q=3$ and $G$ is isomorphic to $M_{11}$.

Moreover, $K=1$ if $q \equiv-1(\bmod 3)$ and $|K|=3$ if $q \equiv 1(\bmod 3)$.
Here we have hypotheses analogous to those of the Brauer-Suzuki-Wall theorem: The centralizer of an involution in $G$ is assumed to satisfy conditions similar to those which hold in the known groups that one wishes to characterize. As usual, character-theoretic methods are used to show that $G$ is doubly transitive with the appropriate generalized Bruhat structure. One of Brauer's methods of completing the proof is geometric: He constructs a Désarguesian projective plane over $G F(q)$ out of the group $G$, on which $G$ acts as a group of collineations (the case $M_{11}$ is, of course, exceptional). The ( $B, N$ )-pair approach can also be used.

Most likely a corresponding characterization of $U_{3}(q)$ can also be obtained. However, the final generator-relation problem that one encounters when $q \equiv-1(\bmod 3)$ appears to be quite difficult. Suzuki has solved this problem only in the case of $\operatorname{PGU}(3, q)$ [which contains $U_{3}(q)$ as a subgroup of index 3 when $q \equiv-1(\bmod 3)]$. Suzuki's result is the following:

## Theorem

Let $G$ be a doubly transitive permutation group of degree $q^{3}+1, q=p^{n}, p$ an odd prime, such that the subgroup $N$ fixing a letter is the semidirect product of an $S_{p}$-subgroup $P$ of $G$ of order $q^{3}$ which is disjoint from its conjugates and a cyclic subgroup $H$ of order $q^{2}-1$ which fixes two letters. Then $G$ is isomorphic to $\operatorname{PGU}(3, q)$.

It is interesting to note that when $p=2$ and $q \equiv-1(\bmod 3)$, Suzuki was able to resolve the corresponding generator-relation problem and
hence was able to obtain a characterization of the groups $U_{3}\left(2^{n}\right)$ for all values of $n$.

In addition to these results, there are a few other characterization theorems involving groups of low rank:

1. As remarked in Section 14.4, the combined work of Zassenhaus, Feit, Suzuki, and Ito establishes that the groups $L_{2}(q), q>3$, and $S z(q)$ are the only simple Zassenhaus groups.
2. Wong has shown that $L_{3}(3)$ and $M_{11}$ are the only simple groups having semi-dihedral $S_{2}$-subgroups in which the centralizers of involutions are solvable.
3. Fong has shown that $U_{3}(3)$ is the only simple group having a wreathed $S_{2}$-subgroup of order $2^{5}$ in which centralizers of involutions are solvable.
4. Brauer and Fong have obtained a characterization of $M_{12}$ as the only simple group having an $S_{2}$-subgroup isomorphic to that of $M_{12}$ and possessing more than one class of involutions. The proof utilizes an earlier result of Stanton, who showed that $M_{12}$ is the only simple group of order 95,040.
5. The combined works of Wong and Held give characterizations of the alternating groups $A_{8}$ and $A_{9}$ in terms of conditions on the centralizers of involutions.
6. Fong and the author have obtained preliminary characterizations of the groups $G_{2}(q), q$ odd, for certain congruences on $q$.

## ADDENDUM TO PAGE 479

A similar construction is required for Thompson to reach the group ${ }^{2} F_{4}(2)$, which arises out of the analysis in the case $e(G)=1$. Assuming that $G$ is not a $C$-group, he eventually shows that a Sylow 2 -subgroup $S$ of $G$ is contained in precisely two maximal 2 -local subgroups $M$ and $N$ with $|M|=2^{a} \cdot 3$ and $|N|=2^{a} \cdot 5$, where $a=11$ or 12 . His goal is then to show that the subgroup $G_{0}=<M, N>$ is correspondingly isomorphic to ${ }^{2} F_{4}(2)^{\prime}$ or ${ }^{2} F_{4}(2)$. This is accomplished by reducing ultimately to characterizations of these groups by generators and relations, obtained by Parrott [1]. (The group ${ }^{2} F_{4}(2)$ is a ( $B, N$ )-pair of rank 2 , but its derived group is not a $(B, N)$-pair. It was Tits [4] who proved the simplicity of ${ }^{2} F_{4}(2)^{\prime}$, and Parrott uses Tits' presentation of this group by generators and relations in his analysis).

## 17

## THE KNOWN SIMPLE GROUPS

In the course of Chapter 16, we have mentioned all the known simple groups of rank 1 as well as some of higher rank. To put that discussion in proper perspective, it will be useful to present a complete list of the known simple groups. This list will include the 26 presently known sporadic groups. At the time of the first edition in 1968, only the three sporadic groups $J_{1}$, the Hall-Janko group $J_{2}$, and the Higman-Sims group $H S$ were discovered (beyond the original five groups of Mathieu). It is a remarkable testament to the progress of finite simple group theory that a total of eighteen further sporadic groups were found in the subsequent ten year period. (The existence of the Fischer-Griess monster $F_{1}$ and of Janko's fourth group $J_{4}$ remains to be established.)

## 1. The Known Simple Groups

Unfortunately there have developed over the years several notational conventions for listing the simple groups, no one of which is entirely satisfactory. When presenting a complete list, it is perhaps most convenient to follow the Lie notation. As Chevalley has shown, each of the so-called families of matrix groups is associated with one of the complex simple Lie algebras $A_{n}, B_{n}, C_{n}, D_{n}, G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$ of rank $n$. (Do not confuse $A_{n}$ here with the corresponding alternating group.) We
shall therefore adopt the notation $A_{n}(q)$, etc., for the corresponding finite group defined relative to $G F(q)$. For example, $A_{n}(q)=S L(n+1, q)$. We shall also write ${ }^{2} A_{n}(q)$ for the unitary group $S U(n+1, q)$. Here the superscript is meant to indicate the order of the automorphism of the Dynkin diagram of $A_{n}$ relative to which the unitary group is defined. A similar convention will apply to the other twisted matrix groups. Furthermore, the groups we list may not be simple; the integer $d$ in the table below will designate the order of the central subgroup that must be factored out to obtain a simple group. At the end of the table we shall indicate the correspondence with our earlier notation.

## Known Finite Simple Groups



## Known Finite Simple Groups order of $G$

G

| $Z_{p}$ |  |
| :--- | :--- |
| Alternating group $\mathscr{A}_{n}, n>2$ |  |
| $M_{11}$ | $7920=2^{4} \cdot 3^{2} \cdot 5 \cdot 11$ |
| $M_{12}$ | $95040=2^{6} \cdot 3^{3} \cdot 5 \cdot 11$ |
| $M_{22}$ | $443520=2^{7} \cdot 3^{2} \cdot 5 \cdot 7 \cdot 11$ |
| $M_{23}$ | $10200960=2^{7} \cdot 3^{2} \cdot 5 \cdot 7 \cdot 11 \cdot 23$ |
| $M_{24}$ | $244823040=2^{10} \cdot 3^{3} \cdot 5 \cdot 7 \cdot 11 \cdot 23$ |
| $J_{1}$ | $175560=2^{3} \cdot 3 \cdot 5 \cdot 7 \cdot 11 \cdot 19$ |
| $J_{2}$ | $2^{7} \cdot 3^{3} \cdot 5^{2} \cdot 7$ |
| $J_{3}$ | $2^{7} \cdot 3^{5} \cdot 5 \cdot 17 \cdot 19$ |
| $J_{4}$ | $2^{21} \cdot 3^{3} \cdot 5 \cdot 7 \cdot 11^{3} \cdot 23 \cdot 29 \cdot 31 \cdot 37 \cdot 43$ |
| $H S$ | $2^{9} \cdot 3^{2} \cdot 5^{3} \cdot 7 \cdot 11$ |
| $M c$ | $2^{7} \cdot 3^{6} \cdot 5^{3} \cdot 11$ |
| $S u z$ | $2^{13} \cdot 3^{7} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13$ |
| $R u$ | $2^{14} \cdot 3^{3} \cdot 5^{3} \cdot 7 \cdot 13 \cdot 29$ |
| $H e$ | $2^{10} \cdot 3^{3} \cdot 5^{2} \cdot 7^{3} \cdot 17$ |
| $L y$ | $2^{8} \cdot 3^{7} \cdot 5^{6} \cdot 7 \cdot 11 \cdot 31 \cdot 37 \cdot 67$ |
| $O N$ | $2^{9} \cdot 3^{4} \cdot 5 \cdot 7^{3} \cdot 11 \cdot 19 \cdot 31$ |
| 1 | $2^{21} \cdot 3^{9} \cdot 5^{4} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 23$ |
| 2 | $2^{18} \cdot 3^{6} \cdot 5^{3} \cdot 7 \cdot 11 \cdot 23$ |
| 3 | $2^{10} \cdot 3^{7} \cdot 5^{3} \cdot 7 \cdot 11 \cdot 23$ |
| $M(22)$ | $2^{17} \cdot 3^{9} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13$ |
| $M(23)$ | $2^{18} \cdot 3^{13} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13 \cdot 17 \cdot 23$ |
| $M(24)^{\prime}$ | $2^{21} \cdot 3^{16} \cdot 5^{2} \cdot 7^{3} \cdot 11 \cdot 13 \cdot 23 \cdot 29$ |
| $F_{5}$ | $2^{15} \cdot 3^{10} \cdot 5^{3} \cdot 7^{2} \cdot 13 \cdot 19 \cdot 31$ |
| $F_{3}$ | $2^{14} \cdot 3^{6} \cdot 5^{6} \cdot 7 \cdot 11 \cdot 19$ |
| $F_{1}$ | $2^{41} \cdot 3^{13} \cdot 5^{6} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 19 \cdot 23 \cdot 31 \cdot 47$ |
| $2^{46} \cdot 3^{20} \cdot 5^{9} \cdot 7^{6} \cdot 11^{2} \cdot 13^{3} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71$ |  |

## Sporadic Groups

Here $J_{i}, 1 \leqslant i \leqslant 4$, denote the four simple groups of Janko; $J_{2}$ was constructed by M. Hall and Wales and $J_{3}$ by G. Higman and McKay. $H S$ denotes the D. Higman-Sims group, Mc the group constructed by

McLaughlin, $S u z$ the sporadic group found by Suzuki, and $R u$ the group found by Rudvalis and constructed by Conway and Wales. Ly and ON denote the groups of Lyons and O'Nan, respectively, both of which were constructed by Sims. The groups .1, .2, and .3 are the three Conway groups, related to the 24 -dimensional Leech lattice; and $M(22), M(23)$, $M(24)$ are the three so-called transposition groups constructed by Fischer. $M(24)$ is not simple, but its derived group $M(24)^{\prime}$, of index 2 , is a simple group. $F_{3}$ and $F_{5}$ denote Thompson's and Harada's simple groups, respectively; each is a subgroup of the Fischer-Griess monster $F_{1}$. P. Smith helped Thompson with the construction of $F_{3}$ and S. Norton and P. Smith constructed the group $F_{5}$. Finally $F_{2}$ denotes Fischer's baby monster; it was constructed by Leon and Sims.

## Comparison With Previous Notation

$$
\begin{gathered}
A_{n}(q)=S L(n+1, q), C_{n}(q) / Z\left(C_{n}(q)\right)=S p_{2 n}(q), B_{n}(q)=O_{2 n+1}(q), \\
{ }^{2} A_{n}(q)=S U(n+1, q),{ }^{2} B_{2}(q)=S z(q)
\end{gathered}
$$

## Exceptions

G
$\mathscr{A}_{n}, n=3,4$
$A_{1}(q), q=2,3$
$B_{2}(2)$
$G_{2}(2)$
${ }^{2} A_{2}$ (2)
${ }^{2} B_{2}(2)$
${ }^{2} G_{2}(3)$
${ }^{2} F_{4}(2)$

Nature of exception
$G$ is solvable $G$ is solvable
$G$ is isomorphic to symmetric group $S_{0}$ $\left|G: G^{\prime}\right|=2$ and $G^{\prime}$ is isomorphic to ${ }^{2} A_{2}(3)$ $G$ is solvable $G$ is solvable
$\left|G: G^{\prime}\right|=3$ and $G^{\prime}$ is isomorphic to $A_{1}(8)$ $\left|G: G^{\prime}\right|=2$ and $G^{\prime}$ is a simple group not appearing elsewhere in the table

The types $B_{1}, C_{1}, C_{2}, D_{1}, D_{2}, D_{3},{ }^{2} D_{2}$, and ${ }^{2} D_{3}$ have been excluded from the table inasmuch as they are isomorphic to other groups:

$$
\begin{array}{rrr}
C_{1} \cong B_{1} \cong A_{1} & C_{2} \cong B_{2} & D_{1}(q) \cong Z_{q-1} \\
D_{2} \cong A_{1} \times A_{1} & D_{3} \cong A_{3} & { }^{2} D_{2}(q) \cong A_{1}\left(q^{2}\right) \\
& { }^{2} D_{3} \cong{ }^{2} A_{3} &
\end{array}
$$

Finally there are some isomorphisms which exist among the groups
listed. We shall write $G^{*}$ for $G / Z(G)$ :

$$
\begin{array}{rlrl}
A_{1}(2) & \cong S_{3} & A_{1}(9)^{*} \cong \mathscr{A}_{6} \\
A_{1}(4) & \cong A_{1}(5)^{*} \cong \mathscr{A}_{5} & A_{3}(2) \cong \mathscr{A}_{8} \\
A_{1}(7)^{*} \cong A_{2}(2) & { }^{2} A_{3}(2) \cong B_{2}(3)^{*}
\end{array}
$$

We should like also to describe explicitly the Bruhat decomposition [equivalently the ( $B, N$ )-pair] structure of the groups of Lie type. To do this, we need a preliminary definition.

A group $W$ will be said to be a Coxeter group or to be generated by reflections provided:
(1) $W$ is generated by distinct involutions $w_{i}, 1 \leqslant i \leqslant t$.
(2) If $w_{i} w_{j}$ has order $k_{i j}$, then the relations

$$
\left(w_{i} w_{j}\right)^{k_{i j}}=1 \quad 1 \leqslant i, j \leqslant t
$$

are a complete set of defining relations for $W$.
For example, the symmetric group $S_{t+1}$ is generated by the transpositions $w_{i}=(i, i+1), 1 \leqslant i \leqslant t$, which satisfy the relations $\left(w_{i} w_{j}\right)^{k_{i j}}=1$, where $k_{i i}=1, k_{i i+1}=3$, and $k_{i j}=2$ if $j \geqslant i+2$. Moreover, these are a complete set of defining relations for $S_{t+1}$, in the sense that any other relation satisfied by the generators $w_{i}$ is a consequence of these relations. Note also that $|W|=2$ if $t=1$ and that $W$ is a dihedral group if $t=2$.

The integer $t$ is called the rank of $W$. We shall call the involutions $w_{i}$ a defining set for $W$.

Now let $G=G(q)$ be a group of Lie type from the above list with $q=p^{r}$, $p$ a prime. Let $P$ be an $S_{p}$-subgroup of $G$, set $B=N_{G}(P)$, and let $H$ be a complement of $P$ in $B$. Then there exists a subgroup $N$ of $G$ with the following properties:
(1) $B \cap N=H \triangleleft N$ and $W=N / H$ is a group generated by reflections.
(2) $G=\bigcup_{u \in N} B u B$; equivalently $G=B N B$.
(3) Let $w_{i}, 1 \leqslant i \leqslant t$, be a defining set for $W$ and let $u_{i}$ be a representative of $w_{i}$ in $N$. Then for each $u$ in $N$ and all $i, 1 \leqslant i \leqslant t$, we have

$$
B u B u_{i} B \subseteq(B u B) \cup\left(B u u_{i} B\right) .
$$

(4) $B^{u_{i}} \neq B, 1 \leqslant i \leqslant t$.

It is not difficult to see that (3) implies (2). The integer $t$ is also called the rank of $G$, the group $W$ is called the Weyl group of $G$, and $B$ is called a Borel subgroup of $G$. In the case of the nontwisted groups of Lie type
the subscript indicates the rank: $A_{n}(q)$ has rank $n$. In fact, its Weyl group is isomorphic to $S_{n+1}$. The twisted groups have the following ranks: ${ }^{2} A_{2 n}$ has rank $n,{ }^{2} A_{2 n-1}$ has rank $n,{ }^{2} B_{2}$ has rank $1,{ }^{2} D_{n}$ has rank $n-1,{ }^{3} D_{4}$ has rank $2 ;{ }^{2} G_{2}$ has rank $1,{ }^{2} F_{4}$ has rank 2 , and ${ }^{2} E_{6}$ has rank 4.

Finally, the subgroup $H$ is called a Cartan subgroup of $G$ and is always abelian. Moreover, if $G=G(q)$ is nontwisted of rank $t$, then $H$ is the direct product of $t$ cyclic groups of order $q-1$ [each thus being isomorphic to the multiplicative group of $G F(q)]$. The exact structure of $P, H, B$, and $W$ is known for all the groups of Lie type, but we shall not attempt to list them.
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LIST OF SYMBOLS

Symbols are shown in order of initial use.

| $X \subset Y, X \subseteq Y, Y-X, 4$ | $E(V), 82$ |
| :---: | :---: |
| $\langle X\rangle,\langle x \mid x \in X\rangle, 4$ | $A(V, F), A(G, F), 82,83$ |
| $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}, 4$ | $F_{n}, 88$ |
| $X Y, X_{1} X_{2} \cdots X_{n}, H x, y H x, 4$ | $\operatorname{tr}(X), 89$ |
| $\|X\|,\|X\|,\|G\|_{p}, 4$ | $O_{p}(G), 105$ |
| $\pi^{\prime}, 4$ | $\operatorname{rad} A, 110$ |
| $\pi(G), 4$ | $1_{G}, 113$ |
| $C_{G}(X), N_{G}(X), 5$ | $\operatorname{deg} \chi, \operatorname{deg} \phi, \operatorname{ker} \chi, \operatorname{ker} \phi, 115$ |
| $H \triangleleft G, H$ char $G, 5$ | ch (G), 116 |
| $Z(G), 5$ | $\phi^{\prime}, \chi^{\prime}, \bar{\phi}, \bar{\chi}, 117,118$ |
| $H^{\alpha}, H^{\varrho}, 8$ | $(\theta, \chi),(\theta, \chi)_{G},\\|x\\|, 120,121,138$ |
| $G^{\prime},[G, G], 5$ | $\rho_{G}, 124$ |
| $m(G), 8$ | $\psi^{*}, \chi^{*}, 135,136$ |
| $Z_{p}, 10$ | $\mathrm{ch}_{0}(G), 140$ |
| Aut G, 12 | $I(K), I_{0}(K), l^{\prime}(K), I_{0}(K), 145$, |
| $\Omega_{i}(G), \mho^{i}(G), 17$ | 159, 316,317 |
| $\left[x_{1}, x_{2}, \ldots, x_{n}\right],\left[X_{1}, X_{2}, \ldots, X_{n}\right]$, | $v(G), v_{R}(G), 160,161$ |
| 19 | $\Phi(G), 173$ |
| $\operatorname{cl}(G), 21$ | $d(P), d_{n}(P), d_{c}(P), 189$ |
| $L_{i}(G), D_{i}(G), 21,25$ | $M_{m}(p), D_{m}, S_{m}, Q_{m}, M(p), D, Q$, |
| $C_{V}(G), C_{H}(K), 30$ | 190, 191, 203 |
| [H,A], [H,A,A], 33 | $F(G), 218$ |
| $C_{H}(A), 33$ | $O_{\pi}(G), O_{\pi, \pi^{\prime}}(G), O_{\pi, \pi^{\prime}, \pi}(G), 226$ |
| $a(x), 36$ | $R \sim_{P} Q, R \sim Q, R \sim Q$ via $x$, |
| $G F(q), 39$ | 241 |
| $G L(2, q), S L(2, q), P G L(2, q)$, | $V\left(\operatorname{ccl}_{G}(K) ; H\right), 255$ |
| $\operatorname{PSL}(2, q), L_{2}(q), 40$ | $A(P), J(P), 271$ |
| $\operatorname{Hom}(V, W), \operatorname{Hom}_{G}(V, W), 75$ | $R \approx_{P} Q, R \approx Q, 285$ |

```
\(\operatorname{SCN}(P), \operatorname{SCN}_{t}(P), \operatorname{SCN}(p)\),
    \(S C N_{t}(p), 288,289\)
\(A_{i}(P), i \geqslant 1,294\)
\(N(P), N^{*}(P), 294,295\)
\(\beta(x), \beta_{K}(x), 315\)
\(p \sim q, p \sim 2,408\)
\(O(G), 420\)
\(P \Gamma L(2, q), 462\)
\(G U(3, q), S U(3, q), P G U(3, q)\),
    \(\operatorname{PSU}(3, q), U_{3}(q), 466\)
```
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Abelian group, basis of, 8
elementary, 8
homocyclic, 8
type of, 8
Algebra, 84
center of, 85
division, 76
enveloping, 82
group, 83
idempotent of, 88
nilpotent element of, 88
nilpotent ideal of, 89
primitive idempotent of, 110
quasi-right-regular element of, 111
regular representation of, 85
representation of, 84
semisimple, 89
simple, 86
Alperin's theorems on conjugacy of p-elements, 244, 245
Alperin-Gorenstein theorem on control of p-fusion, 282
Annihilator of ideal, 84
Automorphism(s), acting indecomposably on a group, 175
fixed-point-free, 333
induced on a factor group, 16
$\pi$-automorphism, 174
regular group of, 39
restricted to a subgroup, 16
stabilizing a normal series, 178

Baer, 105
Bauman's theorem on fixed-point-free fourgroups of automorphisms, 348
Blackburn, 195, 200, 295
Borel subgroup, 493
(B,N)-pair, 446, 493
Brauer, 315
Brauer's theorems on bounds for the order of a group, 301
characterization of characters, 168
groups with abelian $S_{2}$-subgroups, 484
induced characters, 166
orbits of characters under automorphisms, 142
vanishing of characters on $p$-singular elements, 168
Brauer-Fong, 488
Brauer-Fowler theorems on bounds for the number of involutions in a group, 306
bounds for the order of a group, 303
Brauer-Suzuki theorems on groups with generalized quaternion $S_{2}$-subgroups, 373
induced characters, 139, 146
Brauer-Suzuki-Wall theorems on groups with dihedral $S_{2}$-subgroups, 327, 433
Brauer-Tate theorem on induced characters, 160
Brauer-Wielandt, 347
Bruhat decomposition, 446
Burnside's theorems on characters of groups of odd order, 133
conjugacy of normal subsets, 240
existence of normal $p$-complement, 252
groups of order $p^{a} q^{b}, 131$
non-p-normal groups, 257
$p^{\prime}$-automorphisms of $p$-groups, 174

Cartan subgroup, 494
Carter subgroup, 233
Cayley's theorem on regular representation of a group, 9
Central product, 29
Character(s), 113
algebraically conjugate, 119
coherent set of, 149
conjugate, 119
contragredient, 117
degree of, 115
exceptional, 147

Character(s) (Continued)
faithful, 115
generalized, 116
induced, 134
irreducible, 115
kernel of, 115
linear, 115
multiplicity of, 115
norm of, 121
orthogonal, 121
principal, 113
product of, 116
rational, 119
reducible, 115
restricted to a subgroup, 134
sum of, 115
support of, 140
trivial, 130
Character ring, 116
Character table, 129
Character-theoretic method, 448
Chevalley group, 489
Chief series, 24
factor of, 24
Class equation, 6
Class function, 113
Clifford's theorem on restriction of representation to a normal subgroup, 70
Coherence, 149
Complement, 27
normal p-complement, 252
partial complement, 27
Composition series, 6
factor, 6
Coppel, 482
Coxeter group, 493
Dade, 457
Derived series, 25
length, 25
Dickson, 474
Dickson's theorem on generation of $S L(2, q), 44$
Direct product, 7
external, 7
internal, 7
of algebras, 86
Double coset, 13
Element(s), fused, 239
locally conjugate, 239
locally fused, 239
p-conjugate, 161
p-element, 4
p-part of, 161
$p^{\prime}$-part of, 161
$\pi$-element, 4
$\pi$-singular, 434
real, 303
strongly real, 303
Elementary divisor, 14
Extended centralizer, 302
Extended Sylow theorem, 231
Feit, 416
Feit's theorems on coherence, 156
Zassenhaus groups, 383
Feit-M. Hall-Thompson theorem on CN groups of odd order, 409
Feit-Suzuki-Thompson theorems on strongly embedded subgroups, 306, 308
Feit-Thompson, 159, 224
Feit-Thompson theorem on groups of odd order, 450
Fitting length, 453
Fitting subgroup, 218
Fong, 476, 488
Formation, 233
Four-group, 260
Frattini argument, 12
Frattini subgroup, 173
factor group, 173
Frobenius group, 37
characters of, 143
complement of, 38
kernel of, 38
structure of, 339
Frobenius' theorems on existence of normal $p$-complements, 253
reciprocity of characters, 138
transitive permutation groups, 38, 140
Functor controlling $p$-fusion, 282
Fusion, 239
p-fusion, 282

Generalized Bruhat structure, 446
Generator-relation method, 389, 449
Geometric method, 389
$G$-homomorphism, 75
$G$-isomorphism, 62
Glauberman, 475
Glauberman's theorems on fixed-pointfree four-groups of automorphisms, 351
normality of $Z(J(P)), 278,279$
replacement of subgroups of a p-group, 274
Glauberman-Thompson theorem on normal p-complements, 280
$G$-module, 61
Gorenstein, 488
Gorenstein theorem on groups with abelian $S_{2}$-subgroups, 484
Gorenstein-Herstein theorem on fixed-point-free automorphisms of order four, 342
Gorenstein-Walter theorems on groups with dihedral $S_{2}$-subgroups, 421 , 462
Green, 79
Group, C-group, 444
characteristically simple, 16
CN-group, 399
dihedral, 27
exponent of, 4
generalized quaternion, 29
generated by reflections, 493
rank of, 493
$L_{2}$-group, 423
metabelian, 170
metacyclic, 27
minimal simple, 405
nilpotent, 21
class of, 21
$N$-group, 444
of Frobenius type, 453
of Glauberman type, 281
of Lie type, 493
of Ree type, 483
$p$-constrained, 268
p-factor, 245
p-normal, 256
p-solvable, 226
p-stable, 103, 269
$\pi$-group, 4
$\pi$-separable, 226
$\pi$-solvable, 226
quaternion, 29
semi-dihedral, 191
simple, 6
solvable, 23
sporadic, 491
strongly $p$-solvable, 234
supersolvable, 55
3-step, 401, 453
2-closed, 444
weak $N$-group, 478
Group order formulas, 315
Grün's theorems on maximal abelian $p$ factor group, 245
p-normal groups, 256
$G$-submodule, 62

Hall subgroup, 220
Hall's theorems on p-groups with no noncyclic characteristic abelian subgroups, 198
solvable groups, 231, 232, 233
Hall-Higman theorem on $p$-solvable linear groups, 359
Height of non-well-placed subgroup, 284
Held, 488
Higher commutator, 19
Higman, D.-McLaughlin, 473
Higman, G., 214, 469
Holomorph, 26

Involution, 260
Involve, 5
Isolated prime, 477
Isometry, 140
Isomorphism theorems, 6
Ito, 416

Jacobi identity, 208
Jacobson density theorem, 86
Jacobson radical, 91
Janko, 480
Janko group, 482
Janko-Thompson-H. Ward theorem on groups with abelian $S_{2}$-subgroups, 483
Jordan-Hölder theorem on equivalence of composition series, 6

Known simple groups, characteristic of, 449

Known simple groups (Continued)
Lie notation for, 489
rank of, 444, 493
table of, 490
Krull-Schmidt theorem, 175
LaGrange's theorem on order of a subgroup, 5
Lie algebra, 209
simple, 489
Lie ring, 208
automorphism of, 211
homogeneous, 210
Linear group, general, 40
projective, 40
projective special, 40
special, 40
Local group-theoretic method, 448
Lower central series, 21
Lower $\pi$-series, 226
$\pi$-length of, 227
Maschke's theorem on complete reducibility, 66
Mathieu groups, 474, 486
Maximal cyclic generator, 191
Maximal Subgroup theorem, 295
Monomial matrix, 170
Multiplication functions of groups of Ree type, 483
unitary groups, 472
Zassenhaus groups, 390
Normal closure, 5
Normal series, 6
factor of, 6
length of, 6
Orthogonality relations, 119
p-conjugate class, 161
p-constraint, 268
Permutation group, degree of, 33
doubly transitive, 33
primitive, 35
transitive, 33
transitive constituent of, 133
triply transitive, 33
p-group, associated Lie ring of, 210
characteristic depth of, 189
critical subgroup of, 186
depth of, 188
extra-special, 183
representations of, 206, 208
normal depth of, 188
of maximal class, 195
special, 183
Product module, 100
Product representation, 100
p-stability, 103, 269

Ree, 480
Ree group, 481
Representation(s), 59
absolutely irreducible, 64
algebraically conjugate, 119
completely reducible, 60
conjugate, 119
constituent of, 96
multiplicity of, 96
contragedient, 117
decomposable, 60
degree of, 59
equivalent, 61
factor, 60
faithful, 59
indecomposable, 60
induced, 134
irreducible, 60
isomorphic, 61
kernel of, 83
linear, 59
matrix, 60
monomial, 170
transitive, 170
of central products, 99
of direct products, 99
permutation, 34
equivalent, 34
isomorphic, 34
regular, 35
transitive, 34
$p$-stable, 34
quotient, 60
reducible, 60
regular, 85
restriction of, 60
subrepresentation, 60
sum of, 96
trivial, 59

Representation(s) (Continued)
under field extension, 63
written in a subfield, 60
Residual product, 14

Schreier's theorem on refinement of normal series, 6
Schur's lemma on $G$-homomorphisms, 76
Schur-Zassenhaus theorem on existence of complements, 22 :
Section, 5
Semidirect product, 26
Split extension, 26
Splitting field, 64
Stability, 269
Stanton, 488
Steinberg, 480
Subgroup, elementary, 160
focal, 246
local, 444
p-elementary, 160
p-local, 444
pronormal, 13
$S_{p}$-subgroup, 7
$S_{\pi}$-subgroup, 220
strongly embedded, 303
subnormal, 13
weakly closed, 255
well-placed, 284
Suzuki, 105, 315, 416
Suzuki's theorems on characterization of $P G U(3, q), q$ odd, 487
C-groups, 466
groups with a nilpotent subgroup of even order, 311
Sylow subgroup, 7
Sylow system, 232
Sylow theorems, 7
Sylow tower, 258
System normalizer, 233

Tame intersection, 240
Tamely embedded subgroup, 145,455

Thompson, $105,179,258,280$
Thompson subgroup, 271
Thompson theorems on groups with a maximal nilpotent subgroup of odd order, 337
$N$-groups, 474
normal p-complements, 298
replacement of subgroups of a p-group. 273
transitivity of $q$-subgroups normalized by a $p$-subgroup, 292
Three-subgroup lemma, 19
Trace, 89
Transfer, 248
Transfer homomorphism, 248
Twisted matrix groups, 480

Uniqueness condition, 298
Uniqueness subgroup, 298
Upper central series, 21
Upper $\pi$-series, 226

Walter, J., theorem on groups with abelian $S_{2}$-subgroups, 485
Ward, H., 481
Ward, M., 482
Weak closure, 255
Wedderburn, 79
Wedderburn component, 72
Wedderburn theorems on semisimple algebras, 94
simple algebras, 88
Weyl group, 493
Wong, 475, 488
Wreathed 2-group, 486

Zassenhaus, 416
Zassenhaus group, 41
canonical generators for, 396
type of, 380
Zassenhaus' theorem on Zassenhaus groups, 397


[^0]:    Proof
    Let $V / F$ be an irreducible $G$-module and let $K$ be the kernel of $G$ on $V$, so that $G / K$ is cyclic by Theorem 2.3. Choose $x$ in $G$ so that $K x$ generates $G / K$. As $F$ contains a primitive $n$th root of unity, $x$ possesses a nonzero characteristic vector $v_{1}$ in $V$. Since the elements of $K$ induce the identity transformation on $V$, it follows that the subspace $V_{1}$ generated by $v_{1}$ is $G$-invariant. But now the irreducibility of $G$ forces $V_{1}=V$, whence $\operatorname{dim}_{F} V=1$ and the representation of $G$ on $V$ is linear.

